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FIG. 1. Room temperature thermal conductivity of materials ir-
radiated with various beam energies and ion species. The filled and
unfilled orange diamond shapes are silicon irradiated with 28Si+

and 29Si+ ions, respectively, at 3.75 MeV (this work). The unfilled
black squares are the thermal conductivity of silicon irradiated with
protons at a beam energy of 200 keV [15]. The filled and unfilled
green pentagons are SiC and TiC samples, respectively, irradiated
with Kr+ ions at 74 MeV [14]. The filled and unfilled blue circles
are GaN and AlN/GaN superlattice samples, respectively, irradiated
with Ar+ ions at 2.3 MeV [17]. The red triangles display the thermal
conductivity of UO2 irradiated with Ar+ with a beam energy of
2 MeV (measurement taken at 328 K) [16].

the irradiation conditions, as confirmed with high-resolution
x-ray diffraction (HRXRD) and high-resolution transmission
electron microscopy (HRTEM). Our results demonstrate that
point defects will decrease the thermal conductivity more
so than spatially extended defect structures, assuming the
same volumetric defect concentrations, due to the larger strain
per defect that arises in spatially separated point defects.
We implement thermal conductivity modeling using density
functional theory (DFT) to show that, for a given defect
concentration, the type of the defect (i.e., point vs line)
plays a negligible role in reducing the thermal conductivity
compared to the strain per defect in a given volume. This has
direct implications to interpretations of reductions in thermal
conductivity observed in nanocomposites with nanoparticles
embedded in host materials [18–21], specifically addressing
the role of strain in manipulating the thermal conductivity
of materials. These results will significantly advance our

understanding of phonon scattering in materials ranging from
nano- to bulk scales.

II. SAMPLE FABRICATION

We implanted intrinsic (100) silicon wafers of thickness
400 µm from WRS Materials with silicon ions at Sandia
National Laboratories using the 6 MV Tandem Van de Graaff
Pelletron Accelerator. Wafers were cleaved into individual
samples approximately 1 cm2 in area. The first set of sam-
ples was irradiated using 28Si+ ions at doses of 6.24 × 1013,
6.24 × 1014, 6.24 × 1015, and 6.24 × 1016 cm−2 with a beam
energy of 3.75 MeV. The second set was irradiated using 29Si+

isotopes at doses of 6.24 × 1013, and 6.24 × 1014 cm−2 at the
same beam energy. Higher doses of 29Si+ irradiation, namely
6.24 × 1015 and 6.24 × 1016 cm−2, offered significant chal-
lenges during the irradiation process as 29Si+ is an uncommon
natural isotope and, thus, higher dose samples were unable to
be fabricated. The beam was rastered across the sample sur-
faces to ensure uniform ion implantation. Simulations using
SRIM software [22] were used to predict the damage profile
within the samples, including two detailed calculations with
full damage cascades. For the first, we designated the ion type
as Si with a mass of 28 amu using a beam energy of 3.75 MeV.
For the second case, the ion mass was increased to 29 amu
with all other parameters held constant. The two simulations
estimated the total number of induced target vacancies as 6131
and 6311 vacancies/ion, respectively. The depth of highest
defect concentration was predicted to occur approximately 2.5
µm and the end of range at 3 µm beneath the sample surface,
as shown in Fig. 2.

III. RESULTS

Following irradiation, samples were cleaned with alcohol
(sonicated for five minutes in isopropanol, acetone, then
methanol) and subjected to a thirty-minute O2 plasma clean
to remove organic contaminants [23–25]. The samples were
then coated with an aluminum layer of 80 nm nominal thick-
ness via electron beam evaporation to facilitate thermal con-
ductivity measurements via time-domain thermoreflectance
(TDTR). In short, TDTR is a pump-probe technique that
correlates the thermoreflectivity at the surface of the sample
to surface temperature. Fine temporal resolution of thermal
decay is enabled through an ultrafast pulsed laser as the heat
source; we utilize a Ti:Sapphire laser with a repetition rate
of 80 MHz and central wavelength of 800 nm (bandwidth
of 10.5 nm). The thermal properties of the samples were
measured using TDTR by fitting the ratio of the in-phase
to out-of-phase lock-in signal to thermal model detailed in
the literature [26–29]. In the thermal model, each layer of
the sample is assigned three parameters: volumetric heat
capacity (C), thermal conductivity (κ), and layer thickness
(d). In between layers, thermal boundary conductance or
Kapitza conductance (h) produces an additional unknown. In
practice, analysis of the TDTR data allows for extraction of
two parameters with a single measurement [15]. We assume
a literature value [30] of 1.65 MJm−3 K−1 for the volumetric
heat capacity of intrinsic silicon at 300 K, verify the aluminum
coating thickness through profilometry, and treat the silicon
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serves as a mechanism to perturb the mass defect scattering term
in well established phonon scattering models [12e14], allowing us
to build-upon the current understanding of phonon defect
interactions.

While there have been numerous investigations of ion implan-
tation effects in diamond, a limited number have reported associ-
ated measured thermal conductivities, with most focusing on
electron or neutron irradiation [15e17]. However, in the case of
neutron irradiation, thermal conductivities as low as 71Wm!1 K!1

are reported for samples implanted at a dose of 4.5" 1018 cm!2

[15]. A number of studies have investigated the role of point defects
in diamond in the form of isotopic impurities, such as 13C content in
12C diamond crystals [10,18e21]. Among these studies, the thermal
conductivity can be reduced by hundreds of Wm!1 K!1 for isotopic
impurity concentrations less than 1%, demonstrating the strong
influence of impurity scattering on the thermal conductivity of the
lattice. In this study, at the highest dose, we ultimately find the
implanted mass impurity concentration to be much lower than 1%
within the regions measured, but in combination with other forms
of residual lattice defects generated during the implantation pro-
cedure, these defects are capable of reducing the thermal conduc-
tivity by two orders of magnitude.

In short, ion implantation is a bombardment procedure inwhich
ionized atoms are accelerated into a targetmaterial. In industry, it is
a fundamental process used in the manufacture of transistors and
integrated circuits, traditionally utilized to implant semiconductors
with acceptor or donor dopants [22,23]. However, ion implantation
is also capable of producing material modification in the form of
surface modification or amorphous layer formation [24,25]. A
simple schematic of the process is represented in Fig. 1. Prior to
implantation, the target, in this case diamond, maintains the peri-
odicity of its lattice as a polycrystalline material. Upon bombard-
ment of the lattice, ions of C3þ, N3þ, or O3þ are accelerated into the
lattice at an energy of 16.5MeV. At some point during the implant,
the accelerated ions will come into contact with an atom at rest,
and transfer a portion of the kinetic energy, creating what is known
as a primary knock-on atom, whichwill in turn collidewith another
atom at rest [26]. Throughout the implantation, this process will
happen repeatedly, yielding recoil cascades within the lattice,
potentially generating high degrees of damage. When the

accelerated ions no longer have sufficient energy to move a lattice
atom from its equilibrium position, it comes to rest at its projected
range. With doses and energies high enough, an amorphous layer
will be produced at the end of range [27e29] with residual damage
remaining above this layer in the form of point defects including
vacancies, interstitials, substitutional impurities, as well as
extended defects such as vacancy clusters. In this manuscript, we
quantify the role of this residual damage in the layer above the end
of range on the thermal conductivity of ion irradiated diamond.

2. Experimental

2.1. Sample fabrication and SRIM

Polycrystalline diamond substrates (with grain sizes extending
up to 65e75% of the sample thickness) were purchased from
Element Six and laser diced into quarters, yielding dimensions of
5mm " 5mm in area and 0.3mm in thickness. Polycrystalline
substrates were selected due to their prevalence in high-power
heat-sink applications [2,30]. Samples were then implanted,
normal to the surface, at Sandia National Laboratories with either
C3þ, N3þ, or O3þions at a beam energy of 16.5MeV using a 6MV
Tandem Van de Graaf accelerator. Fluences of 4" 1014, 4" 1015, and
4" 1016 cm!2 were used for each ion, yielding a total of nine
implanted samples. To ensure spatial uniformity of the implant, the
beam was rastered across the sample surface during the
implantation.

To estimate the longitudinal projected range of implantation
depth, simulations were performed with Stopping and Range of
Ions in Matter (SRIM) software. SRIM is a widely accepted Monte
Carlo simulation software capable of modeling a number of features
related to ion implantation including implant depths and concen-
trations on scales that would be prohibitively large for other
modeling techniques such as molecular dynamics, for example
[31,32]. We utilize detailed calculations with full damage cascades
to predict damage profiles following implantation at a beam energy
of 16.5MeV for each ion. In each case, we specify the beam energy
as 16.5MeV and diamond substrate density as 3.515 g/cm3 [33]. We
utilize an average displacement energy of 37.5 eV [34,35], a lattice
binding energy of 7.5 eV [36e38], and a surface binding energy of

Fig. 1. Visualization of ion implantation. Prior to bombardment of the accelerated ions (a), the substrate maintains a diamond cubic crystal structure. Upon impingement of the
lattice (b), the kinetic energy of the accelerated ions is transferred to the carbon atoms at rest, which become primary knock-on atoms, and are then launched further into the lattice
until collision with other atoms at rest. This process repeats to create recoil cascades. Following implantation (c), the ions come to rest at the projected range, creating an amorphous
region, and above this layer, leave behind both point and extended defects.
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different phonon modes and reduce thermal conductivity. A 
schematic diagram is shown in  Figure    5   capturing these var-
ious phonon scattering mechanisms, along with the electrical 
transport within a thermoelectric material.  

 Thus, in certain cases nanodots clearly play a very signifi cant 
role in reducing lattice thermal conductivity, probably by effec-
tively scattering phonons that otherwise would have relatively 
long mean free paths. In many of these cases it has been clearly 
demonstrated that the reduction in thermal conductivity far 
exceeds any concomitant reduction in the power factor caused 

of Sb. [  73  ]  In contrast, similar fractions of nanoparticles of Bi or 
Pb (two elements that have the same atomic mass as the Pb ions 
in the rock salt lattice) were found to have no such effect. [  73  ,  81  ]  
ErAs:InGaAs is another interesting example to study along 
these lines since the size distribution of ErAs nanoparticles in 
the matrix is not a strong function of the growth parameters 
and they are typically 2–4 nm in diameter [Figure  3 c]. [  82  ]  The 
volume fraction of the embedded nanoparticles can be easily 
changed from 0.01-6% without introducing defects or disloca-
tions. Thermal conductivity measurements show a reduction by 
as much as a factor of 3 compared to the bulk 
alloy [Figure  4 b].  

 The question remains as to why the inclu-
sion of nanodots can reduce the thermal 
conductivity below the alloy limit. Detailed 
calculations of phonon transport have been 
performed for ErAs:InGaAs materials, 
although the principles developed through 
these studies are fairly general and apply for 
other nanodot material systems as well. [  72  ,  82  ]  
Atomic scale defects in alloys scatter pho-
nons due to differences in mass or due to 
generation of strain fi elds, and the scattering 
cross-section follows Rayleigh scattering as 
 d  6 /  λ   4 , where  d  is the nanodot diameter and 
  λ   is the phonon wavelength. Hence, short 
wavelength phonons are effectively scattered 
in alloys, but the mid-to-long wavelength 
phonons can propagate without signifi cant 
scattering and thereby still contribute to heat 
conduction. By inclusion of nanoparticles, 
signifi cant reduction in lattice thermal con-
ductivity can be achieved by the additional 
scattering of mid- and long-wavelength pho-
nons by the nanoparticles. Calculations show 
that a wide size distribution of nanoparticles 
is preferable since it can effectively scatter 

      Figure  5 .     Schematic diagram illustrating various phonon scattering mechanisms within a ther-
moelectric material, along with electronic transport of hot and cold electrons. Atomic defects 
are effective at scattering short wavelength phonons, but larger embedded nanoparticles are 
required to scatter mid- and long-wavelength phonons effectively. Grain boundaries can also 
play an effective role in scattering these longer-wavelength phonons.  
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      Figure  4 .     Lattice thermal conductivity as a function of temperature for: (a) various PbTe-based alloys (x  =  0.1) and nanostructured samples. The value of 
x  =  0.1 was chosen because these samples have the same concentration of added component to PbTe as those in LAST-18 and SALT-20. (b) InGaAs with 
and without embedded ErAs nanodots. It is seen in both cases that the inclusion of nanodots into the microstructure results in a signifi cant reduction 
to the lattice thermal conductivity. In the PbTe system solid solution alloying is effective around room temperature (see black dotted arrow) but not at 
high temperature. Nanostructuring is shown to be effective both at room temperature and at high temperatures (see brown dotted arrows).  
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• Length scales of thermal conductivity (k) measurements and pump-probe 
thermoreflectance (JAP 126, 150901)

• Displacement damage governs thermal conductivity reduction in irradiated 
solids (PRB 104, 134306)

• Increasing thermal transport in irradiated solids
• Increasing k of amorphous carbon (Nano Lett. 21, 3935)
• Reducing thermal boundary resistance (PRB 109, 165421)

• Sub-surface thermal conductivity depth profiling of irradiated solids
• N3+ implanted diamond (JAP 129, 055307)
• Kr+ irradiated silicon (JAP 132, 075112)

• Ultrahigh temperature thermometry for measuring nuclear materials up to 
and through their melting points (PRL 132, 146303)
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Steady-state thermoreflectance 
Rev. Sci. Intr. 90, 024905 (2019)
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FIG. 3. Schematic of the Steady-State Thermoreflectance (SSTR) experiment.
PBS: polarizing beam splitter, �/2, �/4: half- and quarter-wave plates, respec-
tively, 90:10 BS: 90% transmission/10% reflection beam splitter, PD: photodetec-
tor, BPD: balanced photodetector, ND: neutral density filter. The inset shows a
representative pump waveform vs. time.

pump onto the sample using an objective lens. The focused
pump and probe diameters were adjusted with lenses to be
equivalent sizes. Using 20⇥ and 10⇥ objective lenses, the 1/e2
diameters are 11 µm and 20 µm, respectively, as measured
via a scanning slit beam profiler (Thorlabs BP209-VIS). The
probe is back-reflected to a balanced photodetector (Thor-
labs PDB410A) along with the path-matched reference beam
to minimize common noise in the probe. The powers of the
reference and sample beams going into the photodetector
are adjusted to be equivalent via the half-wave plate to min-
imize noise. Samples tested in this study include two types
of a-SiO2, a plain glass microscope slide (Fisherbrand) and a
3 mm thick borosilicate glass (BK7) optical window (Thorlabs
WG10530); a 1 mm thick quartz wafer (Precision Micro Optics);
two types of Al2O3, a 300 µm thick wafer (UniversityWafer)
and a 3 mm thick window (Thorlabs WG30530); two types of
Si, a 300 µm thick wafer (UniversityWafer) and a 3 mm thick
window (Thorlabs WG80530); a 300 µm thick nitrogen-doped,
n-type 4H–silicon carbide (4H–SiC) wafer (MTI Corporation);
and a 300 µm thick polycrystalline diamond wafer (Element
Six TM200).

When using the 10⇥ objective lens, we typically use a
higher order ND filter to further reduce power going into
the pump photodetector. This is done to compensate for the
increased power needed to heat the sample to similar tem-
peratures to those achieved with the 20⇥ objective. Using a
lock-in amplifier (Zurich Instruments UHFLI) synced to the
chopper frequency, the magnitude (�V) of the probe signal
divided by the DC probe signal (V) is recorded simultaneously
with the lock-in magnitude of the pump photodetector (�P).
�P as determined by the LIA is proportional to the amplitude
of the sinusoidal component of the pump waveform. Likewise,
�V corresponds to only the sinusoidal component of the probe
waveform. LIA detection thus allows for modulation of the
pump with an arbitrary periodic waveform (square, sine, trian-
gle, etc.) and with any offset power to obtain the same relation
between the lock-in pump power and the lock-in probe mag-
nitude. The pump power is increased linearly so that a linear
relation between �V/V with pump power is obtained. The
slope of this relation, after determining the appropriate pro-
portionality constant, is used to determine thermal conductiv-
ity by comparing it to the thermal model given in Appendix B.
Alternatively, a PWA with a boxcar averager is used to record
both the pump and probe waveforms over several periods of
temperature oscillation by again syncing to the chopper fre-
quency. Using this approach, we can visualize the sample tem-
perature rise vs. time to determine the steady-state regime of
the temperature rise.

Comparing the two detection schemes, the LIA approach
allows for faster data acquisition, allows for full automation
of both data acquisition and analysis, and is independent
of the waveform used as only the sinusoidal component is
recorded. However, because sinusoidal modulation can only
achieve a quasi steady-state, for accurate determination of
low-diffusivity materials, (i) the modulation frequency must
be lower compared with the PWA case or (ii) the thermal
model must include the modulation frequency as an input
parameter. The PWA approach, on the other hand, extracts the
total waveform of the probe reflectivity vs. time. As such, the
square wave reflectivity waveform that results from a square
wave pump input can be deduced. Furthermore, data anal-
ysis is performed by manually choosing the time range in
which the “on” and “off” state occur, ensuring we can pick the
true steady-state temperature rise for determining thermal
conductivity.

V. SIGNAL ANALYSIS
The probe reflectivity response measured by using the

photodetector, �V/V, is proportional to the normalized
change in reflectivity, �R/R, which is related to the change in
temperature of the sample surface by the thermoreflectance
coefficient � so that

�R

R
=

 
1
R

@R

@T

!
�T = � �T. (1)

In general, � is temperature dependent. For Al, � is
1.14 ⇥ 10�4 K�1 and varies at a rate of 0.22 ⇥ 10�4/100 K21
near our probe wavelength of 786 nm. Keeping temperature

Rev. Sci. Instrum. 90, 024905 (2019); doi: 10.1063/1.5056182 90, 024905-5
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after pump pulse heating as well as the phase shift induced from
the modulated temperature change at f , FDTR can utilize a variety
of pulsed or continuous wave (cw) lasers to monitor the phase
shift in thermoreflectance signals solely as a function of f . When
f becomes low enough, the material of interest will reach steady-
state conditions during periods of the modulation event. In this
regime, a third technique has recently emerged. “Steady-State
Thermoreflectance” (SSTR) operates like FDTR only in the low
frequency limit,59 monitoring the thermoreflectance of the surface
at increasing pump powers and inducing a Fourier-like response
in the material. Ulitmately, SSTR offers an alternative method to
measure the thermal conductivity of materials via optical
pump-probe metrologies. The characteristic pump excitations and
responses for each of these techniques are presented in Fig. 1.
We review the recent advances in SSTR in Sec. IV.

In addition to their noncontact nature, these optical metrol-
ogies are advantageous relative to many other thermometry plat-
forms in the relatively small volume and near-surface region in
which they measure. By using proper laser wavelengths to ensure
nanoscale optical penetration depths, the thermal penetration
depth (i.e., the depth beneath the surface in which these tech-
niques measure the thermal properties), δthermal, can be limited to
the focused spot size, or much less, depending on the modulation
frequency. Furthermore, given that the pump and probe spot
sizes can be readily focused to length scales on the order of micro-
meters, thermoreflectance techniques allow for spatially resolved
surface measurements of thermal properties with micrometer-
resolution and the ability to create thermal property areal “maps” or
“images.” We review the pertinent length scales of TDTR, FDTR,
and SSTR in Sec. II, followed by the advances toward areal thermal
property “mapping” in Sec. III.

The change in reflectivity of a given material is related to both
the change in temperature of the material (i.e., the thermoreflec-
tance, which is ultimately of interest for the measurements of tem-
perature changes and thermal properties) and the change in the
number density of the carriers excited by the optical perturbation.
Thus, the total photoreflectance signal change that is measured in
TDTR, FDTR, or SSTR can be expressed as the sum of these two
components,60

ΔR ¼ @R
@T

ΔT þ @R
@N

ΔN , (1)

where @R=@T is the temperature reflectance coefficient, @R=@N is
the free-carrier reflectance coefficient, and ΔT and ΔN are the
changes in temperature and free carriers from the pump excitation,
respectively. In the majority of thermoreflectance measurements
reported in the literature, samples of interest are coated with a thin
metal film transducer, in which the change in reflectivity is directly
related to the change in temperature. This comes with the advan-
tage that the optical penetration depth in metals is confined to
,20 nm over a wide range of optical wavelengths, resulting in a
“near-surface” heating event. An additional advantage of using a
metal film transducer is that the @R

@N ΔN term in Eq. (1) is much
smaller than @R

@T ΔT , except for when pump excitations induce inter-
band transitions and their contributions become comparable.
Even so, the contribution to ΔR from @R

@N ΔN lasts only for !1 ps
for most metals.61,62 This is unlike nonmetals where not only tem-
perature, but also conduction band carrier population can change
the reflectivity significantly for lifetimes much longer than a
picosecond.63–65 However, if the optical and thermal penetration
depths of the pump and probe beams are properly accounted for,

FIG. 1. Characteristic excitations and corresponding responses for (a) TDTR, (b) FDTR, and (c) SSTR techniques. In TDTR, the magnitude of the thermoreflectance is
monitored as a function of pump-probe delay time, while in FDTR, the thermally-induced phase lag between the pump and probe is monitored as a function of frequency.
In SSTR, the steady-state induced magnitude of the thermoreflectance is monitored for given changes in heat flux. Notice the increase in thermal penetration depth,
δ thermal, in SSTR resulting from the lower modulation frequencies employed as compared to TDTR and FDTR.

Journal of
Applied Physics PERSPECTIVE scitation.org/journal/jap

J. Appl. Phys. 126, 150901 (2019); doi: 10.1063/1.5120310 126, 150901-2

© Author(s) 2019
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TABLE I. Summary of thermal properties for the ALD high-k dielectrics investigated in this study along with relevant sample
details.  is the intrinsic thermal conductivity of the high-k dielectric film and TBR is the total interfacial resistance across
both interfaces of the film. Note: NM = not measurable (too thin). For these films, we assume the nominal thickness value
with 5% uncertainty.

Film  (W m 1 K 1) TBR (m2 K GW 1) Density (g cm 3) Nominal thickness (nm) Thickness (XRR) (nm)

Al2O3 1.50 ± 0.09 6.92 ± 0.50 3.33 ± 0.06

1 NM
3 NM
5 4.67
10 9.39

HfO2 1.00 ± 0.06 9.03 ± 0.66 10.33 ± 0.36

1 NM
3 3.11
5 5.07
10 9.74

TiO2 2.52 ± 0.07 8.01 ± 0.71 4.1 ± 0.14
1 NM
3 NM
10 10.11

deviation in the measurement of the thickness of the aluminum transducer and thickness of the ALD
film. By applying a series resistor model that treats the total resistance as a summation of the film
and interfacial resistances,47 the intrinsic film thermal conductivity and total interfacial resistance are
then deconvolved from the effective thermal conductivity with the following expression:

eff =
i

1 +
iRtot

d

, (1)

where i is the intrinsic thermal conductivity of the film, Rtot is the total interfacial resistance (i.e.,
the total TBR across both the Al/film and film/Si interfaces), and d is the film thickness. A non-linear
least squares model fit was applied to the experimental data with i and Rtot as the fitting parameters
for each film. The intrinsic thermal conductivities and thermal boundary resistances for the films
determined via Eq. (1) are listed in Table I. The corresponding uncertainties are obtained by fitting
for these parameters at the experimental upper and lower bounds for Eff .

We find good agreement between the model and experimentally measured values for effective
thermal conductivity. The resultant intrinsic thermal conductivities of the Al2O3 films are within the
range of previous measurements of amorphous ALD-grown Al2O3.8–11 While several reports on the
thermal conductivity of HfO2 thin films exist in the literature (for a review, see Ref. 8), they range
in deposition technique and crystallinity. We are only aware of one previous work on the thermal

FIG. 1. Measured effective thermal conductivities of TiO2 (triangles), Al2O3 (circles), and HfO2 (squares) films ranging from
1 to 10 nm. A series thermal resistor model [Eq. (1)] is applied to the data for which the intrinsic thermal conductivity and
total thermal boundary resistance are the fitting parameters. The best fits are shown as the lines in the plot.

APL Materials 6, 058302
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Plasma-induced surface cooling
John A. Tomko 1✉, Michael J. Johnson2, David R. Boris3, Tzvetelina B. Petrova3, Scott G. Walton 3✉ &
Patrick E. Hopkins 1,4,5✉

Plasmas are an indispensable materials engineering tool due to their unique ability to deliver a

flux of species and energy to a surface. This energy flux serves to heat the surface out of

thermal equilibrium with bulk material, thus enabling local physicochemical processes that

can be harnessed for material manipulation. However, to-date, there have been no reports on

the direct measurement of the localized, transient thermal response of a material surface

exposed to a plasma. Here, we use time-resolved optical thermometry in-situ to show that

the energy flux from a pulsed plasma serves to both heat and transiently cool the material

surface. To identify potential mechanisms for this ‘plasma cooling,’ we employ time-resolved

plasma diagnostics to correlate the photon and charged particle flux with the thermal

response of the material. The results indicate photon-stimulated desorption of adsorbates

from the surface is the most likely mechanism responsible for this plasma cooling.
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Observation of solid-state bidirectional thermal
conductivity switching in antiferroelectric lead
zirconate (PbZrO3)
Kiumars Aryana 1, John A. Tomko 1, Ran Gao2, Eric R. Hoglund 3, Takanori Mimura3, Sara Makarem3,
Alejandro Salanova3, Md Shafkat Bin Hoque 1, Thomas W. Pfeifer1, David H. Olson1, Jeffrey L. Braun1,
Joyeeta Nag4, John C. Read4, James M. Howe3, Elizabeth J. Opila 1,3, Lane W. Martin 2,5,
Jon F. Ihlefeld3,6✉ & Patrick E. Hopkins 1,3,7✉

Materials with tunable thermal properties enable on-demand control of temperature and heat

flow, which is an integral component in the development of solid-state refrigeration, energy

scavenging, and thermal circuits. Although gap-based and liquid-based thermal switches that

work on the basis of mechanical movements have been an effective approach to control the

flow of heat in the devices, their complex mechanisms impose considerable costs in latency,

expense, and power consumption. As a consequence, materials that have multiple solid-state

phases with distinct thermal properties are appealing for thermal management due to their

simplicity, fast switching, and compactness. Thus, an ideal thermal switch should operate

near or above room temperature, have a simple trigger mechanism, and offer a quick and

large on/off switching ratio. In this study, we experimentally demonstrate that manipulating

phonon scattering rates can switch the thermal conductivity of antiferroelectric PbZrO3

bidirectionally by −10% and +25% upon applying electrical and thermal excitation,

respectively. Our approach takes advantage of two separate phase transformations in PbZrO3

that alter the phonon scattering rate in different manners. In this study, we demonstrate that

PbZrO3 can serve as a fast (<1 second), repeatable, simple trigger, and reliable thermal

switch with a net switching ratio of nearly 38% from ~1.20 to ~1.65 W m−1 K−1.
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can be periodically decreased by nearly 10%. On the other hand,
upon applying optical heating using a laser with a spot size of 12
μm in diameter, the PZO thermal conductivity increases by nearly
25%. Figure 5c, d show this transition is repeatable for a number
of cycles. Although switching thermal conductivity using electric
field shows some drift from one cycle to another, we attribute this
to the existence of a small sensitivity to the film thermal
conductivity rather than inherent changes in the film due to
cycling or due to different domain structures upon each field
cycle. On the other hand, we observe a small decay in thermal
conductivity of PZO as well as reflectivity signal after multiple
switching cycles with the laser source, which is attributed to
gradual degradation in the SRO transducer due to heating cycles.
In Supplementary Note 4 we provide an estimated temperature
rise on the surface of SRO using previously developed models.

In summary, we demonstrated the thermal conductivity of
antiferroelectric PZO can be bidirectionally switched by −10%
and +25% upon application of electric field and thermal
excitation, respectively. Similar to ferroelectric materials where
the application of electric field increases the domain-wall density
and reduces the thermal conductivity, we observe that the thermal
conductivity of antiferroelectric PZO decreases upon applying
an electrical bias across the sample. Furthermore, we take
advantage of PZO’s relatively low Curie temperature (220 °C)
and, using optical heating, we induce the orthorhombic to cubic
phase transition, resulting in higher crystal symmetry and
increased thermal conductivity in PZO. According to our results,
the net thermal conductivity switching ratio that can be
obtained in PZO is around 38%.

Methods
Chemical solution deposition (CSD). Polycrystalline PbZrO3 films were prepared
by chemical solution deposition using an inverted mixing order chemistry41. The
solution comprised zirconium butoxide (80 wt.% in butanol, Sigma Aldrich), lead
(IV) acetate (Sigma Aldrich), methanol, and acetic acid. A 0.35 M solution was
used with 35 mol% excess Pb to account for loss to the substrate and atmosphere
during high-temperature annealing. The PZO film was coated on a 100 nm Pt/40
nm ZnO/300 nm SiO2/(001) Si substrate by spin casting at 4000 RPM for 30 s
followed by a pyrolysis step at 350 °C for 1 min42. After four coating and pyrolysis
steps, an additional layer of a 0.1 M PbO solution was coated onto the surface to
provide a PbO overpressure and the film was annealed at 700 °C for 10 min in a
preheated box furnace43. The final PbZrO3 film thickness was 300 nm. X-ray
diffraction was performed using a PanAlytical Empyrean diffractometer in a
Bragg–Brentano geometry with a GaliPIX detector and Cu Kα radiation, and
scanning electron microscopy was performed using a FEI Quanta 650 with a
concentric backscatter detector and an acceleration voltage of 15 kV44.

Time-domain thermoreflectance (TDTR). The thermal conductivity of the PZO
samples was measured using time-domain thermoreflectance (TDTR). The details
of the measurement technique and thermal model that relates the experimental
data to thermal properties are given elsewhere45–49. In short, and related to the
current manuscript, the output of a pulsed Ti:sapphire laser (80 MHz, 14 nm
FWHM, and 808 nm center wavelength) is split into a pump and a probe path
where the pump path is electro-optically modulated at a frequency of 8.4 MHz to
create an oscillatory heating event on the surface of the sample. The probe path is
directed to a mechanical delay stage to capture the temporal change in the ther-
moreflectivity of the sample which can be related to the changes in temperature. In
order to facilitate the detection of changes in thermoreflectivity of the surface, we
deposit 80 nm of metallic transducer on top of the sample prior to taking the
measurements. For thermal conductivity measurements at elevated temperatures,
we use (i) resistive heating with a commercial temperature control stage (Linkam
model HFS600E-PB4) and (ii) optical heating with a CW laser operating at 532 nm
wavelength. The temperature control stage enables uniformly heating the entire
sample to a known temperature, while the laser heating allows for rapid (sub-
second) temperature rise by hundreds of degrees on the sample’s surface.

Fig. 5 Real-time switching of epitaxial PZO to low and high thermal conductivity using electrical and thermal stimuli. Switching thermal conductivity of
PZO as a function of time measured at 500 ps delay time for (a) electric fields of 210, 330, 420, and 670 kV cm−1, and (b) heater laser powers of 20, 40,
and 60 mW. c, d Repeatability of switching thermal conductivity upon applying maximum electric field and laser power before damaging the sample. The
dashed lines represent the weighted average of the data points corresponding to that line. These measurements were performed at a single location on the
sample. The uncertainty is calculated based on a 10% change in transducer thickness.

NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-022-29023-y ARTICLE

NATURE COMMUNICATIONS | ��������(2022)�13:1573� | https://doi.org/10.1038/s41467-022-29023-y | www.nature.com/naturecommunications 7

P lasmas have long been used for the synthesis1 and
manipulation2–4 of materials because of their unique ability
to deliver both energy and chemically-active species to the

surface of materials (Fig. 1)—an attribute that separates them
from other approaches to materials processing. Indeed, the energy
flux serves to drive the surfaces out of thermal equilibrium with
the bulk material, thus enabling local physicochemical processes
that can be harnessed to remove (etch) substrate material, deposit
different material, or chemically modify the surface. Aside from
intentional material modifications, understanding energy delivery
at the plasma-surface interface is critical for an array of tech-
nologies such as nuclear fusion, where plasma-facing materials
must meet complex, yet strict, requirements to avoid degradation
from the aforementioned energetic processes5. While the benefits
or detriments of energy delivery are commonly associated with an
increase in temperature, the temperature, is in fact, the net result
of the difference between energy delivered to and released from
the surface. This can be understood by considering the power
balance at the surface6,

Pin ! Pout ¼ Pheat ð1Þ

where the power delivered to (Pin) and released from (Pout) the
surface is determined by the flux of energetic particles and
radiation arriving at and leaving the surface, along with endo-
thermic and exothermic reactions occurring on the material
surface. The difference between Pin and Pout is absorbed by the
material (Pheat), with a temperature determined by the thermo-
physical properties of the material. Of course, this power balance
does not dictate that the energy delivered to the surface must
exceed that released from the surface. The complex array of
incident plasma species and chemical reactions at the surface
could, in theory, enable local temperatures to both increase or
decrease during plasma irradiation. This potential for plasma-
induced cooling, or the decrease in the temperature of a surface
during plasma irradiation, could provide avenues for structure
and device cooling, refrigeration, and temperature-controlled
material processing.

Our current understanding of energy delivery from a plasma
to a material surface and its response is guided using a variety

of ancillary plasma diagnostics7, steady-state temperature
measurements8,9, models10,11, and post-treatment ex-situ sur-
face characterization to “re-construct” energy deposition and
absorption6,12,13. More recently, in-situ materials character-
ization techniques have been developed that allow for real-time
or quasi-real-time analysis14,15. While certainly of value, none
of these approaches provide a direct measure of the response
associated with the flux of species at the surface required to
separate the localized and transient energy transport
mechanisms from the spatially and temporally averaged net
power transfer and temperature rise.

In this work, we experimentally demonstrate the ability of an
incident plasma to cool the surface of a material. This cooling is
enabled by exposing a surface to a pulsed plasma, which allows
the broad range of different energetic processes associated with
plasma exposure to be parsed in time. This cooling is then
measured through time-resolved, relative temperature changes in
the plasma-exposed material with nanosecond resolution.

Results
In our experiment, we expose a grounded 80-nm gold (Au, 3-nm
RMS roughness) film supported by a sapphire substrate to a
pulsed, atmospheric plasma jet (Fig. 1) and simultaneously
measure the reflectance of a continuous wave laser from the Au
surface at the point of contact. The entire system is exposed to the
ambient, with room temperature at a constant 20−24°C and
relative humidity of 35−45%. A simplified schematic of our
experimental configuration is shown in Supplementary Fig. 1.

For the operating conditions in this work, there are negligible
laser-plasma interactions, and the reflected beam is not affected
by any direct interactions. Rather, we rely on the strong ther-
moreflectance coefficient of Au at visible wavelengths16,17 to
directly measure the plasma-induced temperature change on the
Au surface by means of lock-in detection at the plasma jet
repetition frequency, to obtain nanosecond time resolution.
While we do not observe any changes in the static reflectivity of
the Au surface, plasma effects are further isolated by measuring
the differential reflectivity, which is the change in reflectivity of
the Au surface relative to the reflectance when no plasma is

Fig. 1 Atmospheric jet interactions with metallic surface. Left. Photograph of the atmospheric plasma jet interacting with a thin Au film on sapphire
substrate. Right. Cartoon schematic of the various species and physical processes and resulting species produced within the jet along with their respective
interactions with the metal film.
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(a) (b)

Supplementary Figure 1. Experimental configuration used in this work. a) Experimental schematic of the

plasma jet, driving circuit, and electrical characterizations to determine the voltage and current applied to

the driven needle electrode and current delivered to the surface1. b) Experimental schematic of our plasma-

pump, optical-probe diagnostic tool. A pulsed atmospheric plasma jet bombards an Au surface, while a

continuous wave laser monitors the thermoreflectance of the Au surface to gain insight to the plasma-surface

energy transfer mechanisms.
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5. Time-domain thermoreflectance measurements of pristine and V-doped WS2 monolayers. 

 

 
Figure S6 (a) Time-domain thermoreflectance (TDTR) magnitude micrograph of a pristine single-crystal 
WS2 flake. (b) TDTR model and best fit for the conductance at the Al/pristine WS2/SiO2 interface. The 
inset shows the picosecond acoustics response at earlier time delays. (c) Results for the thermal boundary 
conductance at Al/doped WS2/SiO2 interfaces. 
 

To examine the thermal boundary conductances (hK) of devices contingent on the pristine 

and V-doped WS2 monolayers, we measured the total conductance of the Al/doped WS2/SiO2 

interface via time-domain thermoreflectance (TDTR) (detailed in Methods). An example of this 

magnitude micrograph can be seen in Figure S6(a) for a pristine WS2 flake. The uniformity of the 

TR magnitude of the WS2 flake suggests that the conductance is uniform. Full-time delay TDTR 

measurements near the center of the triangles were examined for pristine WS2 and V-doped WS2 

samples. The TDTR curve and best fit are shown in Figure S6(b) for the pristine flake, where the 

inset shows the short delay time picosecond acoustic response, with which we used to extract the 

thickness of our Al transducer. This type of measurement was performed on lightly- (0.4%) and 

heavily-doped (8%) V-WS2 crystals as well. The final results are shown in Figure S6(c) for all 

flakes measured, where an increase in thermal conductance of the Al/WS2/SiO2 interface was 

observed as the V doping concentration increased. The enhancement in conductance is correlated 

with the V substitutional sites in the WS2 lattice. It is assumed that the inclusion of V dopants 

alters the local phonon density of states, allowing for an improved thermal conductance as the 

concentration of V is increased. Monolayer V-doped WS2 with improved heat dissipation is 

promising as an electronic circuit component.  

 
 
 
 

After During steam cycling, the SEM images reveal the devel-
opment of a surface region with substantially reduced YbDS. This
resulted from differential steam volatilization rates for the YbDS
and YbMS phases in the coating. Costa and Jacobsen [38] have
shown that mixtures of Yb2O3 þ Yb2SiO5 have a lower silica activity
than Yb2Si2O7 þ Yb2SiO5 mixtures. As a result, during the reaction
of water vapor with these silica rich compounds in which
SiO2 þ H2O # Si(OH)4, silica loss at 1316 "C is approximately 100-
fold higher from the YbDS compared to YbMS under equilibrium
conditions. The loss of SiO2 from the YbDS phase is accompanied by
a partially constrained #26% volume reduction [6], resulting in a
porous silica depleted YbMS reaction product layer. The combina-
tion of underlying YbDS constrained lateral shrinkage during the
reaction and the higher CTE of the reaction product results in
channel cracking and local reaction product delamination upon
cooling, reducing its subsequent utility for resisting inward

permeation of oxidizers towards the bond coat [6].
After 500 h of steam cycling, the outer YbDS surface region

shows evidence of this volatilization, resulting in the formation of a
thin (#5 mm thick) YbMS layer at the steam-exposed surface of the
coating. Not only does this result in a porous YbMS layer, the YbMS
fraction rose from#25 to#67%within 10 mmof the coating surface.
The remainder of the coating matrix was predominantly a YbDS
matrix containing a fine distribution of YbMS particulates. The
average YbMS fraction was #20% but could vary significantly from
0 to 50% from one splat to another, see Table 2.

The specimen cycled for 2000 h, Fig. 2(c), shows the presence of
a 10e15 mm thick steam volatilized region near the outer surface of
the coating. This layer was both porous and had suffered channel
cracking. Its YbMS phase fraction, as indicated by the profile in
Fig. 2(c), indicated the YbMS volume fraction was on average #70%
within 10 mm of the coating surface. The YbDS volume fraction in

Fig. 2. Cross-section back-scattered electron (BSE) micrographs, thermal conductivity micrographs, and normalized phase counts and depth-dependent thermal conductivity for
the (a) stabilization-annealed specimen and specimens cycled for (b) 500 and (c) 2000 h in a steam environment. In the thermal conductivity/phase profiles, red and black lines
correspond to the darker/lighter area fractions in micrographs corresponding to the YbDS and YbMS phases, respectively, while the blue band corresponds to the range of thermal
conductivity measured as a function of depth.

D.H. Olson, J.A. Deijkers, K. Quiambao-Tomko et al. Materials Today Physics 17 (2021) 100304
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B. Temperature response and thermal penetration
depth due to a modulated heat flux

We next discuss the spatially dependent temperature
profiles when a modulated heat flux is applied to the surface.
Since the laser heating magnitude is modulated about some
average power, we note that there will always be a steady-
state (DC) component to temperature rise as discussed in
Section II A. In this section, however, we focus on only the
modulated (AC) component to this temperature rise to com-
ply with temperature profiles of interest to TDTR and FDTR.
Equations (29) and (31) describe the surface temperature
solution to such a heat flux condition. The expression given
by Eq. (1) is commonly used in both TDTR and FDTR stud-
ies to correlate TPD with physical length scales associated
with heat carriers.18–23 However, this equation, given the
assumptions invoked in its derivation, is limited in its practi-
cal applicability and clearly breaks down when true condi-
tions deviate from such idealities. For example, in agreement
with the conclusion drawn from the unmodulated case, the
TPD depends strongly on time after pulse absorption for the
pulsed case. Figure 6 demonstrates this, showing calculations
of temperature rise as a function of depth for a (a) CW and
(b) pulsed source. For a CW source, the temperature profile
with depth at r¼ 0 (representing FDTR when r1" r0) shows
that when considering the magnitude of temperature decay,
Eq. (1) exactly predicts the calculated TPD for bulk a-SiO2.
However, when a pulsed response of equivalent power is
observed at 100 ps, the TPD is clearly not accurately pre-
dicted by Eq. (1). Thus, the TPD varies with time in the
pulsed case, making its use as a metric of measurement vol-
ume unreliable in many situations. Of course, it can be
argued that since temperature deviations in pulsed vs. CW
solutions occur only near-surface for high repetition rate
pulsed sources (note, as per our previous discussion, this is
not the case with low repetition rate sources), the experimen-
tal volume as a whole can still be reasonably predicted using
the CW solution. Nonetheless, it is clear that Eq. (1) has lim-
itations, such that its use can result in inaccurate predictions

of TPD for certain experimental conditions. As it turns out,
such conditions are well within the norm of those typically
used in TDTR and FDTR experiments. Two such examples
include: (i) the modulation frequency is on the order of the
radially averaged thermal diffusivity (x0 ! D=r2

0) and (2)
layers and interfaces become significant to thermal transport.
We consider both cases below.

The unmodulated temperature response suggests a phys-
ical limit to the thermal penetration depth obtainable by a
modulated source; that is, the thermal penetration depth
resulting from a modulated heat flux can never be greater
than that resulting from an unmodulated heat flux with all
other parameters staying equal. Thus, Eq. (1) breaks down at
low modulation frequencies. Figure 7(a) displays the thermal

FIG. 6. Modulated temperature profiles as a function of depth at r¼ 0 lm
for a bulk a-SiO2 system. The average power absorbed at the sample surface
was chosen as aA¼ 1 mW. The modulation frequency in both cases was set
to 1 MHz, while the repetition rate of the pulsed laser was set to 80 MHz.
The temperature decay with depth is shown when the heat flux is (a) CW
and (b) pulsed and observed at t¼ 100 ps.

FIG. 7. Thermal penetration depth vs. modulation frequency for (a) bulk
a-SiO2 and Si and (b) 100 nm Al on a-SiO2 and Si as determined computa-
tionally using the approach described in this manuscript compared to that
predicted via Eq. (1). In all cases, the heat flux is provided by a CW source
with power aA¼ 1 mW and 1/e2 gaussian radius of 15 lm and the TPD is
given for the depth-dependent temperature decay along the r¼ 0 profile.

175107-9 J. L. Braun and P. E. Hopkins J. Appl. Phys. 121, 175107 (2017)
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enhanced sensitivity to parameters at larger depths, as seen in
Fig. 4(a), including the amorphous layer.

As sensitivity analysis and calculations of the thermal penetra-
tion depth indicate sensitivity to the thermal conductivity of the
amorphous layer in the low frequency limit, the ΔV/V SSTR mea-
surements are analyzed as the four-layer geometry described previ-
ously. The properties of the Al, damaged polycrystalline diamond
region, and pristine diamond are obtained through four-point
probe measurements and TDTR, and the thermal conductivity of
the amorphous layer is then treated as a fitting parameter within
the multi-layer heat diffusion model32 of the measured data. The
thermal conductivity of the amorphous layer is plotted as a func-
tion of effective spot size in Fig. 5(a). In contrast to the two-layer
fitting from Fig. 3, the conductivity is more consistent as a function
of effective spot size, with nominal values within error of the other
measurements and an average thermal conductivity of
1:4+ 0:4Wm!1 K!1.

To assess the result of the measurement and the ability of the
technique to measure amorphous films, the thermal conductivity of

the amorphous diamond layer is compared to that of amorphous
carbon films fabricated with controlled growth and thickness. In
particular, a series of diamond-like carbon (DLC) films were fabri-
cated through plasma enhanced chemical vapor deposition
(PECVD)34,39 upon 300 mm diameter Si (001) substrates with a
thickness range of 24–500 nm. While the films are amorphous in
structure, the designation of diamond-like specifies a higher ratio
of sp3:sp2 bonding than that typically found in PECVD grown
amorphous carbon.35–37,39–41

The thermal conductivity of the DLC films was first measured
through TDTR, using a modulation frequency of 8.8 MHz and a
10" objective, providing for an effective spot size of 9.7 μm. As in
the case of the irradiated diamond, the DLC films were coated
with an 80 nm layer of Al to serve as the transducer. Measurements
of a witness sample yielded a thermal conductivity of
123+ 8Wm!1 K!1 for the silicon substrate. For measurements of
the DLC films, the thermal conductivity of the film and the
thermal boundary conductance of the Al/DLC film interface were
treated as fitting parameters. The thermal boundary conductance

FIG. 4. Sensitivity analysis of the thermal properties of the implanted diamond by considering the sample as a four-layer system measured with SSTR (a) and TDTR (b).
The subscripts refer to the corresponding layer in a top-down manner (for example, layer 1 refers to the Al transducer). Differences in sensitivity to a particular parameter
between the two techniques are attributed to differences in thermal penetration depth. The expected temperature rise of the material system in response to a periodic heat
source with frequency of 400 Hz (c) and 8.8 MHz (d) displays the difference in the heating profile of SSTR and TDTR. Both calculations apply a pump and probe radius of
10 μm; while the temperature rise of an 8.8 MHz modulated heating event is primarily contained within the 80 nm transducer, a 400 Hz periodic heating event yields a 1/e
thermal penetration depth capable of extending to the amorphous layer. The temperature profile at the center of the pump/probe radius is displayed in (e) and (f ).
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• Length scales of thermal conductivity (k) measurements and pump-probe 
thermoreflectance (JAP 126, 150901)

• Displacement damage governs thermal conductivity reduction in 
irradiated solids (PRB 104, 134306)

• Increasing thermal transport in irradiated solids
• Increasing k of amorphous carbon (Nano Lett. 21, 3935)
• Reducing thermal boundary resistance (PRB 109, 165421)

• Sub-surface thermal conductivity depth profiling of irradiated solids
• N3+ implanted diamond (JAP 129, 055307)
• Kr+ irradiated silicon (JAP 132, 075112)

• Ultrahigh temperature thermometry for measuring nuclear materials up to 
and through their melting points (PRL 132, 146303)



Thermal conductivity reduction in irradiated silicon

13PRB 104, 134306

TDTR

SSTR

REDUCTIONS IN THE THERMAL CONDUCTIVITY OF … PHYSICAL REVIEW B 104, 134306 (2021)

FIG. 2. Measured thermal conductivity as a function of ion
dose for all as-implanted samples (a) as well as Ge2+ as-
implanted/annealed (b).

and radius upon the resultant silicon damage through SRIM
modeling of the ion/target interaction. In short, there are two
stopping mechanisms for an ion incident upon a target lattice:
electronic and nuclear stopping [38]. In the initial phases of
interaction, fast-moving ions are primarily slowed by elec-
tronic interactions with the target lattice [39,40], that is, the
electrons of the host lattice reduce the energy and momentum
of the incident ions. Electronic stopping often accounts for the
bulk of ion energy dissipation, which produces an excitation
of the host lattice electrons [39] and increases the temperature
of the material [41]. Interaction of the ion and host lattice
nuclei produces damage in the target via the formation of
displacements. If the energy imparted to a lattice atom at rest
is greater than the lattice binding energy, it will be dislodged
from its equilibrium position yielding a displacement [38].
The recoiling atom can also dislodge other atoms at rest. This
process will repeat to produce recoil cascades capable of va-
cancy formation in addition to amorphization of the material
[12,42].

Thus, we consider the role of the atomic mass and radius in
relation to nuclear energy loss mechanisms. The total energy
loss to recoil events is calculated for each ion via SRIM
simulation, shown in Fig. 3 as a function of atomic radius (a)
and mass (b). The atomic radius for an ion implanted within a
crystal is not well defined. However, for a qualitative analysis
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FIG. 3. Total energy loss to recoil events as a function of ion
radius (a) and mass (b). The dashed line in (a) shows the average
energy loss for a given atomic period, and in (b) is a linear fit to the
data, which serves as a guide to the eye.

of the role of atomic radii, we consider the radii for each ion
as calculated through minimal-basis-set self-consistent-field
(SCF) functions [43].

Several trends emerge when the energy loss to recoils is
plotted as a function of atomic radius [Fig. 3(a)]. There is a
general increase in energy loss to recoils as the atomic radius
increases; Ge2+ loses more energy to recoils than C2+, for
example. However, for the ions observed here, within a given
atomic period, there is negligible correlation of atomic radii
and energy loss to recoils. For example, P2+, which has a
radius 17% smaller than that of Al2+, produces a nominally
higher energy loss to recoils. Within a given atomic period,
the energy loss to recoils is similar, displayed by the dashed
lines in Fig. 3(a) of the average energy loss among ions in a
given atomic period.

A stronger correlation in energy loss to recoils is observed
as a function of ion mass, illustrated by the proportional
relation Fig. 3(b). Successive increases in mass produce cor-
responding increases in energy loss to recoils. A linear fit
between the parameters is shown in the figure, which serves
as a guide to the eye. Taken together, the similarity in recoil
energy loss for atoms of a given atomic period and the linear
relation with ion mass demonstrates that ion mass plays a
more influential role in producing displacement damage in the
silicon target.

Increased energy loss to recoil cascades translates to higher
dpa values. Thus, we consider the correlation between dpa and
thermal conductivity. As shown in Fig. 1(a), the magnitude of
the dpa is depth dependent. Here we consider the dpa within
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FIG. 1. SRIM simulations of the dpa profile (a) and ion con-
centration profile (b) for each ion implanted in a silicon target. The
calculations assume a dose of 1 × 1015 cm−2.

performed with a 6 MV tandem Van de Graaff accelerator.
The ion beam, incident near-normal to the sample surface,
was rastered to improve the spatial uniformity of the implant.
Nominal fluences of 1 × 1013 to 1 × 1016 cm−2 were applied
for each ion species.

Following the implantation, the samples were solvent
cleaned followed by a 30 min O2 plasma exposure to re-
move any carbon contamination induced during the implant
procedure [9,18]. Samples were then coated with a nominally
80 nm film of aluminum, via electron beam evaporation, for
use as an optothermal transducer for the time-domain ther-
moreflectance (TDTR) measurements of thermal conductivity
[19].

Following irradiation, the structure of the silicon was
analyzed via transmission electron microscopy (TEM) and
selected area electron diffraction. A focused ion beam was
used to prepare cross sections for all samples which were
implanted at a nominal dose of 1 × 1015 cm−2. In short, for all
samples apart from the Ge2+ implant, crystallinity was main-
tained post-implant. The Ge2+ sample, however, showed no
signs of crystalline diffraction over the depth of the implant,
indicating that the irradiation from the heaviest ion induced
amorphization within the implanted region for doses equal to
or greater than 1 × 1015 cm−2. Additional material regarding
the TEM analysis is provided in the Supplemental Material
[20].

The thermal conductivity of all samples was measured
with TDTR. Nominal 1/e2 diameters of 17 and 10 µm were
utilized for the focused pump and probe beams at powers of
26 and 5 mW, respectively. The measured ratio of the in-phase
and out-of-phase signals from the lock-in detectors were sub-
sequently analyzed with a multilayer heat diffusion model
[21] for which thermophysical properties such as thermal con-
ductivity can be treated as fit parameters. For the implanted
samples, the 1/e thermal penetration depth (TPD) [22,23]

was found to never exceed 1 µm. For all implanted samples,
this does not approach the end of range. Furthermore, TEM
analysis does not provide evidence of subsurface amorphous
layer formation [24]. As such, the samples are modeled as a
two-layer system consisting of an aluminum transistor atop
a damaged substrate (additional details regarding the TDTR
analysis are provided in the Supplemental Material [20]; see
also Refs. [25,26] therein).

Among all ions, there are reductions in thermal conductiv-
ity as the fluence is increased in addition to general reductions
corresponding to the mass of the implanted ion. For example,
Ge2+ produces the highest degree of reduction compared to
lighter ions such as Si2+ or C2+. There is also an observable
grouping trend among the samples that correspond to the
atomic period of the implanted species. For example, C2+ and
N2+, ions from period II, display a similar thermal conductiv-
ity, as do period III ions, Al2+, Si2+, and P2+.

Atomic displacements induced by implantation as well
as the implanted ions themselves induce phonon scattering
which reduces thermal conductivity. However, the relative
contributions of scattering attributed to these sources can be
difficult to separate when both forms of defects are present.
Amorphous pockets and disordered regions in irradiated sili-
con have been shown to be stable at room temperature [27,28],
but can diffuse and recrystallize at higher temperatures. Thus,
annealing provides a means of emphasizing the role of mass-
impurity scattering by recrystallizating the damaged lattice.

The mechanism of recrystallization in radiation-damaged
silicon is solid phase epitaxial regrowth [29–31]. This requires
the target to be sufficiently damaged or amorphized such that
epitaxial regrowth will occur [32]. As the Ge2+implanted
samples demonstrate the highest degree of amorphization in
addition to the highest concentration of ions in shallower
depths [Fig. 1(b)], a second set of silicon samples were se-
lected for an annealing study. The samples were irradiated
in a similar manner as the original set, then annealed at
high temperature to induce recrystallization. Details regarding
the recrystallization of silicon and the anneal technique used
here are provided in the Supplemental Material [20] (see also
Refs. [33–37] therein).

The thermal conductivity of the second set of Ge2+ im-
plants are shown in Fig. 2(b) for both the as-implanted and
implanted/annealed state. The as-implanted samples trend in
a similar manner to the Ge2+ implants in Fig. 2(a), with a ther-
mal conductivity of less than 5 W m−1 K−1 at the highest dose.
For the sample implanted at a dose of 1 × 1015 cm−2, a higher
thermal conductivity is measured, however, greater spatial
variance was observed in the thermal conductivity, which
could be attributed to nonuniformity in the implant area. Re-
gardless, the thermal conductivity of all implanted samples
are found to increase to that of the bulk thermal conductivity
following anneal. The bulk-like thermal conductivity of the
implanted/annealed samples demonstrates that the damage
caused by the incident ions, rather than the implanted ions
themselves, drive the reduction in thermal conductivity.

As implants were performed with a consistent ion energy
and fluence, the distinguishing feature between the implants
is the ion species. For each ion there will be a different ion
mass and radius depending upon the atomic properties of the
source element. We therefore consider the role of atomic mass

134306-2

REDUCTIONS IN THE THERMAL CONDUCTIVITY OF … PHYSICAL REVIEW B 104, 134306 (2021)

FIG. 2. Measured thermal conductivity as a function of ion
dose for all as-implanted samples (a) as well as Ge2+ as-
implanted/annealed (b).

and radius upon the resultant silicon damage through SRIM
modeling of the ion/target interaction. In short, there are two
stopping mechanisms for an ion incident upon a target lattice:
electronic and nuclear stopping [38]. In the initial phases of
interaction, fast-moving ions are primarily slowed by elec-
tronic interactions with the target lattice [39,40], that is, the
electrons of the host lattice reduce the energy and momentum
of the incident ions. Electronic stopping often accounts for the
bulk of ion energy dissipation, which produces an excitation
of the host lattice electrons [39] and increases the temperature
of the material [41]. Interaction of the ion and host lattice
nuclei produces damage in the target via the formation of
displacements. If the energy imparted to a lattice atom at rest
is greater than the lattice binding energy, it will be dislodged
from its equilibrium position yielding a displacement [38].
The recoiling atom can also dislodge other atoms at rest. This
process will repeat to produce recoil cascades capable of va-
cancy formation in addition to amorphization of the material
[12,42].

Thus, we consider the role of the atomic mass and radius in
relation to nuclear energy loss mechanisms. The total energy
loss to recoil events is calculated for each ion via SRIM
simulation, shown in Fig. 3 as a function of atomic radius (a)
and mass (b). The atomic radius for an ion implanted within a
crystal is not well defined. However, for a qualitative analysis
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FIG. 3. Total energy loss to recoil events as a function of ion
radius (a) and mass (b). The dashed line in (a) shows the average
energy loss for a given atomic period, and in (b) is a linear fit to the
data, which serves as a guide to the eye.

of the role of atomic radii, we consider the radii for each ion
as calculated through minimal-basis-set self-consistent-field
(SCF) functions [43].

Several trends emerge when the energy loss to recoils is
plotted as a function of atomic radius [Fig. 3(a)]. There is a
general increase in energy loss to recoils as the atomic radius
increases; Ge2+ loses more energy to recoils than C2+, for
example. However, for the ions observed here, within a given
atomic period, there is negligible correlation of atomic radii
and energy loss to recoils. For example, P2+, which has a
radius 17% smaller than that of Al2+, produces a nominally
higher energy loss to recoils. Within a given atomic period,
the energy loss to recoils is similar, displayed by the dashed
lines in Fig. 3(a) of the average energy loss among ions in a
given atomic period.

A stronger correlation in energy loss to recoils is observed
as a function of ion mass, illustrated by the proportional
relation Fig. 3(b). Successive increases in mass produce cor-
responding increases in energy loss to recoils. A linear fit
between the parameters is shown in the figure, which serves
as a guide to the eye. Taken together, the similarity in recoil
energy loss for atoms of a given atomic period and the linear
relation with ion mass demonstrates that ion mass plays a
more influential role in producing displacement damage in the
silicon target.

Increased energy loss to recoil cascades translates to higher
dpa values. Thus, we consider the correlation between dpa and
thermal conductivity. As shown in Fig. 1(a), the magnitude of
the dpa is depth dependent. Here we consider the dpa within
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conductivity increases with thickness, we can safely say that
the reduction is not due to film dislocations. Intriguingly,
the thermal conductivities of the alloy thin films measured
in this Letter are among the lowest of any of the previous
measurements on SiGe-based thin-film systems. We note
that the only previous data that approach our lowest mea-
sured value are those in which the authors admit that the
measured samples have poor crystal quality (black filled
squares in Fig. 2) [2].

To quantify this effect, we turn to a model originally
proposed by Wang and Mingo [31], in which thermal
conductivity ! is given by

! ¼
Z @!c=kBT

0

k4BT
3

2"2v@3 #ðT; yÞy4 expðyÞ
½expðyÞ % 1&2 dy; (1)

where kB is Boltzmann’s constant, @ is Planck’s constant
divided by 2", T is temperature, and y ¼ @!=kBT
is a dimensionless parameter. The average velocity v is
calculated by v ¼ ½ð1% xÞv%2

Si þ xv%2
Ge &%1=2, where x is

the Ge concentration and vSi and vGe are the average
speeds of sound in Si and Ge, respectively, as calculated
by Wang and Mingo [31]. The scattering time for a given
frequency, #, is related to the individual processes via
Mattheissen’s rule # ¼ ð#%1

U þ #%1
a þ #%1

b Þ%1, where #U,

#a, and #b are the umklapp, alloy, and boundary scattering
times, respectively. These are given by

#U ¼ ½ð1% xÞ#%1
U;Si þ x#%1

U;Ge&%1; (2)

#a ¼ ½xð1% xÞA!4&%1; (3)

and
#b ¼ d=v; (4)

where
#%1
U;SiðGeÞ ¼ BSiðGeÞ!

2 expð%CSiðGeÞ=TÞ: (5)

The constants A, B, andC are taken from Ref. [31], and d is
the film thickness.
Our model is thus identical to that in Ref. [31] except

for the cutoff frequency, which we define as !c ¼ 2"v=a,
with a being the lattice constant of the Si1%xGex film
approximated by Vegard’s law: a ¼ ð1% xÞaSi þ xaGe,
where aSi and aGe are the lattice constants of silicon and
germanium, respectively. Equation (1) assumes a disper-
sionless, Debye system. This is acceptable for Si1%xGex
systems with nondilute alloying compositions, since the
dispersive phonons scatter strongly with the alloy atoms
due to their high frequencies. This assertion is substanti-
ated by the reasonable agreement found between this
model, our data, and previously reported measurements
on thin-film alloys in Refs. [2,7,23] as shown in Fig. 2.
To first assess the role of alloy composition, Fig. 3

shows the measured thermal conductivity versus Ge
concentration and the predictions of the thermal conduc-
tivity for bulk and thin-film Si1%xGex of three different
thicknesses at room temperature using Eq. (1). For
Si1%xGex with 0:2< x< 0:8, we found that the thermal
conductivity is almost flat and in agreement with our
experimental results. This lack of dependence on the Ge
concentration is much more pronounced in thin films than
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FIG. 2 (color online). Thermal conductivity measurements on
Si0:8Ge0:2 of the thickness series along with previously reported
values of different Si/Ge superlattices, alloy-based superlattices,
and alloy films at room temperature. Closed symbols represent
superlattices; open symbols represent Si1%xGex films. The ther-
mal conductivity is plotted versus (a) period or film thickness
and (b) total sample thickness. The figure also shows the model
presented in Eq. (1).
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FIG. 3 (color online). Predictions of the thermal conductivity
as a function of Ge composition for bulk and thin-film Si1%xGex
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by using Eq. (1). The symbols correspond to experimental data
on the thickness series (down open triangles) and composition
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FIG. 2. Measured thermal conductivity as a function of ion
dose for all as-implanted samples (a) as well as Ge2+ as-
implanted/annealed (b).

and radius upon the resultant silicon damage through SRIM
modeling of the ion/target interaction. In short, there are two
stopping mechanisms for an ion incident upon a target lattice:
electronic and nuclear stopping [38]. In the initial phases of
interaction, fast-moving ions are primarily slowed by elec-
tronic interactions with the target lattice [39,40], that is, the
electrons of the host lattice reduce the energy and momentum
of the incident ions. Electronic stopping often accounts for the
bulk of ion energy dissipation, which produces an excitation
of the host lattice electrons [39] and increases the temperature
of the material [41]. Interaction of the ion and host lattice
nuclei produces damage in the target via the formation of
displacements. If the energy imparted to a lattice atom at rest
is greater than the lattice binding energy, it will be dislodged
from its equilibrium position yielding a displacement [38].
The recoiling atom can also dislodge other atoms at rest. This
process will repeat to produce recoil cascades capable of va-
cancy formation in addition to amorphization of the material
[12,42].

Thus, we consider the role of the atomic mass and radius in
relation to nuclear energy loss mechanisms. The total energy
loss to recoil events is calculated for each ion via SRIM
simulation, shown in Fig. 3 as a function of atomic radius (a)
and mass (b). The atomic radius for an ion implanted within a
crystal is not well defined. However, for a qualitative analysis
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FIG. 3. Total energy loss to recoil events as a function of ion
radius (a) and mass (b). The dashed line in (a) shows the average
energy loss for a given atomic period, and in (b) is a linear fit to the
data, which serves as a guide to the eye.

of the role of atomic radii, we consider the radii for each ion
as calculated through minimal-basis-set self-consistent-field
(SCF) functions [43].

Several trends emerge when the energy loss to recoils is
plotted as a function of atomic radius [Fig. 3(a)]. There is a
general increase in energy loss to recoils as the atomic radius
increases; Ge2+ loses more energy to recoils than C2+, for
example. However, for the ions observed here, within a given
atomic period, there is negligible correlation of atomic radii
and energy loss to recoils. For example, P2+, which has a
radius 17% smaller than that of Al2+, produces a nominally
higher energy loss to recoils. Within a given atomic period,
the energy loss to recoils is similar, displayed by the dashed
lines in Fig. 3(a) of the average energy loss among ions in a
given atomic period.

A stronger correlation in energy loss to recoils is observed
as a function of ion mass, illustrated by the proportional
relation Fig. 3(b). Successive increases in mass produce cor-
responding increases in energy loss to recoils. A linear fit
between the parameters is shown in the figure, which serves
as a guide to the eye. Taken together, the similarity in recoil
energy loss for atoms of a given atomic period and the linear
relation with ion mass demonstrates that ion mass plays a
more influential role in producing displacement damage in the
silicon target.

Increased energy loss to recoil cascades translates to higher
dpa values. Thus, we consider the correlation between dpa and
thermal conductivity. As shown in Fig. 1(a), the magnitude of
the dpa is depth dependent. Here we consider the dpa within
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FIG. 2. Measured thermal conductivity as a function of ion
dose for all as-implanted samples (a) as well as Ge2+ as-
implanted/annealed (b).

and radius upon the resultant silicon damage through SRIM
modeling of the ion/target interaction. In short, there are two
stopping mechanisms for an ion incident upon a target lattice:
electronic and nuclear stopping [38]. In the initial phases of
interaction, fast-moving ions are primarily slowed by elec-
tronic interactions with the target lattice [39,40], that is, the
electrons of the host lattice reduce the energy and momentum
of the incident ions. Electronic stopping often accounts for the
bulk of ion energy dissipation, which produces an excitation
of the host lattice electrons [39] and increases the temperature
of the material [41]. Interaction of the ion and host lattice
nuclei produces damage in the target via the formation of
displacements. If the energy imparted to a lattice atom at rest
is greater than the lattice binding energy, it will be dislodged
from its equilibrium position yielding a displacement [38].
The recoiling atom can also dislodge other atoms at rest. This
process will repeat to produce recoil cascades capable of va-
cancy formation in addition to amorphization of the material
[12,42].

Thus, we consider the role of the atomic mass and radius in
relation to nuclear energy loss mechanisms. The total energy
loss to recoil events is calculated for each ion via SRIM
simulation, shown in Fig. 3 as a function of atomic radius (a)
and mass (b). The atomic radius for an ion implanted within a
crystal is not well defined. However, for a qualitative analysis
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FIG. 3. Total energy loss to recoil events as a function of ion
radius (a) and mass (b). The dashed line in (a) shows the average
energy loss for a given atomic period, and in (b) is a linear fit to the
data, which serves as a guide to the eye.

of the role of atomic radii, we consider the radii for each ion
as calculated through minimal-basis-set self-consistent-field
(SCF) functions [43].

Several trends emerge when the energy loss to recoils is
plotted as a function of atomic radius [Fig. 3(a)]. There is a
general increase in energy loss to recoils as the atomic radius
increases; Ge2+ loses more energy to recoils than C2+, for
example. However, for the ions observed here, within a given
atomic period, there is negligible correlation of atomic radii
and energy loss to recoils. For example, P2+, which has a
radius 17% smaller than that of Al2+, produces a nominally
higher energy loss to recoils. Within a given atomic period,
the energy loss to recoils is similar, displayed by the dashed
lines in Fig. 3(a) of the average energy loss among ions in a
given atomic period.

A stronger correlation in energy loss to recoils is observed
as a function of ion mass, illustrated by the proportional
relation Fig. 3(b). Successive increases in mass produce cor-
responding increases in energy loss to recoils. A linear fit
between the parameters is shown in the figure, which serves
as a guide to the eye. Taken together, the similarity in recoil
energy loss for atoms of a given atomic period and the linear
relation with ion mass demonstrates that ion mass plays a
more influential role in producing displacement damage in the
silicon target.

Increased energy loss to recoil cascades translates to higher
dpa values. Thus, we consider the correlation between dpa and
thermal conductivity. As shown in Fig. 1(a), the magnitude of
the dpa is depth dependent. Here we consider the dpa within
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FIG. 2. Measured thermal conductivity as a function of ion
dose for all as-implanted samples (a) as well as Ge2+ as-
implanted/annealed (b).

and radius upon the resultant silicon damage through SRIM
modeling of the ion/target interaction. In short, there are two
stopping mechanisms for an ion incident upon a target lattice:
electronic and nuclear stopping [38]. In the initial phases of
interaction, fast-moving ions are primarily slowed by elec-
tronic interactions with the target lattice [39,40], that is, the
electrons of the host lattice reduce the energy and momentum
of the incident ions. Electronic stopping often accounts for the
bulk of ion energy dissipation, which produces an excitation
of the host lattice electrons [39] and increases the temperature
of the material [41]. Interaction of the ion and host lattice
nuclei produces damage in the target via the formation of
displacements. If the energy imparted to a lattice atom at rest
is greater than the lattice binding energy, it will be dislodged
from its equilibrium position yielding a displacement [38].
The recoiling atom can also dislodge other atoms at rest. This
process will repeat to produce recoil cascades capable of va-
cancy formation in addition to amorphization of the material
[12,42].

Thus, we consider the role of the atomic mass and radius in
relation to nuclear energy loss mechanisms. The total energy
loss to recoil events is calculated for each ion via SRIM
simulation, shown in Fig. 3 as a function of atomic radius (a)
and mass (b). The atomic radius for an ion implanted within a
crystal is not well defined. However, for a qualitative analysis
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FIG. 3. Total energy loss to recoil events as a function of ion
radius (a) and mass (b). The dashed line in (a) shows the average
energy loss for a given atomic period, and in (b) is a linear fit to the
data, which serves as a guide to the eye.

of the role of atomic radii, we consider the radii for each ion
as calculated through minimal-basis-set self-consistent-field
(SCF) functions [43].

Several trends emerge when the energy loss to recoils is
plotted as a function of atomic radius [Fig. 3(a)]. There is a
general increase in energy loss to recoils as the atomic radius
increases; Ge2+ loses more energy to recoils than C2+, for
example. However, for the ions observed here, within a given
atomic period, there is negligible correlation of atomic radii
and energy loss to recoils. For example, P2+, which has a
radius 17% smaller than that of Al2+, produces a nominally
higher energy loss to recoils. Within a given atomic period,
the energy loss to recoils is similar, displayed by the dashed
lines in Fig. 3(a) of the average energy loss among ions in a
given atomic period.

A stronger correlation in energy loss to recoils is observed
as a function of ion mass, illustrated by the proportional
relation Fig. 3(b). Successive increases in mass produce cor-
responding increases in energy loss to recoils. A linear fit
between the parameters is shown in the figure, which serves
as a guide to the eye. Taken together, the similarity in recoil
energy loss for atoms of a given atomic period and the linear
relation with ion mass demonstrates that ion mass plays a
more influential role in producing displacement damage in the
silicon target.

Increased energy loss to recoil cascades translates to higher
dpa values. Thus, we consider the correlation between dpa and
thermal conductivity. As shown in Fig. 1(a), the magnitude of
the dpa is depth dependent. Here we consider the dpa within
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FIG. 2. SRIM output of the damage profile of Si irradiated with
28Si+ ions at beam energy of 3.75 MeV. SRIM simulations were also
conducted for 29Si+ irradiated Si, yielding negligible differences in
peak dpa depth and end of range depth. In both cases, the end of
range is expected to occur around 2.5 µm from the sample surface.
The total number of induced target vacancies was estimated to be
6131 and 6311 vacancies per ion for 28Si+ and 29Si+, respectively.

substrate as a semi-infinite medium, leaving thermal conduc-
tivity and thermal boundary conductance at the Al-Si interface
as the only unknowns. The depth of ion implantation into
the thickness of the samples is dependent upon beam energy
[15]. Since both sample sets were implanted at 3.75 MeV, all
samples have the same damage concentration profile, the mag-
nitude of which is scaled according to the corresponding dose.
To a first approximation, the depth of thermal penetration of
the modulated pump-induced temperature gradient during a
TDTR experiment is estimated as [31]

δ =
√

κ

πCf
, (1)

where f is the modulation frequency of the pump beam.
We caution that this expression for the thermal penetration
depth is a rough approximation, as interfacial resistances
and radial diffusion can lead to substantial deviations of
the actual thermal penetration depth during TDTR [32,33].
However, the inverse dependence of δ with f holds true for
the frequencies in this work; in other words, as we decrease
the frequency, the thermal wave penetrates deeper in to the
sample and hence we are able to resolve greater depths in
the irradiated substrate. We modulate the pump at frequencies
between 1 and 10 MHz, providing for a range of thermal
penetration depths within the radiation-damaged region of
interest. Using a modulation frequency of 10 MHz, in addition
to a volumetric heat capacity of 1.65 MJm−3 K−1, to a first
approximation, thermal penetration depths on the order of 1.6
and 0.9 µm can be estimated for thermal conductivities of
140 and 40 Wm−1 K−1, respectively, according to Eq. (1).
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FIG. 3. The measured thermal conductivity of the irradiated Si
as a function of modulation frequency is displayed in subfigure (a)
for each irradiation dose. Samples implanted with 28Si+ ions are
shown in blue squares, whereas samples implanted with 29Si+ ions
are represented with red circles. In subfigure (b), the thermal con-
ductivity values are averaged over the modulation frequency range to
provide an average thermal conductivity for the damaged region of
each sample and plotted as a function of dose. For comparison, the
measured thermal conductivity of an unirradiated Si sample cleaved
from the same wafer is also presented. First principles calculations of
the thermal conductivity of silicon are plotted over of the measured
thermal conductivity as a function of irradiation dose. The solid
green line displays the reduction of thermal conductivity attributed to
defects with an ω4 scattering rate proportionality. The black dashed
line shows the reduction attributed to defects with ω scattering rate
proportionality. On the upper x axis, the ion concentration within the
damaged region has been estimated from the dose by dividing the
dose by the end of range (∼3 µm as calculated from SRIM) and then
dividing by the atomic density of silicon.

The same calculation with a modulation frequency of 1 MHz
yields thermal penetration depths of 5.2 and 2.8 µm at κ =
140 and 40 Wm−1 K−1, respectively.

Figure 3(a) plots the measured thermal conductivity of
the Si samples as a function of modulation frequency for
each sample. The error bars are attributed to measurement
repeatability as well as deviation in thermal conductivity as
a result of uncertainty in aluminum thickness. In general,
it can be seen that there is an overall increase in thermal
conductivity with increased pump modulation frequency. This
is expected as higher modulation frequencies yield shallower
thermal penetration depths where the degree of damage is
lower, as predicted by SRIM [15]. In general, it can be seen
that there is overlap in the thermal conductivity uncertainty
for a given sample as a function of frequency. Therefore,
we average the thermal conductivities over the measured
frequency range to find an average, representative thermal
conductivity of the radiation damaged region. These averaged
thermal conductivities are shown as a function of irradiation
dose in Fig. 3(b). Both the 28Si+ and 29Si+ irradiated samples
exhibit a reduction in thermal conductivity with increased
ion dose, typical of the trend observed in irradiated solids
(c.f., Fig. 1). In addition, there is a much larger reduction
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FIG. 2. SRIM output of the damage profile of Si irradiated with
28Si+ ions at beam energy of 3.75 MeV. SRIM simulations were also
conducted for 29Si+ irradiated Si, yielding negligible differences in
peak dpa depth and end of range depth. In both cases, the end of
range is expected to occur around 2.5 µm from the sample surface.
The total number of induced target vacancies was estimated to be
6131 and 6311 vacancies per ion for 28Si+ and 29Si+, respectively.

substrate as a semi-infinite medium, leaving thermal conduc-
tivity and thermal boundary conductance at the Al-Si interface
as the only unknowns. The depth of ion implantation into
the thickness of the samples is dependent upon beam energy
[15]. Since both sample sets were implanted at 3.75 MeV, all
samples have the same damage concentration profile, the mag-
nitude of which is scaled according to the corresponding dose.
To a first approximation, the depth of thermal penetration of
the modulated pump-induced temperature gradient during a
TDTR experiment is estimated as [31]

δ =
√

κ

πCf
, (1)

where f is the modulation frequency of the pump beam.
We caution that this expression for the thermal penetration
depth is a rough approximation, as interfacial resistances
and radial diffusion can lead to substantial deviations of
the actual thermal penetration depth during TDTR [32,33].
However, the inverse dependence of δ with f holds true for
the frequencies in this work; in other words, as we decrease
the frequency, the thermal wave penetrates deeper in to the
sample and hence we are able to resolve greater depths in
the irradiated substrate. We modulate the pump at frequencies
between 1 and 10 MHz, providing for a range of thermal
penetration depths within the radiation-damaged region of
interest. Using a modulation frequency of 10 MHz, in addition
to a volumetric heat capacity of 1.65 MJm−3 K−1, to a first
approximation, thermal penetration depths on the order of 1.6
and 0.9 µm can be estimated for thermal conductivities of
140 and 40 Wm−1 K−1, respectively, according to Eq. (1).
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FIG. 3. The measured thermal conductivity of the irradiated Si
as a function of modulation frequency is displayed in subfigure (a)
for each irradiation dose. Samples implanted with 28Si+ ions are
shown in blue squares, whereas samples implanted with 29Si+ ions
are represented with red circles. In subfigure (b), the thermal con-
ductivity values are averaged over the modulation frequency range to
provide an average thermal conductivity for the damaged region of
each sample and plotted as a function of dose. For comparison, the
measured thermal conductivity of an unirradiated Si sample cleaved
from the same wafer is also presented. First principles calculations of
the thermal conductivity of silicon are plotted over of the measured
thermal conductivity as a function of irradiation dose. The solid
green line displays the reduction of thermal conductivity attributed to
defects with an ω4 scattering rate proportionality. The black dashed
line shows the reduction attributed to defects with ω scattering rate
proportionality. On the upper x axis, the ion concentration within the
damaged region has been estimated from the dose by dividing the
dose by the end of range (∼3 µm as calculated from SRIM) and then
dividing by the atomic density of silicon.

The same calculation with a modulation frequency of 1 MHz
yields thermal penetration depths of 5.2 and 2.8 µm at κ =
140 and 40 Wm−1 K−1, respectively.

Figure 3(a) plots the measured thermal conductivity of
the Si samples as a function of modulation frequency for
each sample. The error bars are attributed to measurement
repeatability as well as deviation in thermal conductivity as
a result of uncertainty in aluminum thickness. In general,
it can be seen that there is an overall increase in thermal
conductivity with increased pump modulation frequency. This
is expected as higher modulation frequencies yield shallower
thermal penetration depths where the degree of damage is
lower, as predicted by SRIM [15]. In general, it can be seen
that there is overlap in the thermal conductivity uncertainty
for a given sample as a function of frequency. Therefore,
we average the thermal conductivities over the measured
frequency range to find an average, representative thermal
conductivity of the radiation damaged region. These averaged
thermal conductivities are shown as a function of irradiation
dose in Fig. 3(b). Both the 28Si+ and 29Si+ irradiated samples
exhibit a reduction in thermal conductivity with increased
ion dose, typical of the trend observed in irradiated solids
(c.f., Fig. 1). In addition, there is a much larger reduction
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FIG. 6. HRTEM images of the irradiated silicon samples irra-
diated with a dose of 6.24 × 1014 cm−2. Subfigure (a) displays
an unfiltered image of 28Si+ irradiated Si, centered at a depth of
1.01 µm. Subfigure (b) is the same image, filtered. Subfigures (c)
and (d) display filtered images of 28Si+ irradiated Si, centered
at depths of 2.45 and 4 µm, respectively. Subfigure (e) displays
the (200)/(200) points that were selected for imaging. Subfigures
(f)–(h) (29Si+ irradiated Si) display images centered at depths of 0.89,
2.35, and 4.02 µm, respectively.

in other words, an increasing dose changes the strain fields
around the defects. It is also noteworthy that the differences
in the predictions of the models assuming either point or line
defect scattering are negligible compared to the differences
between the measured thermal conductivities of the 28Si+

and 29Si+ irradiated samples. This suggests that the type of
defect (i.e., point vs line) plays a negligible role in reducing
the thermal conductivity compared to the spatial extent of
the strain field associated with that defect. From Fig. 7, it
can be seen that for increasing dose values, the value of
the scaling term increases. As the scaling term is inversely
proportional to !SGi,δi

, this suggests that the local strain
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FIG. 7. Calculated scaling coefficients, c′−1(!SGi ,δi
)−2, for each

dose value such that the thermal conductivity calculated from the
first principles model is set equal the measured values. The blue
rectangles display data for the 28Si+ irradiated samples, whereas the
solid red circles display the same information for the 29Si+ irradiated
samples.

per defect decreases as the dose increases. While this result
may not be immediately intuitive, we note that the scatter-
ing cross-section formulation of Eq. (4) considers localized
strain per defect [1,4] rather than global strain. As previously
mentioned, !SGi,δi

is representative of the strain per defect,
so even though there will be more overall global strain as
the dose increases, our analysis suggests that the change in
strain per defect will decrease with dose. HRXRD supports
this finding, as it was shown that a two order of magnitude
increase in dose only leads to only a factor of ≈4.6 increase in
strain. In other words, although global strain increase as more
ions are implanted into the lattice, the localized strain field
per ion decreases, which can explained by the formation of
extended defects, such as dislocations or vacancy clustering,
dislocations, stacking faults, etc. [37,40–42], in agreement
with the HRXRD and HRTEM findings.

V. SUMMARY

In summary, we report on the thermal conductivity of
silicon substrates irradiated with two different isotopes of
silicon, 28Si+ and 29Si+, measured via TDTR. The negligible
mass difference between the implanted ion and the average
mass of the substrate allows us to isolate the role of phonon-
strain field scattering on the thermal conductivity. The type
of isotope results in different spatial extents of the strain
fields, consistent with point defects in the 29Si+ irradiated
samples and more extended defects in the 28Si+ irradiated
samples. Our results demonstrate that point defects will de-
crease the thermal conductivity more so than spatially ex-
tended defect structures assuming the same volumetric defect
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FIG. 4. Measured thermal conductivity of all ions as a function
of integrated dpa. The dashed line models the data assuming a defect
scattering coefficient proportional to the integrated dpa (shown in
the inset). The gray region provides an upper and lower bound to the
model accounting for a 95% confidence interval in the fitted relation
between the scattering coefficient and the integrated dpa.

the depths spanning to the TPD. This range is calculated by
solving the heat equation for a multilayered structure and
determining the depth at which the temperature excursion
falls to 1/e that of the surface [22,23]. The heater is assumed
as a Gaussian source with a diameter equal to that of the
effective spot size, modulated at the pump frequency of the
TDTR measurements (8.8 MHz). Depending upon the thermal
conductivity of the silicon and thermal boundary conductance
(TBC), the TPD is found to range between 0.68 and 0.92
µm. As there is little sensitivity to the TBC of the high-dose
Ge2+ implants, we do not model the TPD for those samples,
however, it is expected to be below the minimum value of
0.68 µm.

The dpa sampled by the TDTR measurement is then con-
sidered as the total dpa integrated from the sample surface
to the TPD. Depending upon the ion species and fluence, this
yields values spanning 1.12 × 10−4 to 1 dpa. The thermal con-
ductivity of all samples is plotted as a function of integrated
dpa in Fig. 4. A consistent reduction in thermal conductivity is
observed as a function of dpa. Because displacement damage
is the dominant mechanism of thermal conductivity reduction,
there is a similar trend among the data set in contrast to the
dose-dependent thermal conductivity, which is also a function
of ion mass.

To model the dpa-dependent trend, we consider the thermal
conductivity from the framework of a Callaway-type model

[44] (details provided in the Supplemental Material [20]). The
thermal conductivity is subject to boundary, Umklapp, and
defect scattering terms which are scaled by fitted coefficients.
We assume the thermal conductivity reduction attributed to
displacement damage to be represented by the defect scat-
tering term τ−1

defect = Aω4. For the boundary and Umklapp
scattering rates, we utilize the forms and coefficients provided
by Yang and Dames [45].

The magnitude of the defect scattering coefficient A can
be obtained for each measured thermal conductivity value by
interpolating the value of the measured thermal conductivity
to the modeled thermal conductivity as a function of A (plotted
in the Supplemental Material [20]). As we seek to model
the thermal conductivity as a function of dpa, we correlate
the calculated scattering coefficients with the integrated dpa
values associated with each corresponding measured thermal
conductivity. There is a proportional relationship between A
and the integrated dpa, shown in the inset of Fig. 4. Given the
approximately linear relation within log scaling, a power-law
type relationship between the two parameters is assumed.
With the fitted relation between A and the integrated dpa,
the thermal conductivity is then calculated as a function of
integrated dpa, shown as the dashed line in Fig. 4. The gray
regions surrounding the model encompass the uncertainty at-
tributed to a 95% confidence interval in the linear fit used
to model A as a function of dpa. Despite the simplicity, this
model provides a generalized tool to estimate the reduction in
thermal conductivity of silicon in response to ion irradiation,
which is independent of ion species and fluence.

In summary, single crystal silicon wafers were implanted
with an array of ions of varying mass and radius, and the
thermal conductivity was measured with TDTR. By recrys-
tallizing select samples with high-temperature anneals, the
reduction in thermal conductivity was attributed to the struc-
tural disorder induced by the incident ion rather than impurity
scattering imparted by the ions themselves. Through analysis
of the energy loss mechanisms, the mass of the ion was found
to dictate the degree of target damage; ions of atoms within
the same atomic period behave in a similar manner. Finally,
the relation between radiation-induced damage and thermal
conductivity was represented with a model in which the defect
scattering rate is a function of the integrated dpa. Knowledge
of particle energy and fluence could therefore be used to
estimate potential thermal conductivity reduction for silicon
devices in extreme environments.
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conductivity of WSe2 crystals by reducing the degree of lattice
vibration localization between weakly bonded sheets. Rather
than manipulate the bonding between weakly bonded layers,
we demonstrate how significant increases in thermal
conductivity can be achieved via hydrogen content reduction
and a corresponding increase in carbon network connectivity
of a-C:H.
While a-C:H traditionally has not been used for applications

in which thermal conductivity is of concern, its novel response
to irradiation has potential for application in the fabrication of
“thermal circuits”. Such circuits allow for engineering of heat
fluxes through a system, including flow through resistive,
capacitive, and switching components in a manner analogous
to integrated electronic circuits.26,27

Furthermore, the ability to improve or even “tune” the
thermal conductivity could have benefit for amorphous carbon
switching devices that operate on a current driven heating of
the device to switch from a low- to high-resistance state.28

There has also been some interest in hydrogenated amorphous
carbon as a low-k dielectric material for electronic interconnect
structures, for which the thermal properties would be
important.29

The a-C:H films for this study were prepared via plasma-
enhanced chemical vapor deposition (PECVD) onto Si (001)
substrates. Details of the deposition process are provided in the
Supporting Information. In short, three films, nominally 200
nm thick (hereafter referred to as Films 1−3), were fabricated
with varying concentrations of carbon and hydrogen. For
reference, the atomic composition of each film, measured via
combined Rutherford backscattering spectroscopy (RBS) and
nuclear reaction analysis (NRA) measurements,30 is tabulated
in Table 1. The sp2/sp3 ratios were determined via nuclear

magnetic resonance (NMR) analysis. This required powderi-
zation of the films, which was performed for Films 2 and 3 but
could not be performed for Film 1. A similar value for Film 1
may be expected given the similarity between Films 2 and 3.
Following deposition, the a-C:H films were exposed to C+

ion implantation: fluences of 3 × 1014, 5.8 × 1014, and 8.6 ×
1014 cm−2 (all at an energy of 14 keV) and energies of 10, 14,
and 20 keV (all at a fluence of 5.8 × 1014 cm−2). For insight
into the distribution of implanted carbon and the correspond-
ing displacements-per-atom (dpa) profile, stopping and range
of ions in matter (SRIM)31 simulations were performed for
each implant energy. For these simulations, a two-layer system
was modeled consisting of a 200 nm a-C:H region (assuming
atomic concentrations of 0.6, 0.35, and 0.05 for C, H, and O,
respectively) atop a silicon substrate. Damage calculations were
performed with Kinchin-Pease estimates, and the vacancy
output was then taken to compute the dpa. The results of the
simulations are displayed in Figure 1 as a function of ion
energy and fluence. In general, the domain of both the ion
concentration and dpa profile are limited to within the a-C:H
layer, which indicates that all ion modification occurs within

the films with no penetration into the underlying substrate or
modification of the a-C:H/Si interface.
Following implantation, the mass density, ρ, was calculated

from NRA areal concentrations and thickness, d, measure-
ments. The elastic modulus, E, of the films was measured with
a diamond-tipped Nano XP nanoindenter in the same manner
as previously reported by Su et al.32 For reference, the mass
density and elastic modulus of the as-deposited films are
included with the film compositions in Table 1.
The results of the mechanical property characterization are

plotted in Figure 2 as a function of ion fluence (2(a,c,e,g)) and
energy (2(b,d,f,h)). As a function of ion fluence, there are
general increases in density and elastic modulus for all films. In
an inverse manner, there is a net reduction in film thickness
and hydrogen content. With regard to ion energy, the trends
are similar, albeit more subtle. In the case of film thickness,
there is film shrinkage for all energies, but there is no
observable trend as a function of energy. Furthermore, the
changes in E, ρ, and %H are smaller relative to the films
implanted as a function of fluence, which suggests that ion
fluence plays a more critical role than ion energy over the
studied ranges.
Among the film compositions, Film 1 maintained the lowest

hydrogen content before and after implantation and, as such,
was found to be the stiffest and most dense of the films. In an
opposite manner, Film 3 had the highest concentration of
hydrogen, resulting in the lowest modulus of elasticity, lowest
density, and the highest amount of shrinkage in response to
irradiation. In consideration of density changes from additional
carbon (from the implant process), we compare the ion
concentration determined via SRIM with the average atomic
number density of the films. Even in the scenario of highest
added carbon (lowest ion energy with highest fluence), the
ratio of added carbon atoms to the atomic number density of
the films is much less than 1%, which illustrates that the

Table 1. Atomic Concentration, Density, Elastic Modulus,
and sp2/sp3 Ratio of the As-Deposited Films

film C (%) N (%) O (%) H (%) ρ (g cm−3) E (GPa) sp2/sp3

1 66.1 0.0 0.0 33.9 1.5 61.8 -
2 54.3 0.4 3.7 41.7 1.4 18.4 1.9
3 51.3 0.0 2.2 46.5 1.2 6.2 2.1

Figure 1. Ion concentration and dpa profiles determined from SRIM
calculations. (a) displays the dpa profile for amorphous carbon
implanted with C+ at 10−20 keV with a dose of 5.6 × 1014 cm−2. (b)
shows the change in profile for doses spanning 3 × 1014−8.6 × 1014

cm−2 at 14 keV. The corresponding ion concentrations for those
implant parameters are shown in (c) and (d).
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increased mass density is not strongly attributed to the
introduction of additional carbon.
Following measurement of the mechanical properties, the a-

C:H films were coated with a nominally 80 nm aluminum film
via electron beam evaporation to serve as an optothermal
transducer for time-domain thermoreflectance (TDTR)
measurements. In short, TDTR is an optical pump−probe
technique, in which the temperature-induced reflectivity
change is modeled to deduce thermal properties such as
thermal conductivity.33,34 A Ti:sapphire laser with an 80 MHz
repetition rate was used for the TDTR measurement. 1/e2

beam diameters of 15.5 and 7.2 μm were used for the pump

and probe beams, respectively, with powers of 10 and 4.7 mW.
The pump was modulated at a frequency of 8.8 MHz. The
ratio of the reflected probe signal, recorded with a lock-in
amplifier, was analyzed as a function of the pump delay time
and fitted with a multilayer heat diffusion model,35 in which
the thermal conductivity of the a-C:H film was treated as a fit
parameter. The volumetric heat capacity of the films was
calculated from a modified Kopp’s rule36−38 utilizing the
atomic concentration and densities of the films, which results
in values ranging from 1.61 to 1.77 MJ m−3 K−1. Additional
details on the model parameters are provided in the
Supporting Information.
The measured thermal conductivity is plotted in Figure 3. As

a function of fluence (3(a)), the thermal conductivity is found

to trend in a similar manner as the elastic modulus and density;
larger ion fluences yield larger increases in thermal
conductivity over the as-deposited films. In the case of Films
2 and 3, the enhancement is significant, increasing by factors of
1.6 and 3, respectively, between the as-deposited films and
those exposed to a fluence of 8.6 × 1014 cm−2. Film 1, with a
lower hydrogen content preirradiation, does not display an
observable trend as a function of ion fluence but retains a
higher overall average thermal conductivity of 0.75 ± 0.07 W
m−1 K−1. As a function of ion energy (3(b)), there are similar
results in that there is no observable trend for Film 1 but large
overall increases for Films 2 and 3. The thermal conductivity
increase at the highest energy is marginally smaller than that of

Figure 2. Film shrinkage, density, elastic modulus, and hydrogen
content as a function of ion fluence (a,c,e,g) and energy (b,d,f,h). The
results for 0 cm−2 and 0 keV correspond to the as-deposited film.

Figure 3.Measured thermal conductivity for each film as a function of
fluence (a) and ion energy (b) as well as normalized thermal
conductivity as a function of film shrinkage (c), density (d), elastic
modulus (e), and hydrogen content (f). The dashed lines in (a,b)
serve as a guide for the eye. The solid line in (d−f), κmin, displays the
normalized thermal conductivity based upon an amorphous limit
model.
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transducer for time-domain thermoreflectance (TDTR)
measurements. In short, TDTR is an optical pump−probe
technique, in which the temperature-induced reflectivity
change is modeled to deduce thermal properties such as
thermal conductivity.33,34 A Ti:sapphire laser with an 80 MHz
repetition rate was used for the TDTR measurement. 1/e2

beam diameters of 15.5 and 7.2 μm were used for the pump

and probe beams, respectively, with powers of 10 and 4.7 mW.
The pump was modulated at a frequency of 8.8 MHz. The
ratio of the reflected probe signal, recorded with a lock-in
amplifier, was analyzed as a function of the pump delay time
and fitted with a multilayer heat diffusion model,35 in which
the thermal conductivity of the a-C:H film was treated as a fit
parameter. The volumetric heat capacity of the films was
calculated from a modified Kopp’s rule36−38 utilizing the
atomic concentration and densities of the films, which results
in values ranging from 1.61 to 1.77 MJ m−3 K−1. Additional
details on the model parameters are provided in the
Supporting Information.
The measured thermal conductivity is plotted in Figure 3. As

a function of fluence (3(a)), the thermal conductivity is found

to trend in a similar manner as the elastic modulus and density;
larger ion fluences yield larger increases in thermal
conductivity over the as-deposited films. In the case of Films
2 and 3, the enhancement is significant, increasing by factors of
1.6 and 3, respectively, between the as-deposited films and
those exposed to a fluence of 8.6 × 1014 cm−2. Film 1, with a
lower hydrogen content preirradiation, does not display an
observable trend as a function of ion fluence but retains a
higher overall average thermal conductivity of 0.75 ± 0.07 W
m−1 K−1. As a function of ion energy (3(b)), there are similar
results in that there is no observable trend for Film 1 but large
overall increases for Films 2 and 3. The thermal conductivity
increase at the highest energy is marginally smaller than that of

Figure 2. Film shrinkage, density, elastic modulus, and hydrogen
content as a function of ion fluence (a,c,e,g) and energy (b,d,f,h). The
results for 0 cm−2 and 0 keV correspond to the as-deposited film.

Figure 3.Measured thermal conductivity for each film as a function of
fluence (a) and ion energy (b) as well as normalized thermal
conductivity as a function of film shrinkage (c), density (d), elastic
modulus (e), and hydrogen content (f). The dashed lines in (a,b)
serve as a guide for the eye. The solid line in (d−f), κmin, displays the
normalized thermal conductivity based upon an amorphous limit
model.
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increased mass density is not strongly attributed to the
introduction of additional carbon.
Following measurement of the mechanical properties, the a-

C:H films were coated with a nominally 80 nm aluminum film
via electron beam evaporation to serve as an optothermal
transducer for time-domain thermoreflectance (TDTR)
measurements. In short, TDTR is an optical pump−probe
technique, in which the temperature-induced reflectivity
change is modeled to deduce thermal properties such as
thermal conductivity.33,34 A Ti:sapphire laser with an 80 MHz
repetition rate was used for the TDTR measurement. 1/e2

beam diameters of 15.5 and 7.2 μm were used for the pump

and probe beams, respectively, with powers of 10 and 4.7 mW.
The pump was modulated at a frequency of 8.8 MHz. The
ratio of the reflected probe signal, recorded with a lock-in
amplifier, was analyzed as a function of the pump delay time
and fitted with a multilayer heat diffusion model,35 in which
the thermal conductivity of the a-C:H film was treated as a fit
parameter. The volumetric heat capacity of the films was
calculated from a modified Kopp’s rule36−38 utilizing the
atomic concentration and densities of the films, which results
in values ranging from 1.61 to 1.77 MJ m−3 K−1. Additional
details on the model parameters are provided in the
Supporting Information.
The measured thermal conductivity is plotted in Figure 3. As

a function of fluence (3(a)), the thermal conductivity is found

to trend in a similar manner as the elastic modulus and density;
larger ion fluences yield larger increases in thermal
conductivity over the as-deposited films. In the case of Films
2 and 3, the enhancement is significant, increasing by factors of
1.6 and 3, respectively, between the as-deposited films and
those exposed to a fluence of 8.6 × 1014 cm−2. Film 1, with a
lower hydrogen content preirradiation, does not display an
observable trend as a function of ion fluence but retains a
higher overall average thermal conductivity of 0.75 ± 0.07 W
m−1 K−1. As a function of ion energy (3(b)), there are similar
results in that there is no observable trend for Film 1 but large
overall increases for Films 2 and 3. The thermal conductivity
increase at the highest energy is marginally smaller than that of

Figure 2. Film shrinkage, density, elastic modulus, and hydrogen
content as a function of ion fluence (a,c,e,g) and energy (b,d,f,h). The
results for 0 cm−2 and 0 keV correspond to the as-deposited film.

Figure 3.Measured thermal conductivity for each film as a function of
fluence (a) and ion energy (b) as well as normalized thermal
conductivity as a function of film shrinkage (c), density (d), elastic
modulus (e), and hydrogen content (f). The dashed lines in (a,b)
serve as a guide for the eye. The solid line in (d−f), κmin, displays the
normalized thermal conductivity based upon an amorphous limit
model.
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C:H films were coated with a nominally 80 nm aluminum film
via electron beam evaporation to serve as an optothermal
transducer for time-domain thermoreflectance (TDTR)
measurements. In short, TDTR is an optical pump−probe
technique, in which the temperature-induced reflectivity
change is modeled to deduce thermal properties such as
thermal conductivity.33,34 A Ti:sapphire laser with an 80 MHz
repetition rate was used for the TDTR measurement. 1/e2

beam diameters of 15.5 and 7.2 μm were used for the pump

and probe beams, respectively, with powers of 10 and 4.7 mW.
The pump was modulated at a frequency of 8.8 MHz. The
ratio of the reflected probe signal, recorded with a lock-in
amplifier, was analyzed as a function of the pump delay time
and fitted with a multilayer heat diffusion model,35 in which
the thermal conductivity of the a-C:H film was treated as a fit
parameter. The volumetric heat capacity of the films was
calculated from a modified Kopp’s rule36−38 utilizing the
atomic concentration and densities of the films, which results
in values ranging from 1.61 to 1.77 MJ m−3 K−1. Additional
details on the model parameters are provided in the
Supporting Information.
The measured thermal conductivity is plotted in Figure 3. As

a function of fluence (3(a)), the thermal conductivity is found

to trend in a similar manner as the elastic modulus and density;
larger ion fluences yield larger increases in thermal
conductivity over the as-deposited films. In the case of Films
2 and 3, the enhancement is significant, increasing by factors of
1.6 and 3, respectively, between the as-deposited films and
those exposed to a fluence of 8.6 × 1014 cm−2. Film 1, with a
lower hydrogen content preirradiation, does not display an
observable trend as a function of ion fluence but retains a
higher overall average thermal conductivity of 0.75 ± 0.07 W
m−1 K−1. As a function of ion energy (3(b)), there are similar
results in that there is no observable trend for Film 1 but large
overall increases for Films 2 and 3. The thermal conductivity
increase at the highest energy is marginally smaller than that of

Figure 2. Film shrinkage, density, elastic modulus, and hydrogen
content as a function of ion fluence (a,c,e,g) and energy (b,d,f,h). The
results for 0 cm−2 and 0 keV correspond to the as-deposited film.

Figure 3.Measured thermal conductivity for each film as a function of
fluence (a) and ion energy (b) as well as normalized thermal
conductivity as a function of film shrinkage (c), density (d), elastic
modulus (e), and hydrogen content (f). The dashed lines in (a,b)
serve as a guide for the eye. The solid line in (d−f), κmin, displays the
normalized thermal conductivity based upon an amorphous limit
model.
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Breaking network connectivity leads to ultralow thermal conductivities
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We demonstrate a method to reduce the thermal conductivity of fully dense (above the rigidity
percolation threshold) amorphous thin films below the minimum limit by systematically changing
the coordination number through hydrogenation. Studying a-SiO:H, a-SiC:H, and a-Si:H thin films,
we measure the thermal properties using time-domain thermoreflectance to show that thermal
conductivity can be reduced below the amorphous limit by a factor of up to two. By experimentally
investigating the thermophysical parameters that determine thermal conductivity, we show that
sound speed, atomic density, and heat capacity cannot explain the measured reduction in thermal
conductivity, revealing that the coordination number can significantly alter the scattering length
scale of heat carriers. Reformulating the minimum limit to consider the propensity for energy to
transfer through the non-hydrogen network of atoms, we observe greatly improved agreement with
experimental data. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4967309]

In the search for ultralow thermal conductivity materi-
als, many approaches have been taken to obtain thermal
conductivities below the theoretical minimum limit of fully
dense solids used to describe thermal transport in the amor-
phous materials and glasses.1 In this “amorphous limit” of
vibrational thermal conductivity, energy transport is limited
to a random walk of atomic vibrations,2 effectively limiting
the length scale of energy exchange to the order of the aver-
age atomic spacing. Various approaches have demonstrated
the ability to surpass this amorphous limit in crystalline or
quasi-crystalline fully dense solids through introducing
nanostructured material interfaces3–9 and/or reducing the
interatomic bonding environment,5,10–13 which effectively
creates a crystal of Einstein oscillators.2,13

The principle of reducing a crystalline material’s ther-
mal conductivity below the amorphous limit relies on the
reduction of phonon scattering times by exploiting the spec-
tral nature of phonons via the aforementioned manipulation
of interfaces and bonding environments across various length
scales. Reducing the thermal conductivity of fully dense
solids already in the amorphous phase, however, has been
proven to be much more difficult. The already spatially
limited distances of vibrational energy exchange define the
length scales over which the amorphous solid must be
manipulated in order to create further reductions in thermal
conductivity beyond its amorphous limit. Typically, reduc-
tions in the thermal conductivity of amorphous solids have
been realized via changes in the atomic density or introduc-
tion of porosity.14–18 This approach relies on simple scaling
of the amorphous solid’s thermal conductivity with density,
as well established via differential effective medium theory.

Reducing the thermal conductivity of an amorphous solid
without significant reductions in atomic density therefore
must take a different approach.

Thermal transport in amorphous semiconductors is
described by vibrational modes of propagating, delocalized
“propagons,” non-propagating, delocalized “diffusons,” and
non-propagating, localized “locons.”19–22 In the case of thin
films, we previously showed that diffusons are the primary
contributors to cross-plane thermal transport in amorphous
silicon (a-Si) due to the suppression of propagons from inter-
facial scattering,23 revealing that for a-Si without doping, the
minimum thermal conductivity model sufficiently describes
the diffuson contribution to thermal conductivity. However,
the addition of mass defects, changes in bond structure via
additional elements, and disruptions in network connectivity
through changing coordination number collectively present a
new approach to reduce thermal conductivity. To this end, in
this study, we demonstrate that manipulating connectivity
directly influences thermal conductivity in the 200 nm thin
film hydrogenated amorphous silicon (a-Si:H), silicon oxide
(a-SiO:H), and silicon carbide (a-SiC:H) samples (collectively
denoted as a-Si[O/C]:H) deposited on crystalline silicon (c-Si)
substrates. Moreover, we show that reducing the coordination
number allows for a reduction beyond the minimum limit to
thermal conductivity by nearly a factor of two. We use these
results to explore the energy exchange length scales of heat
carriers as a function of coordination number to reveal that
breaking network connectivity directly reduces thermal con-
ductivity through reduction in both group velocity and scatter-
ing length scale of heat carriers. By re-deriving the minimum
limit to thermal conductivity to directly solve for an effective
scattering distance for heat carriers, we show that this energy
exchange length scale falls below the average interatomica)Electronic mail: phopkins@virginia.edu
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Hydrogen effects on the thermal conductivity of delocalized vibrational modes
in amorphous silicon nitride (a-SiN x:H)
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Hydrogenated amorphous dielectric thin films are critical materials in a wide array of technologies. In this
work, we present a thorough investigation of the thermal conductivity of hydrogenated amorphous silicon nitride
(a-SiNx:H), a ubiquitously used material in which the stoichiometry plays a direct role in its functionality
and application. In particular, through chemical, vibrational, and structural analysis in tandem with thermal
conductivity measurements on chemically variant silicon nitride films, we show that hydrogen incorporation
into silicon nitride disrupts the bonding among silicon and nitrogen atoms, and directly impacts the thermal
conductivity, leading to as much as a factor of 2.5 variation in heat transfer. This variability, driven by the
change in hydrogen content, is fundamentally related to the changes in the average atomic distances, as
we experimentally measure with selected-area electron diffraction and computationally show with molecular
dynamics simulations. This, combined with our evidence of chemical and spatial fluctuations on the order of
average atomic pair distances, leads us to conclude that the vibrational heat transport in a-SiNx:H is primarily
dominated by diffusonlike modes. The results presented in this work combined with our extensive review of prior
reports on the thermal conductivity of a-SiNx:H films resolves discrepancies in decades of prior literature and
facilitates a more universal understanding of the vibrational heat transport processes in hydrogenated amorphous
silicon nitride.

DOI: 10.1103/PhysRevMaterials.5.035604

I. INTRODUCTION

Hydrogenated amorphous thin films are widely used
in the semiconductor industry for a variety of electronic,
optoelectronic, photovoltaic, thermal, mechanical, microelec-
tromechanical, and biological applications [1–7]. Amorphous
hydrogenated silicon nitride (a-SiNx:H) films, in particular,
are widely used for both surface and bulk passivation of
silicon and as antireflective coatings to improve solar cell
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efficiency [8–14]. The higher refractive indices in these films,
and their tunability based on stoichiometry, make a-SiNx:H
films highly appealing for selective antireflective coatings
compared with alternative thermal oxide layers [10]. Be-
yond solar cell applications, a-SiNx:H films also find use
as gate dielectrics for insulation in amorphous hydrogenated
silicon (a-Si:H)-based and organic thin-film-based transistors
[15,16], heterojunction bipolar transistor technology [17], as
well as liquid-crystal display (LCD) and other newly emerg-
ing display technologies [2].

Despite its ubiquity in these application areas, a thorough
investigation of the thermal properties of a-SiNx:H has re-
mained unexplored. In particular, because stoichiometry and
hydrogen composition control the physical properties of this
material [18], a systematic study of the role of Si, N, and
H composition on the thermal conductivity of a-SiNx:H thin
films would greatly benefit the prediction and modeling of
heat transfer in devices reliant on these films. Considering
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* XJMM EJTDVTT UIF NBUIFNBUJDBM TFNJDMBTTJDBM GPSNBMJTNT GPS
QSFEJDUJOH UIFSNBM CPVOEBSZ DPOEVDUBODF
 XIJDI BSF TJNQMF

BOBMZUJDBM FYQSFTTJPOT UIBU DBO CF VTFE UP VOEFSTUBOE UIF
FMFDUSPO PS QIPOPO USBOTNJTTJPO BDSPTT JOUFSGBDFT� 'PMMPXJOH
UIJT
 UIF SFNBJOEFS PG UIF TFDUJPOT XJMM GPDVT PO FYBNJOJOH
UIF FČFDUT PG WBSJPVT JOUFSGBDJBM JNQFSGFDUJPOT PO FJUIFS UIF
FMFDUSPO� PS QIPOPO�EPNJOBUFE UIFSNBM CPVOEBSZ DPOEVD�
UBODF BDSPTT JOUFSGBDFT�ćFTF TFDUJPOTXJMM GPDVT PO UIF FČFDUT
PG JOUFSGBDJBM JOUFSTQFDJFT NJYJOH PO FMFDUSPO BOE QIPOPO
UIFSNBM CPVOEBSZ DPOEVDUBODF 	4FDUJPOT � BOE �
 SFTQ�

BOE SPVHIOFTT
 EJTMPDBUJPOT
 BOE CPOEJOH FČFDUT PO QIPOPO
UIFSNBM CPVOEBSZ DPOEVDUBODF 	4FDUJPOT �
 �
 BOE �
 SFTQ�
�

�� #BDLHSPVOE� 5IFSNBM
#PVOEBSZ $POEVDUBODF

ćF UIFSNBM USBOTQPSU BDSPTT TPMJE JOUFSGBDFT JT RVBOUJĕFE CZ
UIF UIFSNBM CPVOEBSZ DPOEVDUBODF
 ℎ,
 PS ,BQJU[B DPOEVD�
UBODF <��>
 XIJDI RVBOUJĕFT UIF FďDBDZ PG IFBU ĘPX BDSPTT
BO JOUFSGBDF� .BUIFNBUJDBMMZ
 UIF UIFSNBM CPVOEBSZ DPOEVD�
UBODF JT UIF QSPQPSUJPOBMJUZ DPOTUBOU UIBU SFMBUFT UIF IFBU ĘVY
BDSPTT BO JOUFSGBDF UP UIF UFNQFSBUVSF ESPQ BTTPDJBUFE XJUI
UIBU JOUFSGBDJBM SFHJPO WJB

ℎ, =
𝑞𝑞int
Δ𝑇𝑇

, 	�


XIFSF 𝑞𝑞int JT UIF UIFSNBM ĘVY BDSPTT UIF TPMJE JOUFSGBDJBM
SFHJPO BOE Δ𝑇𝑇 JT UIF UFNQFSBUVSF ESPQ BDSPTT UIF JOUFSGBDJBM
SFHJPO� *U JT BMTP PęFO JOUVJUJWF UP DPODFQUVBMJ[F UIF JOWFSTF PG
UIJT RVBOUJUZ
 UIF UIFSNBM CPVOEBSZ SFTJTUBODF
 𝑅𝑅, = 1/ℎ,

XIJDI DBO CF QBSBMMFMFE UP BO FMFDUSJDBM SFTJTUBODF OFUXPSL�
/PUF UIBU UIFSNBM CPVOEBSZ DPOEVDUBODF JT EJTDVTTFE IFSF
JO UFSNT PG UXPNBUFSJBMT JO JOUJNBUF DPOUBDU
 UIFSFCZNBLJOH
UIJT JOIFSFOUMZ EJČFSFOU UIBO B iDPOUBDU DPOEVDUBODFw XIJDI
JT SFMBUFE UP UIF WPJET PS MBDL PG DPOUBDU CFUXFFO UXP TPMJET�

.FBTVSFNFOUT PG UIF UIFSNBM CPVOEBSZ DPOEVDUBODF
CFUXFFO UXP TPMJET UZQJDBM PDDVS JO B UIJO ĕMN HFPNFUSZ PS BU
VMUSBMPX UFNQFSBUVSFT� *O CPUI PG UIFTF DBTFT
 UIF SFTJTUBODF
EVF UP UIF JOUFSGBDF JT B NBKPS SFTJTUBODF JO UIF NFBTVSFE
TZTUFN PG JOUFSFTU
 UIFSFCZ BMMPXJOH GPS BDDVSBUF NFBTVSF�
NFOU TFOTJUJWJUZ� 0OF PG UIF ĕSTU DPNQSFIFOTJWF SFWJFXT
PG UIFSNBM CPVOEBSZ DPOEVDUBODF XBT EFUBJMFE CZ 4XBSU[
BOE 1PIM JO ���� <��>
 BOE UIFJS SFWJFX NBJOMZ GPDVTFE PO
MPX UFNQFSBUVSF NFBTVSFNFOUT BOE QIFOPNFOB� 3FDFOUMZ

XJUI UIF BEWBODFT JO TFOTJUJWF NFBTVSFNFOU UFDIOJRVFT
GPS JOUFSSPHBUJOH UIFSNBM USBOTQPSU PO UIF OBOPTDBMF <��>

BDDVSBUF NFBTVSFNFOUT PG UIFSNBM CPVOEBSZ DPOEVDUBODF
JO OBOPTZTUFNT BOE BU FMFWBUFE UFNQFSBUVSFT IBWF CFFO
BDIJFWFE <�
 �>�

"T UIF HPBM PG UIJT QBQFS JT UP EJTDVTT UIF FČFDUT PG JOUFS�
GBDJBM iOPO�JEFBMJUJFTw PO UIFSNBM CPVOEBSZ DPOEVDUBODF

POMZ B TVCTFU PG UIF NFBTVSFNFOUT PG UIFSNBM USBOTQPSU
BDSPTT WBSJPVT JOUFSGBDFT XJMM CF EJTDVTTFE IFSF� ćF SFBEFS
JT SFGFSSFE UP <�
 �
 ��> GPS PWFSWJFXT PG UIFSNBM CPVOEBSZ
DPOEVDUBODF BU iTNPPUIw PS TFFNJOHMZ iQFSGFDUw JOUFSGBDFT�
)PXFWFS
 JU JT JOGPSNBUJWF UP EJTDVTT UIF MJNJUT PG UIFSNBM
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'ĶĴłĿĲ ��ćFSNBM CPVOEBSZ DPOEVDUBODF BU WBSJPVT TPMJE JOUFSGBDFT
	1E�*S <��>
 "M�$V <��>
 5J/�.H0 <��>
 "M�4J <��
 ��>
 "M�TJOHMF
MBZFS HSBQIFOF 	4-(
 <��>
 (B4C�(B"T <��>
 BOE #J�EJBNPOE <��>
�
5ZQJDBM WBMVFT TQBO PWFS UISFF PSEFST PGNBHOJUVEF� 'PS DPNQBSJTPO

UIF FRVJWBMFOU DPOEVDUBODFT PG WBSJPVT UIJDLOFTTFT PG 4J02 BSF
TIPXO BT UIF TPMJE MJOFT�

CPVOEBSZ DPOEVDUBODF BU iQFSGFDUw JOUFSGBDFT BOE UIF EJG�
GFSFODF CFUXFFO FMFDUSPO�EPNJOBUFE BOEQIPOPO�EPNJOBUFE
UIFSNBM CPVOEBSZ DPOEVDUBODFT�

'JHVSF � TIPXT UIF UIFSNBM CPVOEBSZ DPOEVDUBODF BT
B GVODUJPO PG UFNQFSBUVSF GPS WBSJPVT JOUFSGBDFT JO XIJDI
ℎ, JT EPNJOBUFE CZ FJUIFS FMFDUSPO PS QIPOPO TDBUUFSJOH
<��
 ��
 ��
 ��o��>� ćF 5J/�.H0 BOE #J�EJBNPOE EBUB
SFQSFTFOU UIF IJHIFTU BOE MPXFTU QIPOPO�EPNJOBUFE UIFSNBM
CPVOEBSZ DPOEVDUBODF FWFS NFBTVSFE
 SFTQFDUJWFMZ <��
 ��>�
/PUF UIBU UIF FMFDUSPO�EPNJOBUFE UIFSNBM CPVOEBSZ DPOEVD�
UBODFT 	"M�$V BOE 1E�*S
 BSF SPVHIMZ POF PSEFS PG NBHOJ�
UVEF IJHIFS UIBO UIF QIPOPO�EPNJOBUFE UIFSNBM CPVOEBSZ
DPOEVDUBODFT BOE IBWF B TUFFQFS JODSFBTF XJUI UFNQFSBUVSF
<��
 ��>� "MPOH XJUI UIFTF EBUB
 UIF FRVJWBMFOU DPOEVDUBODFT
PG WBSJPVT UIJDLOFTTFT PG 4J02 BSF JOEJDBUFE CZ UIF TPMJE
MJOFT� UIJT FRVJWBMFOU DPOEVDUBODF JT DBMDVMBUFE CZ ℎ4J02

=
𝜅𝜅4J02

/𝑑𝑑
 XIFSF 𝜅𝜅4J02
JT UIF UIFSNBM DPOEVDUJWJUZ PG 4J02 BOE

𝑑𝑑 JT UIF UIJDLOFTT
 BT JOEJDBUFE JO <��>� ćFSFGPSF
 BU SPPN
UFNQFSBUVSF
 UIF UIFSNBM CPVOEBSZ DPOEVDUBODF CFUXFFO B
1E�*S JOUFSGBDF PČFST UIF FRVJWBMFOU SFTJTUBODF BT SPVHIMZ �¯
PG 4J02� ćF IJHIFTU QIPOPO�EPNJOBUFE UIFSNBM CPVOEBSZ
DPOEVDUBODF PČFST UIF TBNF SFTJTUBODF BT ∼� ON PG 4J02

OFBSMZ �� UJNFT HSFBUFS SFTJTUBODF UIBO UIF FMFDUSPO�FMFDUSPO�
EPNJOBUFE JOUFSGBDF� "U UIF MPXFS FOE PG UIF TQFDUSVN
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UIF ESJWF PG UIF DPNQVUJOH JOEVTUSZ UP NBJOUBJO .PPSF�T -BX
<�> BOE SFDFOUMZ GPDVTFE PO NJUJHBUJOH UIF UIFSNBM USBOTQPSU
JO UIF OBOPTDBMF EFWJDFT <�
 �>� 3FDFOU OPWFM BQQSPBDIFT
JO SFEVDJOH UIF OFU XBTUFE IFBU IBWF GPDVTFE PO XBTUF
IFBU SFDZDMJOH WJB UIFSNPFMFDUSJD QPXFS HFOFSBUJPO <�o�>�
ćFSNPFMFDUSJD TPMVUJPOT BMTP TIPX QSPNJTF JO SFEVDJOH
IBSNGVM FNJTTJPOT JO UIF HSJE
 BT UIF FOUJSFMZ TPMJE TUBUF
NBLFVQ PG UIFSNPFMFDUSJDT SFRVJSFT OP NPWJOH QBSUT
 DZDMFT

PS JOQVU GVFM PUIFS UIBO IFBU� ćFTF UIFSNPFMFDUSJD TPMVUJPOT
DPNCJOFE XJUI iSFOFXBCMF TPVSDFw UFDIOPMPHJFT 	UFDIOPMP�
HJFT UIBU EP OPU SFMZ PO DPBM BT B GVFM�TVDI BT QIPUPWPMUBJDT
<�
 ��>
 DPVME TVCTUBOUJBMMZ SFEVDF UIF DBSCPO GPPUQSJOU PG UIF
FOFSHZ HSJE�

ćF JTTVF XJUI UIFTF UFDIOPMPHJFT MJFT JO UIFJS PQFSBUJPO
FďDJFODJFT
 XIJDI BU UIJT TUBHF PG SFTFBSDI IBWF CPJMFE
EPXO UP B UIFSNBM FOHJOFFSJOH QSPCMFN PO UIF OBOPTDBMF�
'PS FYBNQMF
 QPXFS EJTTJQBUJPO MJNJUT UIF QFSGPSNBODFT PG
FMFDUSPOJD TZTUFNT GSPN JOEJWJEVBM NJDSPQSPDFTTPST UP EBUB
DFOUFST� *O TJMJDPO�CBTFE NJDSPQSPDFTTPST 	CZ GBS UIF NPTU
DPNNPOMZ JNQMFNFOUFE UFDIOPMPHZ

 PQFSBUJPO CFZPOE B
GFX ()[ JT OPU QPTTJCMF EVF UP PO�DIJQ QPXFS EFOTJUJFT
FYDFFEJOH ���8DNѣ�
 IJHIFS UIBO B UZQJDBM IPUQMBUF BOE
GBS HSFBUFS UIBO UZQJDBM DPPMJOH DBQBCJMJUJFT <�>� &WFO HSFBUFS
QPXFS EFOTJUJFT IBWF CFFO PCTFSWFE JO 3' BOE BNQMJĕFS
EFWJDFT VTJOH ***o7 PS HSPVQ *7 DPNQPVOE TFNJDPOEVDUPST
	F�H�
 (B"T PS 4J$
 <��>� ćFTF IVHF QPXFS EFOTJUJFT MFBE
UP IPU�TQPUT BOE EFWJDF GBJMVSF
 XBSSBOUJOH UIF OFFE GPS
JODSFBTFE UIFSNBM DPOEVDUJPO UP NJUJHBUF UIF IFBU MPBE� "T
BOPUIFS FYBNQMF
 DVSSFOU UIFSNPFMFDUSJD TPMVUJPOT GPS XBTUF
IFBU SFDPWFSZ BSF GBS PVUQFSGPSNFE CZ USBEJUJPOBM TPMVUJPOT
TVDI BT IFBU FYDIBOHFST XJUI IFBU QVNQT PS IFBU FOHJOF
DZDMFT TVDI BT UIF 0SHBOJD 3BOLJOF PS ,BMJOB DZDMFT <�>
 NBL�
JOH NBKPS JNQMFNFOUBUJPOT PG UIF NPSF�DBSCPO�GPPUQSJOU�
GSJFOEMZ UIFSNPFMFDUSJD EFWJDFT JNQSBDUJDBM� *NQSPWFNFOU JO
UIF UIFSNPFMFDUSJD FďDJFODZ DBO CF BDIJFWFE CZ DPOUSPMMFE
SFEVDUJPO JO UIFSNBM USBOTQPSU PG UIF UIFSNPFMFDUSJD NBUF�
SJBMT
 TJODF UIF UIFSNPFMFDUSJD FďDJFODZ 	RVBOUJĕFE CZ UIF
'JHVSF PG .FSJU
 ;5
 JT JOWFSTFMZ SFMBUFE UP UIF UIFSNBM
DPOEVDUJWJUZ� 3FDFOUNBTTJWF JNQSPWFNFOUT JO ;5 JO UIFSNP�
FMFDUSJD NBUFSJBMT IBWF CFFO EJTDPWFSFE CZ OBOPTUSVDUVSJOH
<�
 ��o��>
 MFBWJOH UIF SFTFBSDI QSPCMFN UP JNQSPWF FOFSHZ
FďDJFODZ DFOUFSFE BSPVOE VOEFSTUBOEJOH UIFSNBM USBOTQPSU
PO UIF OBOPTDBMF� "T CPUI JODSFBTFT BOE EFDSFBTFT JO UIFSNBM
DPOEVDUJWJUZ BSF SFRVJSFE GPS EJČFSFOU BQQMJDBUJPOT
 UIF BCJMJUZ
UP DPOUSPM BOE UVOF UIF UIFSNBM QSPQFSUJFT PG NBUFSJBMT JT
UIFSFGPSF UIF VMUJNBUF HPBM UP JNQSPWF EFWJDF FďDJFODZ BOE
JNQSPWF FOFSHZ DPOTVNQUJPO USFOET�

ćJT EFTJSFE UIFSNBM DPOUSPM JO OBOPTZTUFNT
 IPXFWFS

JT OPU B USJWJBM UBTL� %VF UP UIF NBHOJUVEFT PG UIF UIFSNBM
NFBO GSFF QBUIT BQQSPBDIJOH PS PWFSQBTTJOH UZQJDBM MFOHUI
TDBMFT JO OBOPNBUFSJBMT 	J�F�
 NBUFSJBMT XJUI MFOHUI TDBMFT MFTT
UIBO � NJDSPO

 UIF UIFSNBM USBOTQPSU BDSPTT JOUFSGBDFT DBO
EJDUBUF UIF PWFSBMM SFTJTUBODF JO OBOPTZTUFNT� ćJT MFBET UP B
SFHJNF JO XIJDI VOJRVF ZFU SFMBUJWFMZ VOLOPXO NFDIBOJTNT
TVDI BT JOUFSGBDJBM TDBUUFSJOH
 CBMMJTUJD USBOTQPSU
 BOE XBWF�
FČFDUT PČFS QPUFOUJBM OFX EFHSFFT PG GSFFEPN JO UIF UIFS�
NBM FOHJOFFSJOH PG NBUFSJBM TZTUFNT <�
 ��>� )PXFWFS
 UIF
GVOEBNFOUBM NFDIBOJTNT ESJWJOH UIFTF FMFDUSPO BOE QIPOPO
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'ĶĴłĿĲ �� 4DIFNBUJD PG B QFSGFDU BOE BO BUPNJDBMMZ JNQFSGFDU
JOUFSGBDF� " QFSGFDU JOUFSGBDF JT BO BUPNJDBMMZ BCSVQU
 DPIFSFOU
JOUFSGBDF CFUXFFO UXP TPMJET JO JOUJNBUF DPOUBDU� ćF BUPNJDBMMZ
JNQFSGFDU JOUFSGBDF EFQJDUFE IFSF PDDVST XIFO UIF JOUFSGBDF JT
OPU XFMM EFĕOFE EVF UP BUPNJD EJTPSEFS 	CPUI TUSVDUVSBM BOE
DPNQPTJUJPOBM

 SFTVMUJOH JO SPVHIOFTT BOE JNQVSJUJFT BSPVOE UIF
JOUFSGBDF�

JOUFSBDUJPOT BU OBOPTDBMF JOUFSGBDFT BSF EJďDVMU UP QSFEJDU
BOE DPOUSPM TJODF UIF UIFSNBM CPVOEBSZ DPOEVDUBODF BDSPTT
JOUFSGBDFT 	PęFO DBMMFE UIF ,BQJU[B DPOEVDUBODF

 Λ, <��
 ��>

JT JOUJNBUFMZ SFMBUFE UP UIF DIBSBDUFSJTUJDT PG UIF JOUFSGBDF
	TUSVDUVSF
 CPOEJOH
 HFPNFUSZ
 FUD�
 JO BEEJUJPO UP UIF GVOEB�
NFOUBM BUPNJTUJD QSPQFSUJFT PG UIF NBUFSJBMT DPNQSJTJOH UIF
JOUFSGBDF JUTFMG� ćJT JOUFSQMBZ CFUXFFO JOUFSGBDJBM QSPQFSUJFT
BOE UIFSNBM CPVOEBSZ DPOEVDUBODF DBO MFBE UP BEEJUJPOBM
DBSSJFS TDBUUFSJOH NFDIBOJTNT BOE QIFOPNFOB UIBU XJMM OPU
POMZ DIBOHF UIF UIFSNBM QSPDFTTFT
 CVU DBO BMTP CF VTFE UP
TZTUFNBUJDBMMZ NBOJQVMBUF BOE DPOUSPM UIFSNBM USBOTQPSU JO
OBOPTZTUFNT�

"T BO FYBNQMF
 DPOTJEFS B iQFSGFDUw JOUFSGBDF BOE BO
BUPNJDBMMZ EJTPSEFSFE
 iJNQFSGFDUw JOUFSGBDF
 EFQJDUFE JO
'JHVSF ��ćF JNQFSGFDU JOUFSGBDF JOUSPEVDFT SPVHIOFTT BMPOH
XJUI BUPNJD JNQFSGFDUJPOT UIBU DBVTF BEEJUJPOBM UIFSNBM TDBU�
UFSJOH XIJDI DBO DIBOHF Λ,
 BT * IBWF EJTDVTTFE JO QSFWJPVT
XPSLT <��o��> BOE XJMM EFUBJM UISPVHIPVU UIJT QBQFS� ćF
QSPQFSUJFT PG UIJT JOUFSGBDF EJDUBUF UIF BEEJUJPOBM TDBUUFSJOH
NFDIBOJTNT� ćFSFGPSF
 BO VOEFSTUBOEJOH PG UIF FČFDUT PG
JOUFSGBDJBM JNQFSGFDUJPOT BOE PUIFS iOPO�JEFBMJUJFTw 	TVDI
BT SPVHIOFTT
 EJTPSEFS
 BOE CPOEJOH
 PO UIFSNBM USBOTQPSU
BDSPTT DPNQMFY OBOPTDBMF JOUFSGBDFT JT XBSSBOUFE UP GVMMZ
EFWFMPQ UIF QPUFOUJBM UP DPOUSPM FMFDUSPO BOE QIPOPO UIFSNBM
QSPDFTTFT JO OBOPTZTUFNT�

5P UIJT FOE
 JO UIJT QBQFS * XJMM SFWJFX SFDFOU BEWBODF�
NFOUT JO UIF VOEFSMZJOH QIZTJDT PG UIFSNBM CPVOEBSZ DPO�
EVDUBODF BU TPMJE JOUFSGBDFT
 GPDVTJOH TQFDJĕDBMMZ PO UIF
SPMF PG JOUFSGBDJBM OBOPTDBMF iJNQFSGFDUJPOT
w TVDI BT TVSGBDF
SPVHIOFTT
 DPNQPTJUJPOBM EJTPSEFS
 BUPNJD EJTMPDBUJPOT
 PS
JOUFSGBDJBM CPOEJOH� *O UIF OFYU TFDUJPO
 * QSFTFOU BO PWFSWJFX
PG UIFSNBM CPVOEBSZ DPOEVDUBODF BOEEJTDVTT QFSUJOFOUNFB�
TVSFNFOUT PG UIFSNBM CPVOEBSZ DPOEVDUBODF CFUXFFO UXP
TPMJET UP QVU UIJT UIFSNPQIZTJDBM RVBOUJUZ JOUP QFSTQFDUJWF�
'PMMPXJOH UIJT CBDLHSPVOE
 * EJTDVTT UJNF EPNBJO UIFSNPSF�
ĘFDUBODF JO 4FDUJPO �� 5%53IBT CFDPNF B DPNNPO
 FČFDUJWF
FYQFSJNFOUBM UFDIOJRVF UP BDDVSBUFMZ NFBTVSF UIF UIFSNBM
CPVOEBSZ DPOEVDUBODF CFUXFFO UXP TPMJET� *O 4FDUJPO �
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interface presently considered. is suggests that without an
oxide layer, inelastic phonon-phonon scattering could play a
role in thermal transport across aluminum-silicon interfaces
[112, 113]. On the other hand, we attribute the difference
between the predicted and measured values at the smoothest
interface considered (black squares) to the native oxide layer.
e conductance of this oxide layer is described by its thermal
conductivity divided by its thickness,

ℎoxide =
𝜅𝜅oxide
𝑡𝑡oxide

. (11)

When evaluating (12), we use the temperature-dependent
bulk thermal conductivity of 𝛼𝛼:SiO2, as it has been shown
that the thermal conductivity of thin �lm 𝛼𝛼:SiO2 does not
substantially differ from that of bulk [29]. A series resistor
approach then yields

ℎK = 󶀢󶀢ℎ
−1
K,DMM + ℎ−1oxide󶀲󶀲

−1
. (12)

is prediction is represented by the solid black line in Figure
7 and agrees well with our experimental data.

In order to take interfacial roughness into account, we
introduce a spectral attenuation coefficient (discussed in
detail in our previous work [19]) and insert this coefficient
into the integral expression of the DMM. is coefficient, 𝛾𝛾,
is unity when the phonon wavelength, 𝜆𝜆, is greater than the
RMS roughness, 𝛿𝛿. On the other hand, 𝛾𝛾 = 𝛾𝛾𝛾𝛾−𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝜆𝜆𝛾𝛿𝛿𝛾
when 𝜆𝜆 𝜆 𝛿𝛿. at is, phonons with wavelengths greater
than 𝛿𝛿 are unaffected by the roughness of the interface,
whereas those with wavelengths less than 𝛿𝛿 are affected in a
fashion similar to that of photons in an absorptive media, for
example, the Beer-Lambert law. Qualitatively speaking, this
approach suggests that as the “absorptivity” of the interface
increases, so too does the temperature drop across it. With
the spectral attenuation coefficient implemented, the DMM
is once again plotted in Figure 7 for roughnesses of 6.5 nm
and 11.4 nm. As is evident in the plot, this approach not
only captures the reduction in Kapitza conductance due
to interface roughening, but also captures the reduction in
temperature dependence as well.

Finally, I plot room temperature Kapitza conductance as a
function of RMS roughness in Figure 8 (squares), comparing
the chemically roughened data from our paper [21], the
aforementioned roughness DMMmodel calculated at 300K,
and two prior sets of experimental data from our previous
works in which we explored other methods of roughening
the silicon surface (different chemical etchants (le pointing
triangles) [20] and quantum dot roughening (circles) [19]),
as mentioned at the beginning of this section. Regardless
of the silicon roughening procedure, the thermal boundary
conductances all follows a similar relationship with RMS
roughness.

To summarize, we have extensively characterized rough-
ness effects on thermal boundary conductance across Al/Si
interfaces. In general, we found that an increase in RMS
roughness leads to a systematic decrease in thermal boundary
conductance. We developed an extension to the DMM
that is based around phonon wavelength considerations in
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F 8: Room-temperature predicted (line) and measured ther-
mal boundary conductance at Al/Si interfaces plotted as a function
of interface roughness. Regardless of the silicon roughening proce-
dure (indicated in the plot), the thermal boundary conductances all
follows a similar relationship with RMS roughness.

which only certain phonon wavelengths see the interfacial
roughness. is model captures both the magnitude of the
experimental data and the temperature and roughness trends
well. However, this RMS roughness phenomenon, to my
knowledge, has only been intricately explored with well-
characterized interfaces in our three recent works [19–21].
Different materials with different phonon spectra and oxide
reactivities (e.g., gold, which does not wet a Si native oxide
layer) should be explored to generalize the phonon physics at
geometrically rough interfaces.

8. Effects of Lattice Dislocations on Phonon
Thermal Boundary Conductance

us far, I have discussed the effects of compositional
mixing and geometric roughness on thermal transport across
solid interfaces. ese interfacial characteristics can com-
monly be produced by nanoscale processing or modifying
the growth/synthesis conditions. However, combinations of
materials can lead to additional interfacial imperfections
based on the crystal structure and atomic properties. e
most common imperfections that naturally form at the inter-
face between two solids are dislocations produced from strain
relaxation that stem from the lattice mismatch between two
materials. Dislocations, which can readily scatter phonons
and add to thermal resistance in solids [128], have been
shown to cause drastic reductions in the thermal conductivity
of thin �lms and nanostructures. For example, at large
periodic thicknesses (∼10 nm), the thermal conductivity of
Si/Ge superlattices has been shown to suddenly drop by
a factor of two due to dislocation formation from strain
relaxation of the Si or Ge layers on Ge or Si, respectively,
leading to poor crystalline quality [129]. Similarly, threading
dislocation densities of 𝛾 × 1010 cm−1 have led to AlN
�lms on Si� substrates to exhibit thermal conductivities
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standard deviation increases with increasing temperature due
to the fact that our calculations are less sensitive to Kapitza
conductance with increasing temperature (the temperature
drop at the interface associated with Kapitza conductance
decreases, while the temperature drops across the leads
increases). Kapitza conductances at the interfaces contained
within samples B through G (impurity distribution and mass
series) were calculated as a function of temperature from
11 K to 50 K, and the conductances at the interfaces in sam-
ples H and I (bond series) were calculated at a fixed tempera-
ture of 30 K.

A. Influence of impurity distribution

The effects of the concentration and distribution of light
impurities (mi ¼ 10 amu) are shown in Fig. 1. When compar-
ing the results from samples B, C, and D, it is clear that
Kapitza conductance decreases with increasing impurity con-
centration; as in earlier works, increased interfacial disorder
leads to lower realized values of Kapitza conductance, as
well as a diminished temperature dependence.9,13,15,16,18,19

However, these data also show that the relationship between
impurity concentration and the effective reduction in Kapitza
conductance is non-linear; that is, doubling the number of
impurities does not double the realized reduction in Kapitza
conductance, which can be seen by comparing the difference
in Kapitza conductance between B and C to the difference
between C and D. This is consistent with the behavior
observed in SiGe alloys, where increasing Ge concentration
had a diminishing effect in terms of yielding lower values of
thermal conductivity.44,45 However, in our earlier work in
which substrates were chemically etched to vary interface
roughness (i.e., interface disorder) we observed the opposite
behavior, where relative reductions in Kapitza conductance
increased with increasing disorder.19 Thus, taken collec-
tively, these works serve to distinguish the effects of com-
positional and structural disorder. While both can be
exploited to tune interfacial transport, the behavior of each
is distinct.

B. Influence of impurity mass

The effect of impurity mass for a fixed distribution is
shown in Fig. 2. Both light and heavy impurities (samples B
and G, or mi ¼ 10 amu and 150 amu, respectively) reduce
conductance from the baseline values, albeit this reduction is
not symmetric with impurity mass. Conventional forms of
the phonon-impurity scattering rate are of the form
s"1

i / ððmhost " miÞ=mhostÞ2. Thus, in a medium where the
average atomic mass is 80 amu, 10 amu, and 150 amu impur-
ities would behave identically.36,37 While this form of pho-
non scattering can hold in the context of thermal
conductivity, the fact that it does not hold at an interface sug-
gests other mechanisms are, in part, responsible for the
observed behavior. Also shown in Fig. 2 is that when mi falls
between mA and mB (sample F, or mi ¼ 80 amu), conduct-
ance increases, or, in other words, increased interfacial disor-
der increases the efficiency of thermal transport.

To further explore the mechanisms responsible for this
observed behavior, we have calculated the local phonon
DOS of each atom within the monolayers immediately ad-
jacent to the interface. The DOS is proportional to the Fou-
rier transform (F) of the velocity auto-correlation function
(VACF)40 but in practice is calculated using standard esti-
mation procedures for power spectral density. For each
atom, the velocity is obtained at each integration time step
to give a velocity fluctuation time series of 73 728 points.
The Welch method of power spectral density estimation is
then applied by creating eight 50% overlapping segments
of 16 384 points to give an angular frequency resolution of
8:96% 1010 rad s"1 based on our time step of 4.28 fs. Each
segment is then multiplied by a Hamming window and the
fast Fourier transform is computed. The power spectral den-
sity, equivalent to FðVACFÞ, is then obtained by ensemble
averaging the Fourier transform magnitudes of each seg-
ment. In order to compute the DOS in units of counts per
frequency per volume, FðVACFÞ must be further normal-
ized by the atomic mass, local temperature, and atomic
density.28

The phonon density of states of materials A and B, as
well as those of 10, 80, and 150 amu impurities immediately
adjacent to the interface (in samples B, F, and G, respec-
tively) calculated at 11 K are plotted in Fig. 3(a). The pri-
mary spectral overlap between A and B falls between 5 and
7 Trad s"1. While both the 80 and 150 amu impurities exhibit
spectral overlap within this range, the vibrational spectrum
of the 10 amu impurity is largely outside the spectra of both
materials A and B, thus providing insight as to why the
10 amu impurities produce lower realized values of Kapitza
conductance as compared to 150 amu impurities. Again,
according to Klemens theory,36,37 the strength of impurity
scattering is proportional ððmhost " miÞ=mhostÞ2, which would
suggest that the effects of 10 amu and 150 amu impurities
should be the same. However, at an interface, where phonon
scattering is not only dictated by a difference in absolute
mass but also the overlap of phonon spectra, this does not
hold. To further illustrate this point, we define the spectral
overlap29 between material A, an impurity atom, and mate-
rial B as

FIG. 2. The effect of variable impurity mass on Kapitza conductance as a
function of temperature. When mi falls outside the range between mA and
mB, Kapitza conductances are lower than that at the reference interface,
while conductances increase when mi falls between mA and mB.
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IA:i:BðxÞ ¼ DAðxÞDiðxÞDBðxÞ; (1)

where DiðxÞ is the density of states of one of the three impu-
rity atoms; this spectral overlap is plotted in Fig. 3(b). As is
evident in the figure, while the overlap “width” of the 80 and
the 150 amu impurities is similar, the area under the curve
associated with the 80 amu impurity is larger (by $ 30%). In
addition, the A : 80 amu : B overlap is centered about the in-
herent vibrational overlap between materials A and B, thus
indicating that the 80 amu impurities can serve to act as a
“vibrational bridge” by creating a region of graded vibra-
tional properties near the interface. However, this result is
unique compared to earlier work in which a confined thin
film at the interface served to grade the vibrational properties
insofar as impurities enhance conductance at elevated tem-
peratures, whereas the confined films only enhanced con-
ductance at low temperatures ($10% of the melt
temperature, which in the present system is <10 K).22

C. Influence of impurity bond

Impurity atoms can differ not only in terms of atomic
mass but also in terms of their bond characteristics, e.g.,
strength and radius. In a Lennard-Jones system, these charac-
teristics are dictated by the energy and length parameters, e
and r. In a dislocation free system, a change in either e or r

will have a similar effect insofar as it will change the intera-
tomic force constant, K ¼ @2U=@r2. Thus, in order to assess
the influence of the impurity bond characteristics, we chose
to vary the Lennard-Jones energy parameter of 10 amu
impurities, ei, by 625%, while leaving r fixed (by keeping
bond radius fixed, the coherent nature of the interfaces could
be preserved). Lorentz-Berthelot mixing rules were applied
for interactions between impurity and host atoms,
eij ¼

ffiffiffiffiffiffiffi
eiej
p

, and Kapitza conductance was calculated at a
fixed temperature of 30 K. As noted in Table I, changing ei

by as much as 625% led to no statistically significant change
in Kapitza conductance, indicating for this combination of
parameters, the mass of the impurity atoms plays the domi-
nant role as compared to the impurity bond characteristics.
This is consistent with earlier molecular dynamics studies of
the thermal conductivity of SiGe alloys, where treating Ge
atoms like heavy Si isotopes (ignoring differences in bond
strength) did not distort results.38

IV. CONCLUSION

In summary, we have investigated the influence of sub-
stitutional impurities on Kapitza conductance at coherent
type interfaces via non-equilibrium molecular dynamics sim-
ulations. It has been shown that the presence of impurities at
an interface can either increase or reduce the Kapitza con-
ductance at an interface depending on the relative match or
mismatch between the vibrational spectra of the materials
comprising the interface and that of the impurities. These
results suggest that at solid-solid interfaces between lattice-
matched materials, e.g., AlAs:GaAs, compositional diffusiv-
ity (disorder) via either doping or alloying could enhance
thermal transport.
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FIG. 3. The phonon density of states of materials A and B (shaded regions),
as well as that of 10, 80, and 150 amu impurities immediately adjacent to the
interface in samples B, F, and G (dotted, solid, and dotted–dashed lines,
respectively) are shown in (a). The primary spectral overlap between A and
B falls between 5 and 7 Trad s%1. While both the 80 and 150 amu impurities
exhibit some spectral overlap within this range, the vibrational spectrum of
the 10 amu impurity is largely outside the spectra of both materials A and B.
In (b), the spectral overlap as defined by Eq. (1) is plotted for the three dif-
ferent combinations of A:i:B.
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serves as a mechanism to perturb the mass defect scattering term
in well established phonon scattering models [12e14], allowing us
to build-upon the current understanding of phonon defect
interactions.

While there have been numerous investigations of ion implan-
tation effects in diamond, a limited number have reported associ-
ated measured thermal conductivities, with most focusing on
electron or neutron irradiation [15e17]. However, in the case of
neutron irradiation, thermal conductivities as low as 71Wm!1 K!1

are reported for samples implanted at a dose of 4.5" 1018 cm!2

[15]. A number of studies have investigated the role of point defects
in diamond in the form of isotopic impurities, such as 13C content in
12C diamond crystals [10,18e21]. Among these studies, the thermal
conductivity can be reduced by hundreds of Wm!1 K!1 for isotopic
impurity concentrations less than 1%, demonstrating the strong
influence of impurity scattering on the thermal conductivity of the
lattice. In this study, at the highest dose, we ultimately find the
implanted mass impurity concentration to be much lower than 1%
within the regions measured, but in combination with other forms
of residual lattice defects generated during the implantation pro-
cedure, these defects are capable of reducing the thermal conduc-
tivity by two orders of magnitude.

In short, ion implantation is a bombardment procedure inwhich
ionized atoms are accelerated into a targetmaterial. In industry, it is
a fundamental process used in the manufacture of transistors and
integrated circuits, traditionally utilized to implant semiconductors
with acceptor or donor dopants [22,23]. However, ion implantation
is also capable of producing material modification in the form of
surface modification or amorphous layer formation [24,25]. A
simple schematic of the process is represented in Fig. 1. Prior to
implantation, the target, in this case diamond, maintains the peri-
odicity of its lattice as a polycrystalline material. Upon bombard-
ment of the lattice, ions of C3þ, N3þ, or O3þ are accelerated into the
lattice at an energy of 16.5MeV. At some point during the implant,
the accelerated ions will come into contact with an atom at rest,
and transfer a portion of the kinetic energy, creating what is known
as a primary knock-on atom, whichwill in turn collidewith another
atom at rest [26]. Throughout the implantation, this process will
happen repeatedly, yielding recoil cascades within the lattice,
potentially generating high degrees of damage. When the

accelerated ions no longer have sufficient energy to move a lattice
atom from its equilibrium position, it comes to rest at its projected
range. With doses and energies high enough, an amorphous layer
will be produced at the end of range [27e29] with residual damage
remaining above this layer in the form of point defects including
vacancies, interstitials, substitutional impurities, as well as
extended defects such as vacancy clusters. In this manuscript, we
quantify the role of this residual damage in the layer above the end
of range on the thermal conductivity of ion irradiated diamond.

2. Experimental

2.1. Sample fabrication and SRIM

Polycrystalline diamond substrates (with grain sizes extending
up to 65e75% of the sample thickness) were purchased from
Element Six and laser diced into quarters, yielding dimensions of
5mm " 5mm in area and 0.3mm in thickness. Polycrystalline
substrates were selected due to their prevalence in high-power
heat-sink applications [2,30]. Samples were then implanted,
normal to the surface, at Sandia National Laboratories with either
C3þ, N3þ, or O3þions at a beam energy of 16.5MeV using a 6MV
Tandem Van de Graaf accelerator. Fluences of 4" 1014, 4" 1015, and
4" 1016 cm!2 were used for each ion, yielding a total of nine
implanted samples. To ensure spatial uniformity of the implant, the
beam was rastered across the sample surface during the
implantation.

To estimate the longitudinal projected range of implantation
depth, simulations were performed with Stopping and Range of
Ions in Matter (SRIM) software. SRIM is a widely accepted Monte
Carlo simulation software capable of modeling a number of features
related to ion implantation including implant depths and concen-
trations on scales that would be prohibitively large for other
modeling techniques such as molecular dynamics, for example
[31,32]. We utilize detailed calculations with full damage cascades
to predict damage profiles following implantation at a beam energy
of 16.5MeV for each ion. In each case, we specify the beam energy
as 16.5MeV and diamond substrate density as 3.515 g/cm3 [33]. We
utilize an average displacement energy of 37.5 eV [34,35], a lattice
binding energy of 7.5 eV [36e38], and a surface binding energy of

Fig. 1. Visualization of ion implantation. Prior to bombardment of the accelerated ions (a), the substrate maintains a diamond cubic crystal structure. Upon impingement of the
lattice (b), the kinetic energy of the accelerated ions is transferred to the carbon atoms at rest, which become primary knock-on atoms, and are then launched further into the lattice
until collision with other atoms at rest. This process repeats to create recoil cascades. Following implantation (c), the ions come to rest at the projected range, creating an amorphous
region, and above this layer, leave behind both point and extended defects.
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and defect proximity e↵ects on TBR. Similarly, the study
on amorphous multilayers by Giri et al. [25] may not di-
rectly translate to predictions from MD simulations at
individual crystalline interfaces.

In this work, we present an experimental study of the
TBR across Al / ion-bombarded Gallium Nitride (GaN)
interfaces. GaN is bombarded with varying doses of C+,
N+, and Ga3+ ions, targetting a maximum near-interface
defect density of 2%.We show a reduction in the mea-
sured Al / GaN TBR. To explain this reduction, we per-
form MD simulations on a simplified toy system. We use
void / interstitial defects pairs in a toy silicon / heavy
silicon system to model the defects formed by ion im-
plantation and quantify the resulting crystalline disorder
with Procrustes Shape Analysis [36]. Our results show an
increased level of scattering within the defected material
due to an increase in short- and mid-range crystalline dis-
order. This assists in the thermalization between inter-
facial and bulk vibrational modes, resulting in decreases
in TBR. This is in contrast to conventional formalisms,
where scattering at the interface is said to dominate ther-
mal transport.

EXPERIMENTS PROCEDURES AND RESULTS

We grow GaN films via metal organic chemical vapour
deposition which we then bombard with varying doses of
carbon, gallium, and nitrogen ions (See Table I in Supple-
mental Material). An aluminum transducer is then de-
posited on each sample, and we use Time-Domain Ther-
moreflectance (TDTR) [37] to measure the TBR across
the aluminum / ion-bombarded GaN film interface. In
a TDTR measurement, a pulsed laser is used to heat
the sample (pump) and subsequently measure the pump-
induced temperature rise (probe). The time delay be-
tween the arrival of the pump and probe pulses is varied
to allows reconstruction of a thermal decay curve, and
the dataset is fitted to an analytical thermal model.

We choose ion energies such that the ion stopping
ranges (predicted via Stopping and Ranges of Ions in
Matter (SRIM) [38] software) exceed the TDTRmeasure-
ment depth, and we choose doses targeting a ⇠2% near-
surface defect concentration for our highest-dose samples.
A Schematic of the irradiated sample / deposited alu-
minum layer is shown in Figure. 1. Two samples sets
were prepared using separate surface cleaning procedures
(”alcohol cleaning” and a more thorough ultra-high vac-
uum (UHV) procedure) and growth conditions for the
aluminum (e-beam evaporation, and molecular beam epi-
taxy (MBE)). Additional details on GaN growth, pre-
diction of ion and defect distributions, surface cleaning
procedures, and aluminum growth, can be found in Sup-
plemental Material.

In order to ensure the measured TBR trend is not an
artifact of changes in thermal conductivity (), both pa-

Figure 1. (a) Illustration of irradiation and resulting point de-
fects. GaN is irradiated with varying doses of C+, N+, Ga3+

ions (See Supplemental Material for details), which induces
a variety of defect types. (b) A distribution of irradiation-
induced defects is shown; ions inducing damage near the sur-
face and come to a stop deeper within the sample. We chose
the maximum irradiation dose for each ion so as to target a
near-surface damage level of 2%, and chose the irradiation
energy to ensure the ion stopping depth exceeded 3 µm. This
reduces assumptions required in our TDTR analysis. (c) An
aluminum transducer is then deposited on the sample, and
the TBR across the Al / GaN interface is measured.

Figure 2. Example TDTR raw data is shown (left), fitting
for both 1) the ratio of in-phase (X) and out-of-phase (Y)
data, as is typical, and 2) the signal magnitude. This has
the advantage of allowing overlapped contour analysis (right).
The quality of fit between data and model is checked across
the full parameter space (all combinations of  and TBR),
and only the region yielding a satisfactory fit for both ratio
and magnitude is accepted.

rameters are fitted with the thermal model, and we use
contour analysis to calculate uncertainty. This involves
comparing the analytical model’s decay curve against the
data for a range of  and TBR values. All combinations
of  and TBR which yield satisfactory fits are accepted,
and this forms the bounds for the fitted values. We also
fit each dataset using the ratio of locked-in in-phase and
out-of-phase signal (as is typical for TDTR) and mag-
nitude signal simultaneously. This allows overlapping of
contours for a given dataset, reducing the uncertainty
associated with the measurement. An example fit and
contour uncertainty is shown in Figure 2.

Experimental results are shown in Figure 3 for both
sample sets, and a trend in nominally-fitted TBR values
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FIG. 3. (a) TBR is measured between an aluminum capping layer and ion-irradiated GaN. Two sample sets are prepared, first using our
standard alcohol cleaning and e-beam aluminum deposition procedure (open symbols), and separately using a more rigorous ultrahigh vacuum
(UHV) cleaning and MBE deposition process (solid). A trend in nominal TBR values appears for both, with the alcohol-cleaned samples
showing TBR values roughly 4× higher. Once rigorous uncertainty is considered, however (calculated via contour analysis and the standard
deviation across multiple measurements), the trend is difficult to establish for the alcohol-cleaned samples. By comparison, a trend is clear
with the UHV and MBE samples, with a near-universal reduction in TBR following bombardment. STEM images are taken on low- (b) and
intermediate- (c) dose C+ samples within the UHV and MBE sample set, and no significant qualitative differences are seen at the interface to
explain the difference in TBR. Both have a ∼2 nm intermediate layer between the Al and GaN.

comparison to the tetrahedrons formed by each atom’s four
neighboring atoms and lattice sites in the diamond cubic
crystal. The comparison is performed by first finding the time-
averaged position of each atom, and the four nearest-neighbor
atom positions. The Kabsch algorithm is used to calculate
the rotation required to align the neighbor atom positions
to a regular tetrahedron, and the mean-squared distance of
each point to the center is used to calculate scaling. Once
alignment of the neighbor positions to the perfect tetrahedral
lattice positions is calculated, the Procrustes distance is sim-
ply the mean-squared distance between points. This is thus
a measurement of the local environment each atom sees and
can be used to find atoms of each class (interstitials, neighbors
to voids, etc.) in low disorder cases. Similarly, long-range
disorder such as the warping of lattice planes can be observed.
Additional details on the PSA calculation can be found in the
Supplemental Material [37], and further discussion is found
below.

B. Simulation results and discussion

In our baseline system with no defects, we found a TBR of
16.2 m2 K GW−1. By adding defects to the silicon or heavy
silicon sides, the TBR reduced to 5.7 or 7.3 m2 K GW−1,
respectively. A comparison of the vDOS of both regions

does not explain the difference in TBR. The bulk vDOS of
both silicon and heavy silicon (calculated from the atoms
centered between the baths and interface) does not substan-
tially change with the addition of defects, aside from a slight
difference in the sharpness of features [Fig. 4(a)]. We also
compute the area overlap between both bulk and interfacial
vDOS [14,30]. This is related to the harmonic scattering
across the interface, meaning an increase in the overlap fac-
tor could explain the reduction in TBR (results tabulated in
Table I). In some cases (e.g., monolayers half a unit cell
from the interface) the vDOS and TBR follow the expected
trend to a limited degree (e.g., only a ∼0.9% overlap differ-
ence between the baseline and defected heavy silicon cases,
despite TBR being less than half). For other cases, how-
ever (e.g., bulk vDOS or first monolayers adjacent to the
interface, Fig. S6) the expected trend does not hold (higher
overlap when defects are added to heavy silicon vs silicon,
despite having a higher TBR). Both of these discrepancies
suggest that changes in vDOS overlap from the local structure
and defects cannot explain the reduction in TBR following
irradiation.

We also calculate the spectral heat flux (SHF) between
groups of atoms by tracking the velocities of each atom and
interatomic forces [22,55–61]. This has been traditionally cal-
culated across interfaces but can also be done for arbitrary

165421-5

THOMAS W. PFEIFER et al. PHYSICAL REVIEW B 109, 165421 (2024)

FIG. 5. We compute the Procrustes distances for each atom (used as an indicator of the localized disorder seen by a given atom). (a) A
color map of Procrustes distances for a simulation with 2% added defects shows how Procrustes distances are associated with specific defect
types. Voids are the most obvious, as an atom is merely missing. The structure associated with interstitials is far less consistent, however, as the
relaxation of the system causes multiple atoms to shift out of place. (b) A histogram of Procrustes distances is plotted (solid) for varying defect
concentrations. All follow a roughly normal distribution, with peaks appearing which are likely associated with specific defect states. We also
present the integration across these distributions (dotted). 50% of atoms in the 2% defects case have Procrustes distances of 1.1 × 10−4 Å or
more compared to the undefected case where all atoms are below 3 × 10−5 Å. In other words, a majority of atoms (far more than the nominal
density of introduced defects) have a much more distorted local environment. The effects of the (relatively few) defects are not localized to the
defects alone, implying the presence of medium- and long-range disorder.

ion irradiated materials [63], where the thermal conductivity
is affected by scattering from the localized strain fields asso-
ciated with defects rather than the defects themselves.

IV. CONCLUSIONS

Additional scattering (both in our experiments and sim-
ulations) has been shown to assist in the thermalization of
interfacial modes, allowing better energy exchange between
populations. This increased energy exchange translates to
a reduction in the overall resistance associated with the
interface.

This has ramifications on the potential reduction of TBR
via the manipulation of crystalline disorder, either via ex
situ irradiation or in-situ growth (e.g., isotopic disorder).
The control of this short- and midrange crystalline dis-
order provides a mechanism to control mode conversion
through the unique vibrational modes that only arise at in-
terfaces. This, coupled with more traditionally employed
routes to manipulate TBR based on vDOS overlap or
disruption of longer range order (e.g., amorphous layers)

could lead to designer interfaces with user-defined phononic
TBRs.

ACKNOWLEDGMENTS

We appreciate support from the Office of Naval Research
through a MURI program, Grant No. N00014-18-1-2429. We
appreciate support from the National Science Foundation,
Grant No. 2318576. A.G. acknowledges funding from the
Office of Naval Research, Grant No. N00014-21-1-2622. This
work was performed, in part, at the Center for Integrated
Nanotechnologies, an Office of Science User Facility operated
for the U.S. Department of Energy (DOE) Office of Science.
Sandia National Laboratories is a multimission laboratory
managed and operated by National Technology and Engineer-
ing Solutions of Sandia, LLC, a wholly owned subsidiary of
Honeywell International, Inc., for the U.S. DOE’s National
Nuclear Security Administration under Contract No. DE-NA-
0003525. The views expressed in the paper do not necessarily
represent the views of the U.S. DOE or the United States
Government.

[1] E. T. Swartz and R. O. Pohl, Thermal boundary resistance, Rev.
Mod. Phys. 61, 605 (1989).

[2] C. Monachon, L. Weber, and C. Dames, Thermal boundary con-
ductance: A materials science perspective, Annu. Rev. Mater.
Res. 46, 433 (2016).

[3] A. Giri and P. E. Hopkins, A review of experimental and
computational advances in thermal boundary conductance and

nanoscale thermal transport across solid interfaces, Adv. Funct.
Mater. 30, 1903857 (2020).

[4] I. M. Khalatnikov, Heat exchange between a solid and helium
II, J. Exp. Theor. Phys. 22, 687 (1952).

[5] W. A. Little, The transport of heat between dissimi-
lar solids at low temperatures, Can. J. Phys. 37, 334
(1959).

165421-8

THOMAS W. PFEIFER et al. PHYSICAL REVIEW B 109, 165421 (2024)

FIG. 4. (a) We calculate the vibrational density of states (vDOS) for the bulk silicon (black) and heavy silicon (blue) sides of our simulation,
for the three simulation conditions (undefected: solid; defects in silicon: dotted; and defects in heavy silicon: dashed). We find no clear features
to explain the great reduction in TBR. The overlap factor is also calculated (tabulated values available in the Supplemental Material [37])
with no clear trends. (b) We calculate the total accumulated spectral heat flux (SHF) across the interface (black) and shearlike (blue) and
transverselike (green) components for all three simulation conditions as well. 12–13 THz vibrations dominate heat flow across the boundary
and the contribution of these modes are largely unaffected by the addition of defects. (c) Spatially dependent SHF and (d) spatially dependent
vDOS are assembled by simply calculated accumulated SHF [as in (b)] or vDOS [as in (a)] across multiple imaginary planes or for each
monolayer within the simulation. A thermalization region is visible where the heat-carrying modes change as the interface is approached.
Optical modes affecting every other atomic plane are visible (outlined in red), which we believe result from the interface limiting the vibration
of specific atoms. Fitting an exponential to this mode yields a quantifiably different decay rate between the undefected (e) and defected (f)
cases.

groups of atoms, e.g., across imaginary planes within the bulk.
The SHF across the interface for the undefected case is very
similar to that of silicon/germanium, which has been stud-
ied before [21,62], where the 12–13 THz interfacial modes
dominate heat flow across the interface [Fig. 4(b), presented
as an accumulated heat flux as a function of frequency). In
the calculation of SHF, the direction of forces and velocities
can be used to distinguish between the relative contributions
of vibrations parallel to and perpendicular to the interface.
Note that we do not call these transverse and longitudinal
modes, respectively, as a phonon wave vector is not attainable
from these simulations. We note a significant contribution of
parallel modes to heat flux across the boundary, and ensure
our simulation cross section is sufficiently large so as to not
affect these modes. In addition to the 12–13 THz parallel
modes, there is also a lesser contribution of perpendicular
modes in the 2.5–5, 7–10, and 15–18 THz ranges. Comparing
defected and undefected cases, the SHF is similar, with 12–13
THz modes continuing to dominate. All the same modes carry
heat in similar proportions as they did in the undefected case,
however they are able to carry more vibrational energy across
the interface.

Comparing interfacial SHF to vDOS, we note that the 12–
13 THz heat-carrying modes do not appear as dominant modes
in either bulk vDOS. Similarly, both the 12–13 THz and 15–18
THz frequency ranges are well above the highest vDOS fre-
quencies for the heavy silicon. Instead, high-frequency optical
modes of both materials scatter and form these intermediate
frequency vibrations (∼16 THz and ∼10 THz for silicon
and heavy silicon, respectively, forming the 12–13 THz
vibrations).

There is also significant overlap of either bulk or interfacial
vDOS outside of these 12–13 and 15–18 THz ranges which
do not substantially contribute to heat flux (e.g., around ∼6
THz). Instead, it is primarily the interfacial modes with sig-
nificant scattering to other bulk modes which carry the most
substantial amounts of heat [21,62]. This is in contrast to the
bulk case, where the bulk accumulated SHF and vDOS curves
line up (shown in Fig. S7), suggesting that all bulk modes
present roughly uniformly carry heat. While not included in
the traditional understanding of TBR, we posit the role of
the phonon wave vector within each material may be key;
phonons may exist in both materials at 6 THz, for example, but
may not be momentum-matched across the interface. While
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• Length scales of thermal conductivity (k) measurements and pump-probe 
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• Displacement damage governs thermal conductivity reduction in irradiated 
solids (PRB 104, 134306)

• Increasing thermal transport in irradiated solids
• Increasing k of amorphous carbon (Nano Lett. 21, 3935)
• Reducing thermal boundary resistance (PRB 109, 165421)
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thermal properties of subsurface thin films. The latter contributes
to our fundamental understating of vibrational thermal transport
in ion irradiated solids in the disordered layers about the average
ion termination depth (i.e., the longitudinal projected range).

The localized nature of damage that can be achieved in crys-
tals at the longitudinal projected range through ion implantation
offers an ideal platform to test the capabilities of SSTR as distinct
amorphous layers can be produced by ions at sufficiently high flu-
ences. This depth can be tuned based on a number of parameters,
including the energy and species of the ion, and thus, we design an
experiment in which we ion implant polycrystalline diamond with
N3þ so that the end of range is at a distance under the surface that
is inaccessible with TDTR, but accessible for the measurement
with SSTR.

A single-side polished polycrystalline diamond sample, com-
mercially available from Element Six (TM200), was selected as the
target medium in order to produce regions of localized amorphiza-
tion about the projected range, which has been previously demon-
strated in diamond for ions with sufficient energy.11–14 Localization
of damage through ion implantation can be represented with the
Stopping and Range of Ions in Matter (SRIM) software15,16 through
simulation of the ion concentration and displacements-per-atom
(dpa) profiles. An example is provided in Fig. 1(a), which displays the
result of diamond implanted with N3þ at 16.5MeV. For this calcula-
tion, we utilize a full damage cascade, with nitrogen as the selected
ion, and carbon as the target. The carbon target is modified such that
its properties are reflective of diamond:11 density of 3.51 g cm"3, dis-
placement energy of 37.5 eV,17,18 lattice binding energy of 7.5 eV,19–21

and a surface binding energy of 3.69 eV.22,23 The dpa is calculated
from the vacancy output of the calculation, assuming a fluence of
4# 1016 cm"3. As can be seen from Fig. 1(a), the ion concentration
and dpa associated with these implant conditions yield profiles that
are localized about the longitudinal projected range, with limited lon-
gitudinal straggle. In comparison, other materials, such as silicon, will
yield amorphous regions in response to implantation with heavy ions
but with more spatially diffuse damage profiles.24,25 The unique local-
ization of damage about the longitudinal projected range in diamond
has allowed for advanced lift-out techniques [via focused ion beam
(FIB) milling] of the material above the projected range, which lever-
ages the differences in mechanical properties between diamond and
amorphous carbon.14,26,27

II. EXPERIMENTAL

Ion implantation was carried out at Sandia National
Laboratories with a 6MV Tandem Van de Graaff accelerator. The
diamond was adhered with a conductive carbon tape onto a silicon
substrate and loaded into the implant chamber that was pumped to
1# 10"6 Torr. The diamond was subsequently exposed, at normal
incidence, to a fluence of 4# 1016 cm"2 N3þ. To provide for spatial
uniformity during the implantation, the beam was rastered across
the sample surface.

Localization of damage from the N3þ implantation is con-
firmed through high angle annular dark field scanning transmis-
sion electron microscopy (HAADF STEM) imaging of a cross
section of the sample produced from an FEI Titan electron micro-
scope. Figure 1(b) displays a visibly darker region beginning at a

depth of 7.03 μm from the sample surface; a higher resolution
image of the region is provided in Fig. 1(c). We note that the longi-
tudinal projected range observed from STEM is slightly larger than
that predicted through SRIM simulation, which could be attributed
to the fact that the crystalline structure and dynamic changes in
composition are not accounted for in the model.28–30 Selected area
electron diffraction is used to validate crystallinity of the region,
where diffraction is observed directly outside of the region, but

FIG. 1. (a) SRIM simulations of the ion concentration (gray) and dpa profile
(red) for N3þ implanted diamond, exposed to a dose of 4# 1016 cm"2 and ion
energy of 16.5 MeV. (b) and (c) HAADF STEM images of a cross section of the
implanted diamond with the same conditions from the SRIM simulation. (c) dis-
plays a higher resolution image centered about the longitudinal projected range.
The dark band at the projected range is amorphous, confirmed by the lack of
diffraction in selected area diffraction measurements. The images in (b) and (c)
are included from the previous study.11 Reproduced with permission from Scott
et al., Carbon 157, 97–105 (2020). Copyright 2020 Elsevier.
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of the DLC film/substrate was treated as infinite as there was little
sensitivity to the interface. Results of the DLC measurements are
displayed in Fig. 5(b); in general, the thermal conductivity was
found to be relatively constant within the measured thickness range
with an average of 1:5+ 0:2Wm!1 K!1, which is in close compar-
ison to the thermal conductivity of the amorphous layer within the
irradiated diamond. For comparison, SSTR was also used (with
10" and 20" objectives) to measure the thermal conductivity of
the PECVD DLC films. For the two thinnest films of 24 and 60
nm, there was little sensitivity to the thermal conductivity of the
films; however, results could be obtained on thicker films
(.100 nm) and were found to be within good agreement (,12%
difference) of the TDTR measurements, as shown in Fig. 5(b).

Despite the similarity in the measured thermal conductivity of
the amorphous diamond layer and amorphous PECVD carbon
films, it is important to note that the thermal conductivity of amor-
phous carbon has been shown to be highly dependent upon film
density.35–37,40,41 This is closely linked to the type of bonding most
prevalent to the film. For example, a higher fraction of C–C sp3

bonds (as compared to H-terminated bonds) provides for enhanced
stiffness and density. For these films, the corresponding thermal
conductivity has been shown to span over an order of magnitude,
ranging from less than 1Wm!1 K!1 to nearly 10Wm!1 K!1,
depending upon the density. For reference, we plot the reported
thermal conductivities of amorphous carbon films from Arlein et al.,34

Bullen et al.,36 and Shamsa et al.35 as a function of film density
in Fig. 5(c). The density of the PECVD films in this study was
measured with Rutherford backscattering spectrometry (RBS)
analysis (1.8 g cm!3). The corresponding thermal conductivity of
1.5 Wm!1 K!1 is within the range of that from amorphous
carbon films from the literature with similar density.

We find this correlation between density and thermal conduc-
tivity to also be applicable for amorphous carbon produced
through ion irradiation of diamond. For example, in a prior report
by Fairchild et al.,13 the formation of an amorphous band was like-
wise observed in diamond following implantation with Heþ at
0.5 MeV. A threshold density value of 2.95 g cm!3 was determined,
below which amorphization was found to occur. Within the amor-
phous band, densities ranging from 2.95 to 2.1 g cm!3 were
observed. With an average value of 2.53 g cm!3, a thermal conduc-
tivity of 1.39Wm!1 K!1 could be interpolated from the data of
Shamsa et al.35 and 1.85Wm!1 K!1 from Bullen et al.,36 which is
within the range of the thermal conductivity of the irradiation-induced
amorphous carbon of the present study.

For insight into the density of the amorphous region in the
present study, electron energy loss spectroscopy (EELS) analysis
was performed, from which shifts in the peak of the plasmon spec-
trum were used to calculate the density from a cross section of the
sample. Specifics on the density calculations are elaborated on in
the supplementary material. Maps of the plasmon peak position
could then be used to provide visualization of the spatial density
variation, such as that shown in Fig. 6, where a density map 6(b) is
contrasted to the corresponding HAADF STEM image 6(a). From
this analysis, the density of the damaged region pre-end-of-range
was found to be approximately 3.4 g cm!3, whereas the amorphous
layer was reduced to a density ranging from 1.9 to 2.1 g cm!3. For
comparison, the thermal conductivity of the amorphous carbon
induced through ion implantation is plotted with the PECVD
amorphous carbon films in Fig. 5(c). In general, the thermal con-
ductivity is in agreement with amorphous carbon films fabricated
through PECVD, which serves to highlight the critical role of
density in dictating the thermal conductivity of carbon and also
lends credence to the measurement.

FIG. 5. (a) Measured thermal conductivity of the amorphous region (κ3) of the
ion-implanted diamond sample, considering the material system as a four-layer
model. (b) Measured thermal conductivity of amorphous carbon in a thickness
series of diamond-like carbon films. (c) Thermal conductivity of amorphous
carbon as measured with TDTR and SSTR. For reference, experimental values
are included from literature as a function of density,34–36 originally compiled in a
work by Arlein et al.34 Reproduced from Arlein et al., J. Appl. Phys. 104,
033508 (2008). Copyright 2008 AIP Publishing LLC.

FIG. 6. (a) HAADF STEM image of an FIB cross section of the irradiated
diamond. (b) displays the corresponding spatially resolved density of the region
as determined from the EELS analysis.
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enhanced sensitivity to parameters at larger depths, as seen in
Fig. 4(a), including the amorphous layer.

As sensitivity analysis and calculations of the thermal penetra-
tion depth indicate sensitivity to the thermal conductivity of the
amorphous layer in the low frequency limit, the ΔV/V SSTR mea-
surements are analyzed as the four-layer geometry described previ-
ously. The properties of the Al, damaged polycrystalline diamond
region, and pristine diamond are obtained through four-point
probe measurements and TDTR, and the thermal conductivity of
the amorphous layer is then treated as a fitting parameter within
the multi-layer heat diffusion model32 of the measured data. The
thermal conductivity of the amorphous layer is plotted as a func-
tion of effective spot size in Fig. 5(a). In contrast to the two-layer
fitting from Fig. 3, the conductivity is more consistent as a function
of effective spot size, with nominal values within error of the other
measurements and an average thermal conductivity of
1:4+ 0:4Wm!1 K!1.

To assess the result of the measurement and the ability of the
technique to measure amorphous films, the thermal conductivity of

the amorphous diamond layer is compared to that of amorphous
carbon films fabricated with controlled growth and thickness. In
particular, a series of diamond-like carbon (DLC) films were fabri-
cated through plasma enhanced chemical vapor deposition
(PECVD)34,39 upon 300 mm diameter Si (001) substrates with a
thickness range of 24–500 nm. While the films are amorphous in
structure, the designation of diamond-like specifies a higher ratio
of sp3:sp2 bonding than that typically found in PECVD grown
amorphous carbon.35–37,39–41

The thermal conductivity of the DLC films was first measured
through TDTR, using a modulation frequency of 8.8 MHz and a
10" objective, providing for an effective spot size of 9.7 μm. As in
the case of the irradiated diamond, the DLC films were coated
with an 80 nm layer of Al to serve as the transducer. Measurements
of a witness sample yielded a thermal conductivity of
123+ 8Wm!1 K!1 for the silicon substrate. For measurements of
the DLC films, the thermal conductivity of the film and the
thermal boundary conductance of the Al/DLC film interface were
treated as fitting parameters. The thermal boundary conductance

FIG. 4. Sensitivity analysis of the thermal properties of the implanted diamond by considering the sample as a four-layer system measured with SSTR (a) and TDTR (b).
The subscripts refer to the corresponding layer in a top-down manner (for example, layer 1 refers to the Al transducer). Differences in sensitivity to a particular parameter
between the two techniques are attributed to differences in thermal penetration depth. The expected temperature rise of the material system in response to a periodic heat
source with frequency of 400 Hz (c) and 8.8 MHz (d) displays the difference in the heating profile of SSTR and TDTR. Both calculations apply a pump and probe radius of
10 μm; while the temperature rise of an 8.8 MHz modulated heating event is primarily contained within the 80 nm transducer, a 400 Hz periodic heating event yields a 1/e
thermal penetration depth capable of extending to the amorphous layer. The temperature profile at the center of the pump/probe radius is displayed in (e) and (f ).
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enhanced sensitivity to parameters at larger depths, as seen in
Fig. 4(a), including the amorphous layer.

As sensitivity analysis and calculations of the thermal penetra-
tion depth indicate sensitivity to the thermal conductivity of the
amorphous layer in the low frequency limit, the ΔV/V SSTR mea-
surements are analyzed as the four-layer geometry described previ-
ously. The properties of the Al, damaged polycrystalline diamond
region, and pristine diamond are obtained through four-point
probe measurements and TDTR, and the thermal conductivity of
the amorphous layer is then treated as a fitting parameter within
the multi-layer heat diffusion model32 of the measured data. The
thermal conductivity of the amorphous layer is plotted as a func-
tion of effective spot size in Fig. 5(a). In contrast to the two-layer
fitting from Fig. 3, the conductivity is more consistent as a function
of effective spot size, with nominal values within error of the other
measurements and an average thermal conductivity of
1:4+ 0:4Wm!1 K!1.

To assess the result of the measurement and the ability of the
technique to measure amorphous films, the thermal conductivity of

the amorphous diamond layer is compared to that of amorphous
carbon films fabricated with controlled growth and thickness. In
particular, a series of diamond-like carbon (DLC) films were fabri-
cated through plasma enhanced chemical vapor deposition
(PECVD)34,39 upon 300 mm diameter Si (001) substrates with a
thickness range of 24–500 nm. While the films are amorphous in
structure, the designation of diamond-like specifies a higher ratio
of sp3:sp2 bonding than that typically found in PECVD grown
amorphous carbon.35–37,39–41

The thermal conductivity of the DLC films was first measured
through TDTR, using a modulation frequency of 8.8 MHz and a
10" objective, providing for an effective spot size of 9.7 μm. As in
the case of the irradiated diamond, the DLC films were coated
with an 80 nm layer of Al to serve as the transducer. Measurements
of a witness sample yielded a thermal conductivity of
123+ 8Wm!1 K!1 for the silicon substrate. For measurements of
the DLC films, the thermal conductivity of the film and the
thermal boundary conductance of the Al/DLC film interface were
treated as fitting parameters. The thermal boundary conductance

FIG. 4. Sensitivity analysis of the thermal properties of the implanted diamond by considering the sample as a four-layer system measured with SSTR (a) and TDTR (b).
The subscripts refer to the corresponding layer in a top-down manner (for example, layer 1 refers to the Al transducer). Differences in sensitivity to a particular parameter
between the two techniques are attributed to differences in thermal penetration depth. The expected temperature rise of the material system in response to a periodic heat
source with frequency of 400 Hz (c) and 8.8 MHz (d) displays the difference in the heating profile of SSTR and TDTR. Both calculations apply a pump and probe radius of
10 μm; while the temperature rise of an 8.8 MHz modulated heating event is primarily contained within the 80 nm transducer, a 400 Hz periodic heating event yields a 1/e
thermal penetration depth capable of extending to the amorphous layer. The temperature profile at the center of the pump/probe radius is displayed in (e) and (f ).
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variation was observed in TEM (to be discussed later); however,
this was on length scales of tens of nanometers, too small to affect
the thermal model for the experiment specifically. Robust uncer-
tainty analysis is also required to check for the presence of other

acceptable conductivity functions, as will be discussed later. For the
case of ion bombarded samples, we chose a Gaussian function [Eq.
(3)] based on the extensive experimental1–3,20–26 and modeling25,28

work showing that ion and damage distributions can both usually
be treated as Gaussian. Furthermore, we use SRIM to predict ion
and damage distributions and do not qualitatively see significant
deviations from Gaussian (Fig. 3). We also make the assumption
that ion-induced damage will have an additive effect on thermal
resistivity based on the premise that (1) bombardment adds impu-
rities in the form of structural and/or substitutional defects and
(2) phonon impurity scattering follows Matthiessen’s rule.14 This
yields the following parameterized expression that we expect
thermal conductivity to follow

R(z) ¼ Rpristine þ Rmin e
# (z # zcenter)

2

2 * w2
, (3)

K(z) ¼ 1

1
Kpristine

þ Rmin e

(z # zcenter)
2

2 * w2

, (4)

with constants Rmin, zcenter, and w controlling the center thermal
conductivity, location, and through-plane spread, respectively. We
are able to fit for these constants rather than, or in addition to,
fitting for individual layers’ thermal properties. We also assume the
heat capacity is unaffected by ion bombardment, as the final per-
centage of ions is quite small (<0.04%, see SI), and given the rela-
tive small difference in volumetric heat capacity between
amorphous and crystalline silicon.45,46 We also note that given
similar sensitivity to the substrate’s thermal conductivity and heat
capacity, any slight reduction in volumetric heat capacity due to a
lower amorphous density would result in a roughly proportional
increase in calculated thermal conductivity.

FIG. 1. (a) Schematic of atomic-level defects that arise due to ion bombardment. The host material (black) ends up with voids and self-interstitials, and the ions (red) form
interstitial and substitutional defects. There is a gradient of damage (red), centered some depth below the surface. The resulting continuously varying damage profile (b) is
modeled by taking a conventional three-layer thermal model (c), discretizing the intermediate layer (d), and fitting for a function for thermal conductivity.

FIG. 2. When the ion-affected region is modeled as being homogeneous
(extracting an average conductivity across the region), the best fit with the
model still deviates greatly from the data (dotted), and systematic deviations can
be observed (e.g., incorrect curvature of the model as compared to the data).
The gradient fitting technique developed here (dashed) is able to yield excep-
tional fits to the data.
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Note that while fitting for three or more thermal parameters is
atypical, a hybrid FDTR-TDTR approach can be taken; TDTR
measurements are taken at multiple modulation frequencies and
fitted simultaneously,47–49 allowing the fitting of additional param-
eters, or fitting with higher precision. In our case, this also serves
as a check on our chosen function; if a poor residual is seen at a
specific frequency, it can be an indication that the function used is
inappropriate. Our approach to simultaneously fit the TDTR data
collected using multiple modulation frequencies is described in our
prior work.49

We also compare our discretization approach to the treatment
of the ion bombarded system as a three-layer system (aluminum

transducer, an ion-affected region, and atop pristine silicon). This
three-layer system requires either the fitting for or assumption of at
least three unknown parameters: the Al/Si TBC, the affected
region’s thickness, and thermal conductivity. By discretizing the
system in the manner discussed however, only one additional
parameter is introduced, which improves the quality of fit greatly,
as seen in Fig. 2.

B. Samples

We measure crystalline silicon (001) that has been bombarded
with krypton ions at an energy of 500 keV, at doses of 108 through
1014 ions cm!2. Bombardment was done on a 3MeV Pelletron
implanter and performed at a few degrees angle off normal, in
order to negate channeling effects. All samples were subsequently
coated with an 80 nm layer of aluminum to serve as a transducer
for thermoreflectance measurements. No surface preparation was
performed prior to implantation; however, the surface was cleaned
prior to aluminum deposition using our standard procedure
(washed with methanol, acetone, IPA, and followed by 30 min O2
plasma cleaning). For the analysis, we assume our aluminum to
have a volumetric heat capacity of 2:42MJm!3 K!1,46 and we
measure its thermal conductivity to be !120Wm!1 K!1 via four
point probe sheet resistance measurements. Time Domain
Thermoreflectance was performed at three modulation frequencies
(8.4, 4.2, and 2.1 MHz), with pump and probe spot diameters of
approximately 20 and 10 μm, respectively. Our laser is pulsed at
80 MHz with an 800 nm wavelength. We use SRIM28 software
package to estimate the stopping distances of ions, predicting a
stopping range of 290 nm with a longitudinal straggle of 65 nm.
This estimation is performed using the built-in material library
using the Kinchen–Pease formalism. This, along with thermal pen-
etration depth considerations above, suggests that the entire
damage region and the ion stopping region fall well within our
measured region (400 nm depth).

C. Imaging

Transmission Electron Microscopy (TEM) was performed on
highest dose samples to validate the damage profile measured ther-
mally via TDTR and gain a fuller understanding of the exact effects
of bombardment. Real-space images give qualitative insight into
the structure at varying points within the sample, showing features
such as atomic density, crystallinity, strain, and the presence of
voids. Diffraction images lend insight into the crystallinity of the
sample, where a crystalline structure has sharp diffraction spots as
the lattice diffracts the electron beam to discrete points, whereas an
amorphous material will appear as diffuse rings as electrons are
psuedo-randomly scattered.

Cross section TEM samples were made using either a Thermo
Fisher Helios or an FEI Nova 600 Nanolab Dual Beam FIB. A plati-
num protective layer is used to prevent damage due to the gallium
ion beam itself, as cross sections are milled to 100 nm or less.
Milling was performed at 30 keV initially and cleaning done at
5 keV. We also prepare and image a pristine silicon sample in an
identical manner to ensure that the FIB milling procedure itself is
not responsible for the defects observed.

FIG. 3. (a) The fitted thermal conductivity as a function of depth (black) for the
1014 ions cm!2 dose sample, along with ion distribution (blue) and the damage
profile (green) as predicted by TRIM. The first 80 nm of the sample is the alumi-
num transducer, deposited after ion bombardment, and, thus, unaffected by irra-
diation. TEM was also performed (b), showing the same aluminum transducer,
and distinct pass-through, end of range, and pristine regions [(c)–(e), respec-
tively]. Diffraction patterns show that silicon is still fully crystalline both above
and below this ion end-of range region (c) and (e) but indicates the presence of
some amorphization within (d). The location of the damaged region in TEM
qualitatively agrees with both SRIM and our measured thermal conductivity
profile.
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parameter, trying all combinations in this 2D or 3D grid [O(nN )
computation time for N dimensions for n discretized values in
each dimension]. This will severely limit the resolution of the map
as the number of fitted parameters grows. Instead, we simply
perturb one parameter at a time and fit for the rest [O(n) computa-
tion time for n discretized values], checking whether the best fit’s
residual falls within the same threshold we set previously. While
this does not allow clean visualization of uncertainty, it is able to
robustly account for an arbitrary number of fitted parameters.
Performing this more comprehensive analysis, we are then able to
plot all conductivity vs depth functions that yield acceptable fits to
the data (Fig. 6).

D. In-depth exploration of high-dose results

We observe a nearly 50-fold reduction in thermal conductivity
in our 1014 ions cm!2 dose sample, from 120 to 2:46Wm!1 K!1,
and also note the presence of amorphous pockets. This massive
reduction in thermal conductivity warrants discussion of the
various phonon-scattering mechanisms that could be involved.

Given the presence of pockets of amorphous silicon, we first
consider the modified Effective Medium Approximation (EMA)
presented by Minnich and Chen.58 This gives an approximation for
the effective thermal conductivity for a host material filled with
nanoparticles of another material and accounts for both the resis-
tance associated with the heat flow between host and particles and
boundary scattering within the host material due to the presence of
nanoparticles. In general, this approximation is needed if nanopar-
ticles are of similar or smaller size as compared to the mean free
paths of the host (>100 nm for silicon59–61).

We apply the EMA to our system of crystalline silicon inter-
spersed with amorphous silicon pockets in order to relate the effec-
tive thermal conductivity (measured) to the expected thermal
conductivity of the crystalline silicon regions if the amorphous
pockets were not present. We perform this calculation using the
following parameters: (1) the volume fraction of amorphous
pockets does not exceed 33%, (2) pockets range in size from 5 to
15 nm, as roughly approximated from HRTEM, (3) the thermal
conductivity of the amorphous region is 1:5Wm!1 K!145,62,63 and
(4) the amorphous-crystalline thermal boundary conductance is
1 GWm!2 K!1.60 We also note our insensitivity to TBC in this
regime, where TBC as low as 150MWm!2 K!1 or as high as
2GWm!2 K!1 changes predictions from EMA by only !10%.
Similarly, a 100% change in the amorphous silicon thermal con-
ductivity in the model changes our result by only !30%.
Insensitivity to TBC and low sensitivity to the amorphous silicon
conductivity in the EMA model both suggest the heat flow in this
regime is dominated by boundary scattering due to nanoparticles,
as opposed to the heat flow between and through the host and par-
ticles, both mechanisms being captured by EMA.

We calculate that an upper limit of !10Wm!1 K!1 for the
defected crystalline region is required in order to find
2:46Wm!1 K!1 effective thermal conductivity measured. This
implies that our thermal conductivity reduction, from 120 to
2.46Wm!1 K!1, is not solely due to the presence of nanoparticles
and the boundary scattering they introduce; however, this is still a
significant contribution. We must explore other scattering mecha-
nisms by which the thermal conductivity might be reduced from
120 to 10Wm!1 K!1 or below. It should be noted that while low
crystalline silicon thermal conductivity has been seen before in
nanowires and other constrained geometries,59,64 the EMA calcula-
tion already captures size effects within the resulting structure of a
host material interspersed by defects.

We next explore the effects of mass and bond strength due to
the introduction of krypton ions. It is well known that the intro-
duction of differing masses into a parent crystal serves as point
defects, increasing phonon scattering rates, according to

Γ ¼
X

i

c
Δm
m

! "2

, (9)

where the scattering rates scale with the square of mass difference
Δm and proportionally to the concentration c.65 While the mass
difference between silicon (28.0855 gmol!1) and krypton
(83.798 gmol!1) is high, the concentration of Kr ions at the highest
dose (1014 ions cm!2) is still only predicted to be around 0.04%
(atomic percent). Lacking a comprehensive study on the thermal
effects of alloying of silicon and krypton specifically, we instead
turn to literature on the well-studied alloying of silicon and germa-
nium (72.64 g mol!1). In Si–Ge systems studied both experimen-
tally66 and computationally,67 tenths66 or hundredths68,69 of a
percent concentrations of Ge still yield thermal conductivities
above 100Wm!1 K!1. Despite the slight increase in mass between
krypton and germanium, our ion concentrations are still extremely
low, and we reject the notion that mass effects could play a

FIG. 6. Following the contour analysis, all sets of functions for conductivity vs
depth that yield acceptable fits to data can be plotted. The functions yielding
excellent fits (residuals of 1% or better) for the 1014 ions cm!2 dose sample are
plotted in red, with merely acceptable fits (residuals of 2.5% or better) in gray.
The wider threshold is more conservative, however lower may be acceptable if
one’s measurement system yields exceptionally clean and relatively noise-free
data.
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thermoreflectance (JAP 126, 150901)

• Displacement damage governs thermal conductivity reduction in irradiated 
solids (PRB 104, 134306)

• Increasing thermal transport in irradiated solids
• Increasing k of amorphous carbon (Nano Lett. 21, 3935)
• Reducing thermal boundary resistance (PRB 109, 165421)

• Sub-surface thermal conductivity depth profiling of irradiated solids
• N3+ implanted diamond (JAP 129, 055307)
• Kr+ irradiated silicon (JAP 132, 075112)

• Ultrahigh temperature thermometry for measuring nuclear materials 
up to and through their melting points (PRL 132, 146303)
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materials in their molten states. We use this to measure the
thermal conductivity, k, of molten W, an exemplary metal
with the highest melting point of any elemental solid with
extensively studied high temperature radiative properties
allowing for a judiciously selected material for validation of
SSTDR measurements [1–3,5–18]. We validate this tech-
nique via measurements of k of solid W from 2000 K up to
its melting point with agreement with prior literature
[1,2,10], further supporting the utility of this technique.
Extending the measurement to molten W allows us to
demonstrate that the thermal conductivity can be well
described by application of Wiedemann-Franz law to
electrical resistivity data, thus also suggesting the validity
of Wiedemann-Franz law to capture the electronic thermal
conductivity of metals in their molten phase. We further
support this conclusion by calculating the vibrational
contribution to thermal conductivity of W up through its
melting point using ab initio molecular dynamics (MD)
simulations, where we develop a machine-learned (ML)
potential for W that is uniformly accurate from room
temperature through the melting point. Our results show
that at these high temperatures, the vibrational contribution
to thermal conductivity is negligible compared to the
electronic component, thus demonstrating that the
Wiedemann-Franz law can give an accurate prediction of
the thermal conductivity of W at high temperatures,
including in its molten state.
The details of the equipment used in our experimental

setup are described in a prior work [19,20], which describes
the principles and additional specific considerations of our
equipment for pyrometric sensing of temperature of laser
heated solids to measure their melting point. We use this
configuration, the pertinent equipment from which are
shown in Fig. 1(a), and modify the laser heating profile
to measure the thermal conductivity. Our W sample is a
cylinder that is 1 cm in diameter and 2 mm thick. We use a
high power continuous wave laser (wavelength 1064 nm,
maximum power 2 kW) focused through the sapphire
window on the chamber (transmissivity 0.86) down to a
3.5 mm diameter with a top-hat intensity profile to heat the
sample and pressurize the chamber to 1.5 bar in Ar to
minimize convective losses [21]. The temperature of the
middle of the heated area on the surface of the W is
measured with a high speed pyrometer at 663 nm with a
0.8 mm field of view. We control the temperature of the
measured region of the laser heated W by changing the
laser power, and continue to heat the sample until quasi-
steady-state conditions are reached, as determined from a
relatively constant temperature in time. Prior to measure-
ments, we heat the W sample through its melting point and
cool to ambient several times to effectively clean and
smooth the W surface in the measurement volume to ensure
consistent surface conditions among measurements. We are
able to sustain the melt pool in the center of the W sample
for several minutes, effectively demonstrating that this

measurement approach uses the sample as a “self-crucible”
with the volume of the sample outside of the heat affected
zone remaining solid. In the exemplar data shown in
Fig. 1(b), we heat the W sample through its melting point,
and the molten volume reaches a quasi-steady state about
10–15 s after initiation of laser heating. The time it takes for
the sample to reach these quasi-steady conditions is related
to the thermal diffusivity and laser spot size, which we
discuss in detail in our prior works [22,23]. A clear thermal

FIG. 1. (a) Schematic of experimental setup. A key in this
approach is the ability to locally heat a region of the sample to its
molten state while pyrometrically sensing radiance temperature in
the middle of the heated region. This “self-crucible” approach
then allows for thermal conductivity measurements by just
sustaining melt only the middle of the sample during quasi-
steady-state conditions. Note, we refer to this state as a “quasi” or
“near” steady-state condition since the sample has not reached a
true steady state due to the slow heating of the chamber from both
conduction through the sample holder and radiation from the
sample surfaces; however, this temperature variation is small
during the time over which we collect data for thermal conduc-
tivity analysis, and we account for this slowly varying temper-
ature in our thermal conductivity analysis. (b) Typical
thermogram of the W sample heated to achieve quasi-steady-
state conditions with a molten center, with the specific onset
times of melting and resolidification (i.e., “freezing”) indicated in
the plot. The incident laser power generating these radiance
temperatures was 1.9 kW. The voltage response of our particular
pyrometer was not linear with temperature until above ∼1600 K
radiance temperature, indicative of the nonphysical cooling
response for times greater than 20 s. The minimum temperature
that the pyrometer would register was ∼900 K radiance temper-
ature, thus leading to this reading at all times when the sample
was below this temperature. (c) Close-up of data from (b) around
the melting temperature. (d) Close-up of data from (b) around the
freezing temperature. The temperature at which this thermal
arrest occurs is used to determine the melting temperature of the
sample.
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We measure the thermal conductivity of solid and molten tungsten using steady state temperature
differential radiometry. We demonstrate that the thermal conductivity can be well described by application
of Wiedemann-Franz law to electrical resistivity data, thus suggesting the validity of Wiedemann-Franz law
to capture the electronic thermal conductivity of metals in their molten phase. We further support this
conclusion using ab initio molecular dynamics simulations with a machine-learned potential. Our results
show that at these high temperatures, the vibrational contribution to thermal conductivity is negligible
compared to the electronic component.
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The critical heat transfer mechanisms of materials sub-
jected to extreme heat fluxes and temperatures are rooted in
an interplay between conduction and radiation. For metals
in particular, the combination of their high thermal con-
ductivities and low emissivities make the conduction of
heat away from heated surfaces a relatively substantial
energy transfer process at thousands of Kelvin, especially
for high melting point refractory metals [1–3]. This makes
refractory metals ideal materials for use in nuclear fusion
and additive manufacturing processes, for example, due to
their ability to withstand the large temperature changes in
reactors or extreme heat fluxes imparted by laser heating,
respectively. A key thermal transport property of metals for
these high heat flux applications is thus the thermal
conductivity and, due to the large resultant temperature
excursions, concerns both solid and molten phases.
However, measurements of thermal conductivity during
these extreme conditions are particularly challenging. This
has led to a void in the fundamental understanding of the
conductive processes of metals at high temperatures and in
their molten phases leaving century-old theories, such as

the Wiedemann-Franz law for electronic thermal conduc-
tivity [4], unvalidated for metals in this regime, and in
particular in their molten state.
In this work, we report on a new measurement technique

that we develop to measure the thermal conductivity of
materials as a function of temperature at elevated temper-
atures including into their molten states. We measure the
thermal conductivity of W from ∼2000–4000 K using an
approach we call “steady state temperature differential
radiometry” (SSTDR), in which we heat the sample with
a continuous wave laser source to induce steady-state
conditions, and then measure the resulting temperature
changes as a function of laser power perturbations via
radiative pyrometry, which we then relate to the thermal
conductivity via Fourier’s law. By the nature of these
SSTDRmeasurements being conducted in near steady-state
conditions, the technique is a measurement of thermal
conductivity, as opposed to effusivity or diffusivity mea-
surements typical using transient or frequency domain
techniques, thus avoiding the requirement of knowledge
of the material’s heat capacity to calculate the thermal
conductivity. The nature of this technique being single
sided, where the heat is sourced and temperature is
measured from the same side, and the maximally heated
volume being constrained to the laser spot size, allows us to
induce a sustained molten pool in the middle of an
otherwise solid sample, thus enabling a versatile technique
for repeated measurement of thermal conductivity of
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the rear temperature is 1=4.5 that of the front side temper-
ature in the radial portion of the sample. With these front
and rear surface temperature gradients, we then integrate
Stefan-Boltzmann’s law over each surface while account-
ing for the temperature dependent total emissivity [2] of the
material to determine Qrad emitted by the sample.
The measured thermal conductivity of the W sample as a

function of temperature is shown in Fig. 3 up to and above
its melting temperature. For the solid phase, we plot the
recommended values for the thermal conductivity of W
tabulated in the literature [1], which agree well with our
measurements. We are not aware of any prior measure-
ments of the thermal conductivity of molten W that were
not derived from electrical resistivity measurements via the
Wiedemann-Franz law, and thus our measurement offers a
unique opportunity to validate the Wiedemann-Franz law
for molten tungsten. Tolias et al. and Pottlacher [9,10]
report recommended values for the electrical resistivity of
molten W at temperatures near the phase transition of ρ ¼
134 μΩ cm and ρ ¼ 137 μΩ cm, respectively. Using L0 ¼
2.443 × 10−8 WΩK−2 as the Lorenz number in the
Wiedemann-Franz law (ke ¼ L0T=ρ, where ke is the
electronic thermal conductivity) [4] yields a thermal con-
ductivity of 68–70 Wm−1 K−1. Tolias et al. [10] further
expounds upon their molten W thermal conductivity report
to recommend a value of 66.6" 8.2Wm−1 K−1 and dis-
continuity in k across the solid-liquid phase transition of
20.4 Wm−1K−1. This is in agreement with our measured
value of 57.0" 11.0 Wm−1 K−1 with a similar reduction in
thermal conductivity from the solid to molten state
within our experimental uncertainty. Taken together, our

measurements strongly support the validity of the
Wiedemann-Franz law and the use of L0 applied to W
in its molten state.
We further validate our assertion that the Wiedemann-

Franz law is suitable to calculate the thermal conductivity
of high temperature W by determining the lattice contri-
bution to the total thermal conductivity of W through
ab initioMD simulations, where we develop aML potential
for W that is uniformly accurate over the entire range of
temperatures from room temperature up through the melt-
ing point (see Supplemental Material for details) [28–36].
These ML-MD simulated phonon thermal conductivities of
W are shown in Fig. 4, and only contribute < 5% to the
total thermal conductivity of W at these high temperatures
with the phononic contribution decreasing with increasing
temperature up to the melting temperature. In the
molten state, the vibrational thermal conductivity is
∼0.5 Wm−1K−1, contributing < 1% to the thermal con-
ductivity. Note, this relatively negligible vibrational con-
tribution is not the case at lower temperatures (i.e., room
temperature) where the phonon contribution to the thermal
conductivity of W can contribute ∼30%, as predicted by
our ML-MD simulations and consistent with prior works

FIG. 3. Measured thermal conductivity of solid and molten W
from this work (fill and open circles, respectively) compared to
accepted values from the literature for both solid [1] and molten
states [10]. The previously reported accepted value for the
thermal conductivity of molten W from Tolias et al. [10] is
derived from the Wiedemann-Franz law applied to electrical
resistivity data.

FIG. 4. ML-MD simulated vibrational thermal conductivities of
solid (phonons) and molten (vibrations) W compared to data
presented in Fig. 3 (data symbols the same as in Fig. 3). The
vibrational component to the thermal conductivity of W only
contributes < 5% to the total thermal conductivity above 2000 K
with the phononic contribution decreasing with increasing
temperature up to the melting temperature, indicating the pho-
nonic thermal conductivity at these elevated temperatures is
decreasing due to anharmonic phonon-phonon interactions. In
the molten state, the vibrational thermal conductivity is
∼0.5 Wm−1 K−1, contributing < 1% to the thermal conductivity.
At these elevated temperatures above Tmelt=2, the vibrational
contribution is effectively suppressed leading to the thermal
conductivity of W being dominated by electrons, thus resulting in
the Wiedemann-Franz law proving an accurate route to calculate
the thermal conductivity.
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arrest occurs in our temperature vs time profile when the
sample undergoes a phase change to/from its liquid state,
shown in Figs. 1(c) and 1(d). As detailed previously
[22,23], we use this thermal arrest associated with the
resolidification (i.e., “freezing”) of the W after the laser
turns off to determine the melting temperature. Using
Wien’s law, the true temperature can be calculated from
the radiance temperature Trad from

1

T
¼ 1

Trad
þ λ
c2

ln ½ελτλ$; ð1Þ

where λ is the wavelength, ελ is the spectral emissivity at λ,
τλ is the transmissivity of the sapphire window at the
pyrometer wavelength, and c2 ¼ 14 388 μmK, from which
we measure the melting temperature of our W sample as
using ελ¼663 nm ¼ 0.38 [Fig. 1(d)] from accepted values in
the literature [2], yielding Tmelt ¼ 3698 K in excellent
agreement with the literature (Tmelt ¼ 3; 707 K) [24].
When the sample reaches quasi-steady state at the target

temperature by applying a baseline incident power Q0, we
then change the incident laser power by a perturbative
ΔQ ¼ Q1 −Q0 until the sample reaches a new temperature
T1 ¼ ΔT þ T0. Repeating this procedure for multiple
ΔQ’s, as shown in Fig. 2, allows us to determine the slope

of the line ΔT ¼ AΔQ, which is related to the solution to
the steady-state heat equation. This problem can be solved
analytically assuming a semi-infinite sample, insulative
boundary conditions, and a circular heated region that is on
the surface of the sample with a radius of rL, given by [25]
ΔT ¼ ΔQA=ðπrLkÞ, which is the temperature increase in
the center of the heated region and QA is the absorbed
power. However, given the finite thickness of the sample
relative to the thermal gradient, and the radiative losses at
the front and back surfaces, we numerically solve the
cylindrical heat equation for a finite thickness slab in steady
state using an approach detailed previously [22,23], modi-
fied to account for a top-hat spatial profile of the laser
heater. The measured radiance temperatures are corrected
to true temperature values via the use of temperature
dependent spectral emissivity values at our pyrometer
wavelength from literature [2]. Under these quasi-steady-
state conditions, we assume the emissivity equals the
absorptivity A to determine the absorbed laser power at
the samples surface, which we take from the literature for
polished W [2]; note, our experiments for thermal conduc-
tivity are conducted after several iterations of melting theW
surface in situ to ensure a specular and clean surface.
In our experiments, the finite size of the sample and

radiative boundary conditions (i.e., radiation from surfaces)
must be taken into account. We utilize Stefan-Boltzmann’s
law to calculate the radiative losses emitted from the sample
surfaces. The measured temperature rise on the surface of
the sample is a result of the absorbed laser power. This
absorbed heat flux is split into two modes of heat transport,
conduction, and radiation, so that QA ¼ Qcond þQrad. In
order to determine the thermal conductivity of the material
we must determine Qcond. Based on the measured true
temperature rise ΔT, we use Stefan-Boltzmann’s law along
with an estimated distribution of radial temperatures to
determine the emitted power Qrad. For the small, perturbed
temperatures and the relatively fast measurement times of
our experiments, we assume the ambient temperature
difference between T1 and T0 is negligible. Thus,
Qrad ¼ εσðT4

1 − T4
0Þ. To account for these radiative surface

losses, we calculate the temperature distributions on the
front and back surfaces from solutions to the cylindrical
heat equation applied to a finite cylinder with a circular,
surface heat source that is detailed in prior works [26,27].
For solidW, we calculate the radial temperature distribution
by assuming a constant temperature (which is the temper-
ature measured by the pyrometer) from the center of the
laser spot to 0.55rL, and then use a logarithmic temperature
distribution for ΔTðrÞ that decays to 25% of the center
temperature at the outer edge of the 1 cm sample. We
assume the same radial temperature distribution for the rear
surface temperature, which is opposite the surface on which
the laser is applied, only the temperature is 1=3 that of the
front side. For the molten measurement, in which the
sample is only in its molten state in the laser heated volume,

FIG. 2. Thermograms of the radiance temperature response of
W subjected to various power perturbations above the baseline
power Q0, which was used to bring the sample up to a quasi-
steady baseline temperature. The ΔQ perturbations result in a ΔT
above the baseline temperature that is used to calculate the
thermal conductivity of the sample. We note that over the course
of collecting a series of data (various thermograms of ΔT), slow
temperature rises due to delayed equilibration of the chamber lead
to increases in the baseline temperature of the sample (T0). This is
apparent from the difference in radiance temperature of the W
from Q0;initial to Q0;final, which were collected using identical
powers after 10 successive scans spanning about 30 minutes.
Thus, ΔTrad is determined by interpolating between temperatures
at times before and after the change in temperature driven by ΔQ.
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