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DISCLAIMER

These course materials are based upon sources believed to be reliable, but the Society of 
Vacuum Coaters and the author(s) disclaim any warrant or liability based on or relating to 
the contents of this publication, or the course presentation based upon this publication.

COPYRIGHT NOTICE

The material contained in these course notes is provided with the permission of the 
author(s) of the notes, who obtained copyright releases for any copyrighted materials used.  
Since the SVC does not own the copyright on the materials in these notes, permission to 
use any part of this material must be obtained from the author(s).

SURVEY

As an SVC tutorial attendee your feedback is the essential element that allows us to 
continuously improve and refine our educational offerings. Approximately one week after 
the course concludes you will receive an invitation to participate in a brief on-line 
survey. We would appreciate a few moments of your time to tell us how well we did and 
how we could do better going forward.  All survey respondents will be entered into a raffle 
where the winner will receive a complimentary seat in any tutorial of their choice at the 2024 
TechCon in Chicago, Illinois USA. Thank you! 



Outline
1.What makes a high and low thermal conductivity material – an 

electron and phonon nanoscale perspective
2.Thermal conductivity of thin films: how film dimensional and 

growth conditions can lead to interfaces and defects that scatter 
electrons and phonons, thus reducing the thermal conductivity of 
materials

3.Thermal conductivity measurements: thin film methods
4.Thermal boundary resistance: coherent and incoherent heat 

transfer across interfaces in nanostructures
5.Coupled nonequilibrium heat transfer: Energy coupling among 

electron, phonons and photons including ultrafast laser pulse 
effects

6.Heat transfer in materials during synthesis and manufacturing, 
including plasma-material interactions during deposition and laser-
based manufacturing



Thermal conductivity of materials – Macroscopic picture

PRL 110, 015902 (2013)
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temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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Materials and Heat Transfer trends

Metals:
Free electrons are the 
dominant energy carriers
in metals, ballistic velocity 
~106 m/s

Semiconductors:
Phonons (lattice vibrations) 
are the dominant energy 
carriers in semiconductors, 
velocity ~103 m/s

atom

“hot” free electron

“cold” free electron

Diffusion of “hot” electrons

Phonon propagation

Electron carrier density:
    in metals ~1023 cm-3

    in semiconductors ~1018 cm-3



Thermal conductivity of bulk materials
Thermal conductivity

Tabulated data from: Ho, Powell, and Liley, "Thermal conductivity of the elements," 
Journal of Physical and Chemical Reference Data, 1, 279 (1972).

Temperature trends in k 
related to energy carrier 

scattering in solids

Notice different trends 
between k in metals and 
k in semiconductors

Higher thermal 
conductivity = larger 
heat flux removed
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Thermophysics on the nanoscale

Bulk picture (Fourier Law)

z

T

l = Mean free path

Microscopic picture

Nanoscopic picture

Electron-electron

Electron-phononPhonon-phonon



A nanoscopic view with Kinetic Theory
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different phonon modes and reduce thermal conductivity. A 
schematic diagram is shown in  Figure    5   capturing these var-
ious phonon scattering mechanisms, along with the electrical 
transport within a thermoelectric material.  

 Thus, in certain cases nanodots clearly play a very signifi cant 
role in reducing lattice thermal conductivity, probably by effec-
tively scattering phonons that otherwise would have relatively 
long mean free paths. In many of these cases it has been clearly 
demonstrated that the reduction in thermal conductivity far 
exceeds any concomitant reduction in the power factor caused 

of Sb. [  73  ]  In contrast, similar fractions of nanoparticles of Bi or 
Pb (two elements that have the same atomic mass as the Pb ions 
in the rock salt lattice) were found to have no such effect. [  73  ,  81  ]  
ErAs:InGaAs is another interesting example to study along 
these lines since the size distribution of ErAs nanoparticles in 
the matrix is not a strong function of the growth parameters 
and they are typically 2–4 nm in diameter [Figure  3 c]. [  82  ]  The 
volume fraction of the embedded nanoparticles can be easily 
changed from 0.01-6% without introducing defects or disloca-
tions. Thermal conductivity measurements show a reduction by 
as much as a factor of 3 compared to the bulk 
alloy [Figure  4 b].  

 The question remains as to why the inclu-
sion of nanodots can reduce the thermal 
conductivity below the alloy limit. Detailed 
calculations of phonon transport have been 
performed for ErAs:InGaAs materials, 
although the principles developed through 
these studies are fairly general and apply for 
other nanodot material systems as well. [  72  ,  82  ]  
Atomic scale defects in alloys scatter pho-
nons due to differences in mass or due to 
generation of strain fi elds, and the scattering 
cross-section follows Rayleigh scattering as 
 d  6 /  λ   4 , where  d  is the nanodot diameter and 
  λ   is the phonon wavelength. Hence, short 
wavelength phonons are effectively scattered 
in alloys, but the mid-to-long wavelength 
phonons can propagate without signifi cant 
scattering and thereby still contribute to heat 
conduction. By inclusion of nanoparticles, 
signifi cant reduction in lattice thermal con-
ductivity can be achieved by the additional 
scattering of mid- and long-wavelength pho-
nons by the nanoparticles. Calculations show 
that a wide size distribution of nanoparticles 
is preferable since it can effectively scatter 

      Figure  5 .     Schematic diagram illustrating various phonon scattering mechanisms within a ther-
moelectric material, along with electronic transport of hot and cold electrons. Atomic defects 
are effective at scattering short wavelength phonons, but larger embedded nanoparticles are 
required to scatter mid- and long-wavelength phonons effectively. Grain boundaries can also 
play an effective role in scattering these longer-wavelength phonons.  

Nanoparticle

Short wavelength phonon

Mid/long wavelength phonon

Atomic 
defect

Grain
boundary

Hot Electron

Cold Electron

      Figure  4 .     Lattice thermal conductivity as a function of temperature for: (a) various PbTe-based alloys (x  =  0.1) and nanostructured samples. The value of 
x  =  0.1 was chosen because these samples have the same concentration of added component to PbTe as those in LAST-18 and SALT-20. (b) InGaAs with 
and without embedded ErAs nanodots. It is seen in both cases that the inclusion of nanodots into the microstructure results in a signifi cant reduction 
to the lattice thermal conductivity. In the PbTe system solid solution alloying is effective around room temperature (see black dotted arrow) but not at 
high temperature. Nanostructuring is shown to be effective both at room temperature and at high temperatures (see brown dotted arrows).  
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C: Heat capacity
“How much energy 

electrons/phonons store”

v: Velocity
“How fast the 

electrons/phonons move”

l = Mean free path
“How far they move before 
losing energy/momentum”



Thermal conductivity of bulk materials
Thermal conductivity
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Mean free path

Interparticle mean free path, lP

L

Particle-boundary mean free path, lB

lP = vtP – Material dependent

lB = vtB – Geometry dependent – L/2



Mean free path in crystals

Electron-electron

Electron-phonon

Metals
Electrons are the 
dominant carriers

Semiconductors
Phonons are the 

dominant carriers

Phonon-phonon

Defect and impurity scattering



Thermal conductivity of metals

Electron-electron scattering

Electron-phonon scattering

Electron-defect scattering



Thermal conductivity of metals
Electron-electron and electron-phonon scattering rates in Au
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Electron transport: WIEDEMANN-FRANZ LAW



�
= LT

Thermal conductivity

Electrical conductivity
Lorentz number

Temperature

What does this mean????

A metal with a high thermal conductivity also has a high 
electrical conductivity (low electrical resistivity)



Material ρ (Ω·m) at 20 °C σ (S/m) at 20 °C k (W/(m K)) k/s (W W/K)
Silver 1.59×10−8 6.30×107 429 6.81E-06

Copper 1.68×10−8 5.96×107 401 6.73E-06
Gold 2.44×10−8 4.10×107 318 7.76E-06

Aluminium 2.82×10−8 3.50×107 230 6.57E-06
Calcium 3.36×10−8 2.98×107 201 6.74E-06
Tungsten 5.60×10−8 1.79×107 173 9.66E-06

Zinc 5.90×10−8 1.69×107 116 6.86E-06
Nickel 6.99×10−8 1.43×107 91 6.36E-06

Lithium 9.28×10−8 1.08×107 85 7.87E-06
Iron 1.00×10−7 1.00×107 80 8.00E-06

Platinum 1.06×10−7 9.43×106 72 7.64E-07
Tin 1.09×10−7 9.17×106 67 7.31E-07

Lead 2.20×10−7 4.55×106 35 7.69E-06
Titanium 4.20×10−7 2.38×106 22 9.24E-07

A metal with a high thermal conductivity also has a high 
electrical conductivity (low electrical resistivity)



In general: larger electron-phonon 
scattering rates (EP coupling factor), lower k 
in metals

Electron-phonon coupling and electron heat capacity of metals under conditions of strong
electron-phonon nonequilibrium

Zhibin Lin and Leonid V. Zhigilei*
Department of Materials Science and Engineering, University of Virginia, 395 McCormick Road,

Charlottesville, Virginia 22904-4745, USA

Vittorio Celli
Department of Physics, University of Virginia, 382 McCormick Road, Charlottesville, Virginia 22904-4714, USA
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The dependence of the strength of the electron-phonon coupling and the electron heat capacity on the
electron temperature is investigated for eight representative metals, Al, Cu, Ag, Au, Ni, Pt, W, and Ti, for the
conditions of strong electron-phonon nonequilibrium. These conditions are characteristic of metal targets
subjected to energetic ion bombardment or short-pulse laser irradiation. Computational analysis based on
first-principles electronic structure calculations of the electron density of states predicts large deviations !up to
an order of magnitude" from the commonly used approximations of linear temperature dependence of the
electron heat capacity and a constant electron-phonon coupling. These thermophysical properties are found to
be very sensitive to details of the electronic structure of the material. The strength of the electron-phonon
coupling can either increase !Al, Au, Ag, Cu, and W", decrease !Ni and Pt", or exhibit nonmonotonic changes
!Ti" with increasing electron temperature. The electron heat capacity can exhibit either positive !Au, Ag, Cu,
and W" or negative !Ni and Pt" deviations from the linear temperature dependence. The large variations of the
thermophysical properties, revealed in this work for the range of electron temperatures typically realized in
femtosecond laser material processing applications, have important implications for quantitative computational
analysis of ultrafast processes associated with laser interaction with metals.

DOI: 10.1103/PhysRevB.77.075133 PACS number!s": 79.20.Ds, 61.80.Az, 63.20.K!, 71.20.!b

I. INTRODUCTION

The rapidly growing use of femtosecond lasers in practi-
cal applications and fundamental materials research increases
the demand for quantitative predictive modeling of the fast
and highly nonequilibrium processes induced in the target
material by the laser excitation. For metals, theoretical
and/or computational studies of laser interactions have
widely employed the two-temperature model !TTM" pro-
posed by Anisimov et al.1 The TTM describes the temporal
and spatial evolution of the lattice and electron temperatures,
Tl and Te, in the irradiated target by two coupled nonlinear
differential equations:

Ce!Te"
!Te

!t
= "#Ke!Te,Tl" " Te$ − G!Te"!Te − Tl" + S!r!,t" ,

!1"

Cl!Tl"
!Tl

!t
= "#Kl!Tl" " Tl$ + G!Te"!Te − Tl" , !2"

where C and K are the heat capacities and thermal conduc-
tivities of the electrons and the lattice as denoted by sub-
scripts e and l, G!Te" is the electron-phonon coupling factor
related to the rate of the energy exchange between the elec-
trons and the lattice, and S!r! , t" is a source term describing
the local energy deposition by the laser pulse. The model
accounts for the laser excitation of the conduction band elec-
trons and subsequent energy relaxation processes, i.e., the
energy transfer from the hot electrons to the lattice vibrations
due to the electron-phonon interaction and the electron heat

conduction from the irradiated surface to the bulk of the
target. In Eq. !2", the term describing the lattice heat conduc-
tion is often omitted as it is typically negligible as compared
to the electron heat conduction in metals.

The TTM is also used in investigations of high-energy ion
bombardment of metal targets,2,3 with the source term in Eq.
!1" accounting for the energy transfer from the incident en-
ergetic ion to the electronic excitations within the ion track
!electronic energy loss by the ion". The TTM equations, typi-
cally formulated in this case in cylindrical coordinates, de-
scribe the energy transfer from the excited electrons to the
lattice, as well as cooling of the thermal spike region, gen-
erated by the passage of the incident ion, due to the electron
heat conduction.

Some of the effects and physical processes that are not
described by the original TTM can still be included within
the general TTM framework. In particular, recent develop-
ments include incorporation, through the parameters of
TTM, of the description of the surface/grain boundary
scattering4,5 and the energy transfer by ballistic electrons,6,7

combination of TTM with thermoelasticity equations,8 as
well as an extension of TTM to include a description of the
transient nonthermal electron dynamics during and immedi-
ately after the femtosecond laser excitation.9 Moreover, in-
vestigations of the microscopic mechanisms of laser-induced
phase transformations and changes in the microstructure of
the target material have been enabled by the development of
hybrid models that combine the classical molecular dynam-
ics !MD" method with TTM.10–17

A key issue in the application of the models based on
TTM for quantitative description of the kinetics of the en-

PHYSICAL REVIEW B 77, 075133 !2008"

1098-0121/2008/77!7"/075133!17" ©2008 The American Physical Society075133-1

phonon coupling G!Te". The results of the calculations of
G!Te", performed with Eq. !8" for the three noble metals, are
shown in Figs. 2!d", 3!d", and 4!d". The common features of
the three dependences are a nearly constant strength of
the electron-phonon coupling up to the temperatures of
#3000 K for Cu and Au, and #5000 K for Ag, and a sig-
nificant strengthening of the electron-phonon coupling at
higher temperatures when a large number of d electrons are
thermally excited and contribute to the electron-phonon en-
ergy exchange. The rate and the degree of the increase of
G!Te" with respect to the low-temperature levels, however,
are different for the three metals and are defined by the de-
tailed structures of the DOSs, particularly by the locations,
the widths, and the shapes of the d bands. The d bands in Cu
and Au are located at approximately the same depth under
the Fermi level, but the width of the d band in Cu
!#3.5 eV" is much smaller than the one in Au !#6 eV"
$Figs. 3!a" and 4!a"%. This difference in the width of the d
band is reflected in a higher density of states at the high-
energy edge of the d band in Cu as compared to Au. As a
result, for the same electron temperature, the thermal excita-
tion of d band electrons in Cu leads to a more significant

increase in the electron-phonon coupling factor as compared
to Au, e.g., at Te=104 K, the electron-phonon coupling factor
exceeds the room temperature value by a factor of 9.5 in Cu
$Fig. 3!d"% compared to 5.8 in Au $Fig. 4!d"%. The widths of
the d bands in Ag and Cu are similar, but the separation of
the d band from the Fermi level is larger in Ag $Figs. 2!a"
and 3!a"%. As a result, at the same electron temperature of
104 K, the electron-phonon coupling in Cu exceeds its room
temperature value by a factor of 9.5, as compared to 4.6 in
Ag. Moreover, G!Te" saturates at Te!1.5"104 K in Cu, but
continues a sharp rise at and above this temperature in Ag
$Figs. 2!d" and 3!d"%.

While the temperature dependences of the electron-
phonon coupling calculated with Eq. !8" are defined mainly
by the characteristics of the electron DOS, the low-
temperature levels in these calculations are preset by the
choice of the value of #&$2'. For Ag, the calculations are
performed with a value of #&$2' obtained using the approxi-
mation of &$2'(%D

2 /2 and # evaluated from the experimen-
tal electrical resistivity data,55 as shown in Table I. This
estimation of #&$2' gives a relatively good agreement of
the room temperature values of the electron-phonon
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temperature dependence. The low-temperature value of
!!"2", obtained in pump-probe reflectivity measurements58

and used in the calculation of the temperature dependence
shown in Fig. 7#d$, yields a value of the coupling constant,
2#1017 W m−3 K−1, that is outside the range suggested in
Ref. 64. This discrepancy in the reported experimental values
suggests that additional accurate measurements of the
electron-phonon coupling at low excitation levels are needed
to verify the position of the low-temperature level of the
coupling strength in the dependence shown in Fig. 7#d$.

A distinct characteristic of the electron DOS of titanium is
the presence of a high density of available d states right
above the Fermi level %Fig. 8#a$&. Thermal excitation of d
electrons to the higher density of states energy region leads
to a shift of the chemical potential to lower energies. The
electron heat capacity, however, follows the linear depen-
dence up to '6000 K and exhibits a sharp turn from an
almost linear increase to a decrease after reaching its maxi-
mum value at '1.2#104 K. Similarly, the electron-phonon
coupling shows a nonmonotonic temperature dependence,
with a strong enhancement of the coupling strength at Te
$5000 K, followed by a decrease at Te%6000 K.

An interpretation of the temperature dependences pre-
dicted for Ti can be provided based on the analysis of the
contributions from the two high density of states regions
present on both sides of the Fermi level, similar to the case
of W discussed above. At a quantitative level, however, the
transitions from the increase to the saturation and the de-
crease of both the electron heat capacity and the electron-
phonon coupling take place within a much narrower electron
temperature range in Ti, as compared to W. The differences
in temperature sensitivity of the thermophysical properties of
the two metals can be explained by the quantitative differ-
ences in their electron DOS. In particular, a smaller number
of d electrons, a smaller width of the occupied part of the d
band, and a large gap between two high-density peaks at '1
and '3.5 eV above the Fermi level are the factors that con-
tribute to the higher temperature sensitivity of the electron
heat capacity and the electron-phonon coupling in Ti, as
compared to W.

For the electron-phonon coupling in titanium, a high
value of 1019 W m−3 K−1 has been estimated from fitting the
sputtering yields measured in heavy ion bombardment of Ti
targets to the predictions of the inelastic thermal spike
model.3,65 This value is more than twice larger than the maxi-
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The dependence of the strength of the electron-phonon coupling and the electron heat capacity on the
electron temperature is investigated for eight representative metals, Al, Cu, Ag, Au, Ni, Pt, W, and Ti, for the
conditions of strong electron-phonon nonequilibrium. These conditions are characteristic of metal targets
subjected to energetic ion bombardment or short-pulse laser irradiation. Computational analysis based on
first-principles electronic structure calculations of the electron density of states predicts large deviations !up to
an order of magnitude" from the commonly used approximations of linear temperature dependence of the
electron heat capacity and a constant electron-phonon coupling. These thermophysical properties are found to
be very sensitive to details of the electronic structure of the material. The strength of the electron-phonon
coupling can either increase !Al, Au, Ag, Cu, and W", decrease !Ni and Pt", or exhibit nonmonotonic changes
!Ti" with increasing electron temperature. The electron heat capacity can exhibit either positive !Au, Ag, Cu,
and W" or negative !Ni and Pt" deviations from the linear temperature dependence. The large variations of the
thermophysical properties, revealed in this work for the range of electron temperatures typically realized in
femtosecond laser material processing applications, have important implications for quantitative computational
analysis of ultrafast processes associated with laser interaction with metals.
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I. INTRODUCTION

The rapidly growing use of femtosecond lasers in practi-
cal applications and fundamental materials research increases
the demand for quantitative predictive modeling of the fast
and highly nonequilibrium processes induced in the target
material by the laser excitation. For metals, theoretical
and/or computational studies of laser interactions have
widely employed the two-temperature model !TTM" pro-
posed by Anisimov et al.1 The TTM describes the temporal
and spatial evolution of the lattice and electron temperatures,
Tl and Te, in the irradiated target by two coupled nonlinear
differential equations:

Ce!Te"
!Te

!t
= "#Ke!Te,Tl" " Te$ − G!Te"!Te − Tl" + S!r!,t" ,

!1"

Cl!Tl"
!Tl

!t
= "#Kl!Tl" " Tl$ + G!Te"!Te − Tl" , !2"

where C and K are the heat capacities and thermal conduc-
tivities of the electrons and the lattice as denoted by sub-
scripts e and l, G!Te" is the electron-phonon coupling factor
related to the rate of the energy exchange between the elec-
trons and the lattice, and S!r! , t" is a source term describing
the local energy deposition by the laser pulse. The model
accounts for the laser excitation of the conduction band elec-
trons and subsequent energy relaxation processes, i.e., the
energy transfer from the hot electrons to the lattice vibrations
due to the electron-phonon interaction and the electron heat

conduction from the irradiated surface to the bulk of the
target. In Eq. !2", the term describing the lattice heat conduc-
tion is often omitted as it is typically negligible as compared
to the electron heat conduction in metals.

The TTM is also used in investigations of high-energy ion
bombardment of metal targets,2,3 with the source term in Eq.
!1" accounting for the energy transfer from the incident en-
ergetic ion to the electronic excitations within the ion track
!electronic energy loss by the ion". The TTM equations, typi-
cally formulated in this case in cylindrical coordinates, de-
scribe the energy transfer from the excited electrons to the
lattice, as well as cooling of the thermal spike region, gen-
erated by the passage of the incident ion, due to the electron
heat conduction.

Some of the effects and physical processes that are not
described by the original TTM can still be included within
the general TTM framework. In particular, recent develop-
ments include incorporation, through the parameters of
TTM, of the description of the surface/grain boundary
scattering4,5 and the energy transfer by ballistic electrons,6,7

combination of TTM with thermoelasticity equations,8 as
well as an extension of TTM to include a description of the
transient nonthermal electron dynamics during and immedi-
ately after the femtosecond laser excitation.9 Moreover, in-
vestigations of the microscopic mechanisms of laser-induced
phase transformations and changes in the microstructure of
the target material have been enabled by the development of
hybrid models that combine the classical molecular dynam-
ics !MD" method with TTM.10–17

A key issue in the application of the models based on
TTM for quantitative description of the kinetics of the en-
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temperature dependence. The low-temperature value of
!!"2", obtained in pump-probe reflectivity measurements58

and used in the calculation of the temperature dependence
shown in Fig. 7#d$, yields a value of the coupling constant,
2#1017 W m−3 K−1, that is outside the range suggested in
Ref. 64. This discrepancy in the reported experimental values
suggests that additional accurate measurements of the
electron-phonon coupling at low excitation levels are needed
to verify the position of the low-temperature level of the
coupling strength in the dependence shown in Fig. 7#d$.

A distinct characteristic of the electron DOS of titanium is
the presence of a high density of available d states right
above the Fermi level %Fig. 8#a$&. Thermal excitation of d
electrons to the higher density of states energy region leads
to a shift of the chemical potential to lower energies. The
electron heat capacity, however, follows the linear depen-
dence up to '6000 K and exhibits a sharp turn from an
almost linear increase to a decrease after reaching its maxi-
mum value at '1.2#104 K. Similarly, the electron-phonon
coupling shows a nonmonotonic temperature dependence,
with a strong enhancement of the coupling strength at Te
$5000 K, followed by a decrease at Te%6000 K.

An interpretation of the temperature dependences pre-
dicted for Ti can be provided based on the analysis of the
contributions from the two high density of states regions
present on both sides of the Fermi level, similar to the case
of W discussed above. At a quantitative level, however, the
transitions from the increase to the saturation and the de-
crease of both the electron heat capacity and the electron-
phonon coupling take place within a much narrower electron
temperature range in Ti, as compared to W. The differences
in temperature sensitivity of the thermophysical properties of
the two metals can be explained by the quantitative differ-
ences in their electron DOS. In particular, a smaller number
of d electrons, a smaller width of the occupied part of the d
band, and a large gap between two high-density peaks at '1
and '3.5 eV above the Fermi level are the factors that con-
tribute to the higher temperature sensitivity of the electron
heat capacity and the electron-phonon coupling in Ti, as
compared to W.

For the electron-phonon coupling in titanium, a high
value of 1019 W m−3 K−1 has been estimated from fitting the
sputtering yields measured in heavy ion bombardment of Ti
targets to the predictions of the inelastic thermal spike
model.3,65 This value is more than twice larger than the maxi-
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phonon coupling G!Te". The results of the calculations of
G!Te", performed with Eq. !8" for the three noble metals, are
shown in Figs. 2!d", 3!d", and 4!d". The common features of
the three dependences are a nearly constant strength of
the electron-phonon coupling up to the temperatures of
#3000 K for Cu and Au, and #5000 K for Ag, and a sig-
nificant strengthening of the electron-phonon coupling at
higher temperatures when a large number of d electrons are
thermally excited and contribute to the electron-phonon en-
ergy exchange. The rate and the degree of the increase of
G!Te" with respect to the low-temperature levels, however,
are different for the three metals and are defined by the de-
tailed structures of the DOSs, particularly by the locations,
the widths, and the shapes of the d bands. The d bands in Cu
and Au are located at approximately the same depth under
the Fermi level, but the width of the d band in Cu
!#3.5 eV" is much smaller than the one in Au !#6 eV"
$Figs. 3!a" and 4!a"%. This difference in the width of the d
band is reflected in a higher density of states at the high-
energy edge of the d band in Cu as compared to Au. As a
result, for the same electron temperature, the thermal excita-
tion of d band electrons in Cu leads to a more significant

increase in the electron-phonon coupling factor as compared
to Au, e.g., at Te=104 K, the electron-phonon coupling factor
exceeds the room temperature value by a factor of 9.5 in Cu
$Fig. 3!d"% compared to 5.8 in Au $Fig. 4!d"%. The widths of
the d bands in Ag and Cu are similar, but the separation of
the d band from the Fermi level is larger in Ag $Figs. 2!a"
and 3!a"%. As a result, at the same electron temperature of
104 K, the electron-phonon coupling in Cu exceeds its room
temperature value by a factor of 9.5, as compared to 4.6 in
Ag. Moreover, G!Te" saturates at Te!1.5"104 K in Cu, but
continues a sharp rise at and above this temperature in Ag
$Figs. 2!d" and 3!d"%.

While the temperature dependences of the electron-
phonon coupling calculated with Eq. !8" are defined mainly
by the characteristics of the electron DOS, the low-
temperature levels in these calculations are preset by the
choice of the value of #&$2'. For Ag, the calculations are
performed with a value of #&$2' obtained using the approxi-
mation of &$2'(%D

2 /2 and # evaluated from the experimen-
tal electrical resistivity data,55 as shown in Table I. This
estimation of #&$2' gives a relatively good agreement of
the room temperature values of the electron-phonon
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k in Si 
nanosystems
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Si

estimates of the phonon mean free path from the kinetic theory (Eq.
(2)) suggest a mean free path on the order of 40 nm, several studies
have shown that phonons with longer mean free path contribute sig-
nificantly to the thermal conductivity. In fact, the Sondheimer
model assuming a longer mean free path (300 nm) provides a better
estimate of experimental data (as shown in Fig. 2).

While simple models consider only a single mean free path for
all phonons, the mean free path varies significantly across the pho-
non spectrum. The Sondheimer approach can be combined with
the thermal conductivity integral model (Eq. (3)) in order to con-
sider the spectral dependence of phonon-boundary scattering
[11,12,19]. In this case, the bulk scattering time for each mode
sj;bulk q;Tð Þ is reduced by the conductivity reduction function
F d; pð Þ:

sj q; Tð Þ ¼ F d; pð Þsj;bulk q; Tð Þ ¼ F
ds

Kj;bulk q;Tð Þ
; p

! "
sj;bulk q; Tð Þ

(6)

Note that the reduction function F is that of Eq. (5) (for thin
films), where the reduced thickness d is mode dependent. A
mode-dependent specularity parameter can also be determined
from the surface roughness and the wavelength of each phonon
mode [44] or a single value of specularity can be assumed for all
modes (e.g., p¼ 0 for purely diffuse scattering).

4.2 Impact of Temperature. Figure 3 shows the temperature
dependence of the thermal conductivity of silicon thin films
(dS¼ 20 nm, 420 nm, and 1.42 lm [7,12]) in comparison to the
measured value for bulk silicon [45]. The results of a thermal con-
ductivity integral model considering the spectral-dependent dif-
fuse boundary scattering (Eqs. (3), (5), and (6)) shows good
agreement with the measured values.

At low temperatures, the phonon mean free path is limited by
boundary scattering and the thermal conductivity follows the de-
pendence of the heat capacity. At these temperatures, much lower
than the Debye temperature, the phonon heat capacity follows a
T3 dependence as the phonon population increases with increasing
temperature. The impact of boundary scattering is more pro-
nounced at low temperatures than at room temperature because
the intrinsic mean free path is much longer.

As the temperature increases, the phonon population continues to
increase, but phonon scattering rate also increases. A peak in the
thermal conductivity is observed as the increased scattering begins to

outweigh the impact of increasing heat capacity. The peak thermal
conductivity shifts to higher temperatures with decreasing film thick-
ness. At high temperatures, the thermal conductivity decreases with
increasing temperature as the phonon mean free path decreases.

Fig. 3 Temperature-dependent thermal conductivity of several
different SOI-based silicon structures: thin films (Asheghi and
colleagues [7,12]), 20 nm 3 28 nm rectangular nanobeams (Yu
et al. [30]), and 22 nm thick nanoporous films (results shown for
both 11 and 16 nm diameter holes spaced by 34 nm from Yu
et al. [30]). The thermal conductivity of bulk silicon (Ho et al.
[45]) is shown for comparison. While the modeling results agree
fairly well for the thin film data, the nanobeam and nanomesh
results fall below the predicted thermal conductivities.

Fig. 2 Thickness dependence of the thermal conductivity of
silicon thin films [7,11–22,25,26,30,31,42]. For the reported in-
plane thermal conductivity data; red rings around the solid cir-
cular data markers indicate nearly pure samples (intrinsic,
nearly pure, or < 1015 cm23 dopant atoms). The Sondheimer
model (Eq. (5)) for the reduced thermal conductivity as a func-
tion of film thickness is shown for a mean free path of 100 nm
and 300 nm, assuming purely diffuse scattering (p 5 0) at the
film boundaries.

Fig. 4 Impact of doping on the thermal conductivity of (a) 3 lm
and (b) 30 nm thick silicon films. Figures reprinted with permis-
sion from (a) Asheghi et al. [19] and (b) Asheghi and Liu [25].

Journal of Heat Transfer JUNE 2013, Vol. 135 / 061601-5
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Thermal conductivity of materials – Nanoscale behavior

Well controlled and prescribed inclusions, defects, or interfaces change thermal 
conductivity based on manipulating the behavior of electrons and phonons

FIG. 3. Thickness dependent thermal conductivity of GaN at varying (colored bands) dislo-

cation densities and impurity levels compared to (symbols) published values of GaN’s thermal

conductivity.12–18,39,59–70. Filled symbols are from the present effort. Diamonds correspond to

GaN nanowires. Dotted line is guide to the eye. All values correspond to a measurement temper-

ature of ∼ 300 K.

power diodes possessing thicknesses of 20 µm dictates that a bulk thermal conductivity228

will not be realized even if made of “perfect” GaN. Rather, thermal conductivities less229

than 200 W/mK are more likely. No film less than 100 µm has been reported to have a230

thermal conductivity greater than 215 W/mK. Second, compensation of intrinsic doping231

using counter-doping implants is benign to thermal transport as long as total impurity232

levels remain below 1019 cm−3 . Third, the impact of doping and dislocations on thermal233

conductivity lessens as the device layer becomes thinner. It is size instead that dictates the234

thermal transport.235

IV. CONCLUSIONS236

From measurements of epilayer films having varying free carrier concentration, size effects237

are shown to dominate the thermal conductivity of GaN. Quantitatively, GaN’s thermal238

conductivity reduces by half relative to its bulk value for films 1 µm in thickness. GaN device239

layers are typically on this order and will therefore exhibit thermal conductivities reduced240

relative to bulk values even if of pristine quality. Fully capitalizing upon the large intrinsic241
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Dislocations critical 
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Well controlled and prescribed inclusions, defects, or interfaces change thermal 
conductivity based on manipulating the behavior of electrons and phonons
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TABLE I. Specifications and room-temperature thermal conductivities of the GaN thin films used in this work. Details of the uncertainty
calculations are provided in the Supplemental Material [35].

Growth Film thickness Doping type Substrate/template Thermal conductivity
technique (µm) (W m−1 K−1)

MOCVD 0.25 UID n-doped HVPE 150 ± 50
0.5 GaN substrate [40] 158 ± 40

1 176 ± 30
1.9 196 ± 20
2.03 203 ± 16
2.1 195 ± 20

MBE 0.4 UID 168 ± 18
0.8 UID 167 ± 23
0.4 1018 cm−3 Mg-doped 1.8 µm Fe-doped 81 ± 14
0.8 1018 cm−3 Mg-doped GaN template [41] 72 ± 14
0.4 1019 cm−3 Mg-doped on sapphire substrate 59 ± 11
0.8 1019 cm−3 Mg-doped 55 ± 14

The silicon, carbon, and oxygen impurity concentrations
of our UID GaN films range from 1015 to 2 × 1017 cm−3. In
addition, the films have a dislocation density on the order of
∼108 cm−2 or less. At room temperature, these concentra-
tions of defects and dislocations are not expected to have a
significant effect on GaN thermal conductivity [8,14,42,43].
As a result, the thermal conductivities of the UID GaN films
are higher than other heteroepitaxially grown GaN films [36]
of equivalent thicknesses reported in the literature. Such het-
eroepitaxial GaN films can contain high concentrations of
point defects and dislocations [15,36,44]. Within uncertainty,
the thermal conductivities of our UID GaN films are in agree-
ment with the FPLD predictions of pristine GaN. The higher
mean thermal conductivities of the GaN films compared to

FIG. 2. Room-temperature thermal conductivity as a function of
film thickness for MOCVD-grown (red symbols) and MBE-grown
(blue symbols) GaN thin films of this study. For comparison, we
also include the literature reported thermal conductivities of other
homoepitaxially [6] and heteroepitaxially (GaN/sapphire [15] and
GaN/4H-SiC [36]) grown GaN films. The dashed line represents the
FPLD predictions of defect-free and single-crystalline GaN. Solid
and open symbols represent measurements taken in this work and
literature values, respectively.

the FPLD predictions indicate that scattering at the GaN/GaN
interface may not be completely diffusive as assumed in the
first-principles calculations [45,46].

When the MBE-grown GaN films are doped with 1018

and 1019 cm−3 Mg, the thermal conductivity decreases by
more than 50%. This is in alignment with the findings of
Zou et al. [8]. The concentrations of Mg dopants used in
this study are not enough to cause a large lattice strain that
can lead to significant phonon scattering [47–51]. Therefore,
the large thermal conductivity decrease provides evidence that
at room temperature, phonon-dopant scattering is dominating
the thermal resistance of the homoepitaxial Mg-doped GaN
films. Four-point probe measurements reveal that the elec-
trical resistivity of the GaN films decreases from ∼0.85 to
0.30 ! cm as the dopant concentration increases from 1018 to
1019 cm−3, respectively. However, the corresponding changes
in the thermal conductivity for the two dopant concentrations
are negligible showing the phonon-dominated nature of ther-
mal transport in GaN thin films.

In addition to TDTR, we have also used the recently
developed pump-probe technique SSTR to measure the room-
temperature thermal conductivity of several control GaN
samples as discussed in the Supplemental Material [35].
Within uncertainty, the TDTR- and SSTR-measured values
are in excellent agreement as exhibited in Table S1. Details
of our TDTR and SSTR setups, measurement procedures, and
analyses are provided in the Supplemental Material [35].

In Fig. 3, we present the TDTR-measured temperature-
dependent thermal conductivity of the 1.9 µm MOCVD-
grown UID GaN, and 0.8 µm MBE-grown UID and Mg-
doped GaN films. For the MBE-grown films, we have limited
the measurements down to 200 K, as below this temperature,
TDTR measurements become highly sensitive to the Fe-doped
GaN template. As the temperature (T ) approaches the De-
bye temperature, the thermal conductivity of a high-purity,
bulk, crystalline material can be expected to follow a 1/T m

(m = 1–1.5) trend due to the dominance of phonon-phonon
scattering [6,61–63]. As shown in Fig. 3, a 1/T 1.35 relation
fits the thermal conductivity of the 1.9 µm UID GaN (Debye
temperature ∼636 K [64]) film reasonably well from ∼200
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277 K. The results depend slightly on the number of k-point
mesh used for the integration within the FBZ. Here, we are
showing results obtained with 18 × 18 × 18 mesh, which is
close to convergence. The normal and umklapp components
of the lifetimes are separated as 1/τ = 1/τU + 1/τN . We note
that although the lifetimes associated with normal processes
are in 1/ω2, those of umklapp processes seem to scale at
low frequencies like 1/ω3, so that the former dominates at
low frequencies. This is in contrast to the first-principles
results provided by Ward and Broido,31 who report that the
umklapp rate is in ω4. Although not explicitly mentioned in
their paper,32 fits to their data with ω3 were almost as good as
the fit with ω4. In the Appendix, we provide a proof of why,
in the case of Si, the umklapp rate would behave as ω3.

From Fig. 5, we can notice that at low frequencies (typically
below 3 THz or 100 cm−1 where dispersions are linear), normal
rates dominate, while at higher frequencies and typically for
optical modes, umklapp processes dominate transport.

E. Thermal conductivity from lattice dynamics

To see the contribution of each MFP to the total thermal
conductivity, following the approach of Dames and Chen,33

we have decomposed the thermal conductivity based on each
mode and sorted each component according to their mean-free
paths. One can then define a differential thermal conductivity
and the accumulated one, which is its integral:

dκ($kλ) = 1
3
vkλ $kλ Cvkλ,

(21)

κ($) = 1
Nk

$kλ<$∑

kλ

dκ($kλ).

The above can be plotted versus the MFP, $, which can be
considered as an independent variable. Figure 6 shows such
contribution at 277 K. By considering the extrapolated value to
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FIG. 6. (Color online) Cumulative contributions of phonons to
the thermal conductivity at 277 K from the 18 × 18 × 18 k-point
mesh data. Left plot is according to the wavelengths, and right
plot is according to the MFPs. Both differential and cumulative
thermal conductivities are shown in blue and red, respectively.
For comparison, the extrapolated (to infinite k-point mesh) and
experimental κ are also shown with horizontal lines at 166 and
174 W/mK, respectively.

be 166 W/mK, one can notice that MFPs extend well beyond
10 microns, even at room temperature. Surprisingly, MFPs
longer than 1 micron contribute to almost half of the total
thermal conductivity. One should also note that the range of
MFPs, in Si at least, span over five orders of magnitude from
a nanometer to 100 microns at room temperature. This would
be larger as we go to lower temperatures.

To get an accurate estimate of the thermal conductivity,
one needs to extrapolate the data obtained from a finite
number of k-point mesh, according to Eq. (9). The extrapolated
thermal conductivity versus temperature is plotted in Fig. 7
and compared to the experimental results of Glassbrenner and
Slack29 and Inyushkin et al.34 We can notice that at low tem-
peratures, boundary scattering limits the experimental thermal
conductivity. The agreement is very good in the temperature
range of 100 to 500 K, after which experimental results
decay faster due to higher-order phonon scatterings, which
are 1/T 2 or higher. Our results are within the relaxation-time
approximation, but one could also go beyond and iteratively
solve the Boltzmann equation, as Broido et al. have done.16

They have shown that for Si and Ge, there would be about a
further 10% increase in κ .

To assess the effect of the classical approximation, which is
made in classical MD simulations, we have also compared in
Fig. 8, for a given k-point density, the classical and the quantum
thermal conductivities within the RTA. They are displayed with
symbols on the lines. The quantum one is given by Eq. (16),
and the classical one uses the same expression in which the
Bose-Einstein distribution is substituted by kBT /h̄ω, both in
the heat capacity and in the relaxation time. We can notice
that the difference is small above the Debye temperature, as
expected, but the classical value overestimates the quantum
one by 10% to 20% as the temperature is lowered further.
This is a combination of the larger heat capacity and a
smaller lifetime in the classical case. We have also plotted
the contribution of each mode to the thermal conductivity. We
can note that at low temperatures mainly, the two TA modes
equally contribute to κ , whereas at temperatures above 200 K,
LA and TA modes equally contribute about almost 1/3 of the
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277 K. The results depend slightly on the number of k-point
mesh used for the integration within the FBZ. Here, we are
showing results obtained with 18 × 18 × 18 mesh, which is
close to convergence. The normal and umklapp components
of the lifetimes are separated as 1/τ = 1/τU + 1/τN . We note
that although the lifetimes associated with normal processes
are in 1/ω2, those of umklapp processes seem to scale at
low frequencies like 1/ω3, so that the former dominates at
low frequencies. This is in contrast to the first-principles
results provided by Ward and Broido,31 who report that the
umklapp rate is in ω4. Although not explicitly mentioned in
their paper,32 fits to their data with ω3 were almost as good as
the fit with ω4. In the Appendix, we provide a proof of why,
in the case of Si, the umklapp rate would behave as ω3.

From Fig. 5, we can notice that at low frequencies (typically
below 3 THz or 100 cm−1 where dispersions are linear), normal
rates dominate, while at higher frequencies and typically for
optical modes, umklapp processes dominate transport.

E. Thermal conductivity from lattice dynamics

To see the contribution of each MFP to the total thermal
conductivity, following the approach of Dames and Chen,33

we have decomposed the thermal conductivity based on each
mode and sorted each component according to their mean-free
paths. One can then define a differential thermal conductivity
and the accumulated one, which is its integral:

dκ($kλ) = 1
3
vkλ $kλ Cvkλ,

(21)

κ($) = 1
Nk
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kλ
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The above can be plotted versus the MFP, $, which can be
considered as an independent variable. Figure 6 shows such
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For comparison, the extrapolated (to infinite k-point mesh) and
experimental κ are also shown with horizontal lines at 166 and
174 W/mK, respectively.

be 166 W/mK, one can notice that MFPs extend well beyond
10 microns, even at room temperature. Surprisingly, MFPs
longer than 1 micron contribute to almost half of the total
thermal conductivity. One should also note that the range of
MFPs, in Si at least, span over five orders of magnitude from
a nanometer to 100 microns at room temperature. This would
be larger as we go to lower temperatures.

To get an accurate estimate of the thermal conductivity,
one needs to extrapolate the data obtained from a finite
number of k-point mesh, according to Eq. (9). The extrapolated
thermal conductivity versus temperature is plotted in Fig. 7
and compared to the experimental results of Glassbrenner and
Slack29 and Inyushkin et al.34 We can notice that at low tem-
peratures, boundary scattering limits the experimental thermal
conductivity. The agreement is very good in the temperature
range of 100 to 500 K, after which experimental results
decay faster due to higher-order phonon scatterings, which
are 1/T 2 or higher. Our results are within the relaxation-time
approximation, but one could also go beyond and iteratively
solve the Boltzmann equation, as Broido et al. have done.16

They have shown that for Si and Ge, there would be about a
further 10% increase in κ .

To assess the effect of the classical approximation, which is
made in classical MD simulations, we have also compared in
Fig. 8, for a given k-point density, the classical and the quantum
thermal conductivities within the RTA. They are displayed with
symbols on the lines. The quantum one is given by Eq. (16),
and the classical one uses the same expression in which the
Bose-Einstein distribution is substituted by kBT /h̄ω, both in
the heat capacity and in the relaxation time. We can notice
that the difference is small above the Debye temperature, as
expected, but the classical value overestimates the quantum
one by 10% to 20% as the temperature is lowered further.
This is a combination of the larger heat capacity and a
smaller lifetime in the classical case. We have also plotted
the contribution of each mode to the thermal conductivity. We
can note that at low temperatures mainly, the two TA modes
equally contribute to κ , whereas at temperatures above 200 K,
LA and TA modes equally contribute about almost 1/3 of the
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version, we find that only modes with vibrational frequencies
equal to the frequency of the incident wave packet are ex-
cited, corresponding to perfectly elastic scattering.

The scattering event can be further analyzed by studying
the fraction of energy scattered into various modes using Eq.
!5". We first show in Fig. 6 the fraction of energy transmitted
into LA modes with kxy!0. For the waves transmitted to the
region z"0, this represents the portion of the incident energy
that is not scattered by the grain boundary. We see that a
significant fraction of the energy is in fact not scattered by
the grain boundary below a frequency of about 9 THz. How-
ever, for frequencies above 9 THz, most of the incident en-
ergy is scattered.

For the case of scattering that involves normal modes
different from the incident LA mode, it is important to con-
sider the density of states !DOS" for the perfect crystal grain.
For the !001"#29 system, the total DOS is shown in Fig. 7.
By comparing to the DOS for an infinite system shown in the
inset of Fig. 7, it is clear that much of the structure in Fig. 7
is due to the finite size of the simulation cell. We analyze the

scattering into TA modes and LA modes with kxy"0 in Fig.
8. In Fig. 8!a", we see that significant amounts of the incident
wave packet can be transmitted and reflected into TA modes.
In Fig. 8!b" we show the contribution to the total DOS !see
Fig. 7" that is due to the TA modes. It is clear that the scat-
tering into TA modes can happen only for incident frequen-
cies where there is a finite DOS of TA modes. Figure 8!c"
shows that the energy transmitted and reflected into LA
modes with kxy"0 can be significant, especially for frequen-
cies above 8 THz. As with the TAmodes, it can be seen from
Fig. 8!d" that the amount of energy scattered into these
modes depends strongly on the DOS due to these modes.

For the scattering of LA wave packets from the
!001"#101 boundary, the picture is rather different. In Fig. 9
we show the transmission and reflection coefficients for this
boundary. Comparing Fig. 9 to Fig. 4, it is apparent that a
larger fraction of the incident energy is transmitted to the
region z"0. Furthermore, Fig. 10 shows that much of the
transmitted energy remains in LA modes with kxy!0, and
hence is not scattered by the grain boundary. For all of the

FIG. 5. Analysis of the transmitted wave packets for a wave packet with
kz!0.400(2$/a0) incident on the !001"#29 GB. The displacements in this
picture correspond to those in Fig. 3!b" at t!33.2 ps. At the top, we show
the total atomic displacements. In the next panel below, we show only the
components of the wave that correspond to LA modes with kxy!0. Because
these modes are the same as those that comprised the incident wave packet,
this part of the transmitted wave is unscattered. We next show the LAmodes
that are scattered, i.e., those modes that have kxy"0. Finally, in the bottom
panel we show the displacements that are just due to TA modes.

FIG. 6. The transmission coefficient % and the reflection coefficient can be
understood in terms of the contributions of the various final states. Shown
for incident LA wave packets scattered from a !001"#29 grain boundary are
the fraction of the incident energy that is transmitted !filled circles" and
reflected !open circles" into LA modes with kxy!0.

FIG. 7. Total density of states !DOS" for a bulk perfect crystal with the size
and orientation of one of the two grains in the simulation cell used to study
the !001"#29 grain boundary. The inset shows the total DOS for an infinite
bulk perfect crystal.

FIG. 8. The final states excited after the scattering event depend strongly on
the DOS at the frequency of the incident wave packet. For scattering from
the !001"#29 grain boundary, the incident LA wave packet can excite TA
modes and also LA modes with kxy"0. We show in !a" the fraction of
incident energy transmitted !filled circles" and reflected !open circles" into
TA modes. In !b" we show the contribution to the total DOS !see Fig. 7" due
to TA modes. The fraction of the incident energy transmitted !filled circles"
and reflected !open circles" into LA modes with kxy"0 is shown in !c", with
the contribution to the DOS of these modes shown in !d".
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different phonon modes and reduce thermal conductivity. A 
schematic diagram is shown in  Figure    5   capturing these var-
ious phonon scattering mechanisms, along with the electrical 
transport within a thermoelectric material.  

 Thus, in certain cases nanodots clearly play a very signifi cant 
role in reducing lattice thermal conductivity, probably by effec-
tively scattering phonons that otherwise would have relatively 
long mean free paths. In many of these cases it has been clearly 
demonstrated that the reduction in thermal conductivity far 
exceeds any concomitant reduction in the power factor caused 

of Sb. [  73  ]  In contrast, similar fractions of nanoparticles of Bi or 
Pb (two elements that have the same atomic mass as the Pb ions 
in the rock salt lattice) were found to have no such effect. [  73  ,  81  ]  
ErAs:InGaAs is another interesting example to study along 
these lines since the size distribution of ErAs nanoparticles in 
the matrix is not a strong function of the growth parameters 
and they are typically 2–4 nm in diameter [Figure  3 c]. [  82  ]  The 
volume fraction of the embedded nanoparticles can be easily 
changed from 0.01-6% without introducing defects or disloca-
tions. Thermal conductivity measurements show a reduction by 
as much as a factor of 3 compared to the bulk 
alloy [Figure  4 b].  

 The question remains as to why the inclu-
sion of nanodots can reduce the thermal 
conductivity below the alloy limit. Detailed 
calculations of phonon transport have been 
performed for ErAs:InGaAs materials, 
although the principles developed through 
these studies are fairly general and apply for 
other nanodot material systems as well. [  72  ,  82  ]  
Atomic scale defects in alloys scatter pho-
nons due to differences in mass or due to 
generation of strain fi elds, and the scattering 
cross-section follows Rayleigh scattering as 
 d  6 /  λ   4 , where  d  is the nanodot diameter and 
  λ   is the phonon wavelength. Hence, short 
wavelength phonons are effectively scattered 
in alloys, but the mid-to-long wavelength 
phonons can propagate without signifi cant 
scattering and thereby still contribute to heat 
conduction. By inclusion of nanoparticles, 
signifi cant reduction in lattice thermal con-
ductivity can be achieved by the additional 
scattering of mid- and long-wavelength pho-
nons by the nanoparticles. Calculations show 
that a wide size distribution of nanoparticles 
is preferable since it can effectively scatter 

      Figure  5 .     Schematic diagram illustrating various phonon scattering mechanisms within a ther-
moelectric material, along with electronic transport of hot and cold electrons. Atomic defects 
are effective at scattering short wavelength phonons, but larger embedded nanoparticles are 
required to scatter mid- and long-wavelength phonons effectively. Grain boundaries can also 
play an effective role in scattering these longer-wavelength phonons.  

Nanoparticle

Short wavelength phonon

Mid/long wavelength phonon

Atomic 
defect

Grain
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Hot Electron
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      Figure  4 .     Lattice thermal conductivity as a function of temperature for: (a) various PbTe-based alloys (x  =  0.1) and nanostructured samples. The value of 
x  =  0.1 was chosen because these samples have the same concentration of added component to PbTe as those in LAST-18 and SALT-20. (b) InGaAs with 
and without embedded ErAs nanodots. It is seen in both cases that the inclusion of nanodots into the microstructure results in a signifi cant reduction 
to the lattice thermal conductivity. In the PbTe system solid solution alloying is effective around room temperature (see black dotted arrow) but not at 
high temperature. Nanostructuring is shown to be effective both at room temperature and at high temperatures (see brown dotted arrows).  
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conductivity increases with thickness, we can safely say that
the reduction is not due to film dislocations. Intriguingly,
the thermal conductivities of the alloy thin films measured
in this Letter are among the lowest of any of the previous
measurements on SiGe-based thin-film systems. We note
that the only previous data that approach our lowest mea-
sured value are those in which the authors admit that the
measured samples have poor crystal quality (black filled
squares in Fig. 2) [2].

To quantify this effect, we turn to a model originally
proposed by Wang and Mingo [31], in which thermal
conductivity ! is given by

! ¼
Z @!c=kBT

0

k4BT
3

2"2v@3 #ðT; yÞy4 expðyÞ
½expðyÞ % 1&2 dy; (1)

where kB is Boltzmann’s constant, @ is Planck’s constant
divided by 2", T is temperature, and y ¼ @!=kBT
is a dimensionless parameter. The average velocity v is
calculated by v ¼ ½ð1% xÞv%2

Si þ xv%2
Ge &%1=2, where x is

the Ge concentration and vSi and vGe are the average
speeds of sound in Si and Ge, respectively, as calculated
by Wang and Mingo [31]. The scattering time for a given
frequency, #, is related to the individual processes via
Mattheissen’s rule # ¼ ð#%1

U þ #%1
a þ #%1

b Þ%1, where #U,

#a, and #b are the umklapp, alloy, and boundary scattering
times, respectively. These are given by

#U ¼ ½ð1% xÞ#%1
U;Si þ x#%1

U;Ge&%1; (2)

#a ¼ ½xð1% xÞA!4&%1; (3)

and
#b ¼ d=v; (4)

where
#%1
U;SiðGeÞ ¼ BSiðGeÞ!

2 expð%CSiðGeÞ=TÞ: (5)

The constants A, B, andC are taken from Ref. [31], and d is
the film thickness.
Our model is thus identical to that in Ref. [31] except

for the cutoff frequency, which we define as !c ¼ 2"v=a,
with a being the lattice constant of the Si1%xGex film
approximated by Vegard’s law: a ¼ ð1% xÞaSi þ xaGe,
where aSi and aGe are the lattice constants of silicon and
germanium, respectively. Equation (1) assumes a disper-
sionless, Debye system. This is acceptable for Si1%xGex
systems with nondilute alloying compositions, since the
dispersive phonons scatter strongly with the alloy atoms
due to their high frequencies. This assertion is substanti-
ated by the reasonable agreement found between this
model, our data, and previously reported measurements
on thin-film alloys in Refs. [2,7,23] as shown in Fig. 2.
To first assess the role of alloy composition, Fig. 3

shows the measured thermal conductivity versus Ge
concentration and the predictions of the thermal conduc-
tivity for bulk and thin-film Si1%xGex of three different
thicknesses at room temperature using Eq. (1). For
Si1%xGex with 0:2< x< 0:8, we found that the thermal
conductivity is almost flat and in agreement with our
experimental results. This lack of dependence on the Ge
concentration is much more pronounced in thin films than
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FIG. 2 (color online). Thermal conductivity measurements on
Si0:8Ge0:2 of the thickness series along with previously reported
values of different Si/Ge superlattices, alloy-based superlattices,
and alloy films at room temperature. Closed symbols represent
superlattices; open symbols represent Si1%xGex films. The ther-
mal conductivity is plotted versus (a) period or film thickness
and (b) total sample thickness. The figure also shows the model
presented in Eq. (1).
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different phonon modes and reduce thermal conductivity. A 
schematic diagram is shown in  Figure    5   capturing these var-
ious phonon scattering mechanisms, along with the electrical 
transport within a thermoelectric material.  

 Thus, in certain cases nanodots clearly play a very signifi cant 
role in reducing lattice thermal conductivity, probably by effec-
tively scattering phonons that otherwise would have relatively 
long mean free paths. In many of these cases it has been clearly 
demonstrated that the reduction in thermal conductivity far 
exceeds any concomitant reduction in the power factor caused 

of Sb. [  73  ]  In contrast, similar fractions of nanoparticles of Bi or 
Pb (two elements that have the same atomic mass as the Pb ions 
in the rock salt lattice) were found to have no such effect. [  73  ,  81  ]  
ErAs:InGaAs is another interesting example to study along 
these lines since the size distribution of ErAs nanoparticles in 
the matrix is not a strong function of the growth parameters 
and they are typically 2–4 nm in diameter [Figure  3 c]. [  82  ]  The 
volume fraction of the embedded nanoparticles can be easily 
changed from 0.01-6% without introducing defects or disloca-
tions. Thermal conductivity measurements show a reduction by 
as much as a factor of 3 compared to the bulk 
alloy [Figure  4 b].  

 The question remains as to why the inclu-
sion of nanodots can reduce the thermal 
conductivity below the alloy limit. Detailed 
calculations of phonon transport have been 
performed for ErAs:InGaAs materials, 
although the principles developed through 
these studies are fairly general and apply for 
other nanodot material systems as well. [  72  ,  82  ]  
Atomic scale defects in alloys scatter pho-
nons due to differences in mass or due to 
generation of strain fi elds, and the scattering 
cross-section follows Rayleigh scattering as 
 d  6 /  λ   4 , where  d  is the nanodot diameter and 
  λ   is the phonon wavelength. Hence, short 
wavelength phonons are effectively scattered 
in alloys, but the mid-to-long wavelength 
phonons can propagate without signifi cant 
scattering and thereby still contribute to heat 
conduction. By inclusion of nanoparticles, 
signifi cant reduction in lattice thermal con-
ductivity can be achieved by the additional 
scattering of mid- and long-wavelength pho-
nons by the nanoparticles. Calculations show 
that a wide size distribution of nanoparticles 
is preferable since it can effectively scatter 

      Figure  5 .     Schematic diagram illustrating various phonon scattering mechanisms within a ther-
moelectric material, along with electronic transport of hot and cold electrons. Atomic defects 
are effective at scattering short wavelength phonons, but larger embedded nanoparticles are 
required to scatter mid- and long-wavelength phonons effectively. Grain boundaries can also 
play an effective role in scattering these longer-wavelength phonons.  
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      Figure  4 .     Lattice thermal conductivity as a function of temperature for: (a) various PbTe-based alloys (x  =  0.1) and nanostructured samples. The value of 
x  =  0.1 was chosen because these samples have the same concentration of added component to PbTe as those in LAST-18 and SALT-20. (b) InGaAs with 
and without embedded ErAs nanodots. It is seen in both cases that the inclusion of nanodots into the microstructure results in a signifi cant reduction 
to the lattice thermal conductivity. In the PbTe system solid solution alloying is effective around room temperature (see black dotted arrow) but not at 
high temperature. Nanostructuring is shown to be effective both at room temperature and at high temperatures (see brown dotted arrows).  
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conductivity increases with thickness, we can safely say that
the reduction is not due to film dislocations. Intriguingly,
the thermal conductivities of the alloy thin films measured
in this Letter are among the lowest of any of the previous
measurements on SiGe-based thin-film systems. We note
that the only previous data that approach our lowest mea-
sured value are those in which the authors admit that the
measured samples have poor crystal quality (black filled
squares in Fig. 2) [2].

To quantify this effect, we turn to a model originally
proposed by Wang and Mingo [31], in which thermal
conductivity ! is given by

! ¼
Z @!c=kBT

0

k4BT
3

2"2v@3 #ðT; yÞy4 expðyÞ
½expðyÞ % 1&2 dy; (1)

where kB is Boltzmann’s constant, @ is Planck’s constant
divided by 2", T is temperature, and y ¼ @!=kBT
is a dimensionless parameter. The average velocity v is
calculated by v ¼ ½ð1% xÞv%2

Si þ xv%2
Ge &%1=2, where x is

the Ge concentration and vSi and vGe are the average
speeds of sound in Si and Ge, respectively, as calculated
by Wang and Mingo [31]. The scattering time for a given
frequency, #, is related to the individual processes via
Mattheissen’s rule # ¼ ð#%1

U þ #%1
a þ #%1

b Þ%1, where #U,

#a, and #b are the umklapp, alloy, and boundary scattering
times, respectively. These are given by

#U ¼ ½ð1% xÞ#%1
U;Si þ x#%1

U;Ge&%1; (2)

#a ¼ ½xð1% xÞA!4&%1; (3)

and
#b ¼ d=v; (4)

where
#%1
U;SiðGeÞ ¼ BSiðGeÞ!

2 expð%CSiðGeÞ=TÞ: (5)

The constants A, B, andC are taken from Ref. [31], and d is
the film thickness.
Our model is thus identical to that in Ref. [31] except

for the cutoff frequency, which we define as !c ¼ 2"v=a,
with a being the lattice constant of the Si1%xGex film
approximated by Vegard’s law: a ¼ ð1% xÞaSi þ xaGe,
where aSi and aGe are the lattice constants of silicon and
germanium, respectively. Equation (1) assumes a disper-
sionless, Debye system. This is acceptable for Si1%xGex
systems with nondilute alloying compositions, since the
dispersive phonons scatter strongly with the alloy atoms
due to their high frequencies. This assertion is substanti-
ated by the reasonable agreement found between this
model, our data, and previously reported measurements
on thin-film alloys in Refs. [2,7,23] as shown in Fig. 2.
To first assess the role of alloy composition, Fig. 3

shows the measured thermal conductivity versus Ge
concentration and the predictions of the thermal conduc-
tivity for bulk and thin-film Si1%xGex of three different
thicknesses at room temperature using Eq. (1). For
Si1%xGex with 0:2< x< 0:8, we found that the thermal
conductivity is almost flat and in agreement with our
experimental results. This lack of dependence on the Ge
concentration is much more pronounced in thin films than
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FIG. 2 (color online). Thermal conductivity measurements on
Si0:8Ge0:2 of the thickness series along with previously reported
values of different Si/Ge superlattices, alloy-based superlattices,
and alloy films at room temperature. Closed symbols represent
superlattices; open symbols represent Si1%xGex films. The ther-
mal conductivity is plotted versus (a) period or film thickness
and (b) total sample thickness. The figure also shows the model
presented in Eq. (1).
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different phonon modes and reduce thermal conductivity. A 
schematic diagram is shown in  Figure    5   capturing these var-
ious phonon scattering mechanisms, along with the electrical 
transport within a thermoelectric material.  

 Thus, in certain cases nanodots clearly play a very signifi cant 
role in reducing lattice thermal conductivity, probably by effec-
tively scattering phonons that otherwise would have relatively 
long mean free paths. In many of these cases it has been clearly 
demonstrated that the reduction in thermal conductivity far 
exceeds any concomitant reduction in the power factor caused 

of Sb. [  73  ]  In contrast, similar fractions of nanoparticles of Bi or 
Pb (two elements that have the same atomic mass as the Pb ions 
in the rock salt lattice) were found to have no such effect. [  73  ,  81  ]  
ErAs:InGaAs is another interesting example to study along 
these lines since the size distribution of ErAs nanoparticles in 
the matrix is not a strong function of the growth parameters 
and they are typically 2–4 nm in diameter [Figure  3 c]. [  82  ]  The 
volume fraction of the embedded nanoparticles can be easily 
changed from 0.01-6% without introducing defects or disloca-
tions. Thermal conductivity measurements show a reduction by 
as much as a factor of 3 compared to the bulk 
alloy [Figure  4 b].  

 The question remains as to why the inclu-
sion of nanodots can reduce the thermal 
conductivity below the alloy limit. Detailed 
calculations of phonon transport have been 
performed for ErAs:InGaAs materials, 
although the principles developed through 
these studies are fairly general and apply for 
other nanodot material systems as well. [  72  ,  82  ]  
Atomic scale defects in alloys scatter pho-
nons due to differences in mass or due to 
generation of strain fi elds, and the scattering 
cross-section follows Rayleigh scattering as 
 d  6 /  λ   4 , where  d  is the nanodot diameter and 
  λ   is the phonon wavelength. Hence, short 
wavelength phonons are effectively scattered 
in alloys, but the mid-to-long wavelength 
phonons can propagate without signifi cant 
scattering and thereby still contribute to heat 
conduction. By inclusion of nanoparticles, 
signifi cant reduction in lattice thermal con-
ductivity can be achieved by the additional 
scattering of mid- and long-wavelength pho-
nons by the nanoparticles. Calculations show 
that a wide size distribution of nanoparticles 
is preferable since it can effectively scatter 

      Figure  5 .     Schematic diagram illustrating various phonon scattering mechanisms within a ther-
moelectric material, along with electronic transport of hot and cold electrons. Atomic defects 
are effective at scattering short wavelength phonons, but larger embedded nanoparticles are 
required to scatter mid- and long-wavelength phonons effectively. Grain boundaries can also 
play an effective role in scattering these longer-wavelength phonons.  
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      Figure  4 .     Lattice thermal conductivity as a function of temperature for: (a) various PbTe-based alloys (x  =  0.1) and nanostructured samples. The value of 
x  =  0.1 was chosen because these samples have the same concentration of added component to PbTe as those in LAST-18 and SALT-20. (b) InGaAs with 
and without embedded ErAs nanodots. It is seen in both cases that the inclusion of nanodots into the microstructure results in a signifi cant reduction 
to the lattice thermal conductivity. In the PbTe system solid solution alloying is effective around room temperature (see black dotted arrow) but not at 
high temperature. Nanostructuring is shown to be effective both at room temperature and at high temperatures (see brown dotted arrows).  

0 200 400 600 800

6.0

3.0

0

Temperature, K

La
tti

ce
 th

er
m

al
 c

on
du

ct
iv

ity
, W

/m
· K

3.0% ErAs:InGaAs

6% ErAs:InGaAs

InGaAs

0.3% ErAs:InGaAs

(B)

300 400 500 600 700

2.5

2.0

1.5

1.0

0.5

Temperature, K

(PbTe)0.98(PbS)0.08

PbTe1-xSex

Pb
1-xSn

xTe

LAST-18
SALT-20

La
tti

ce
 th

er
m

al
 c

on
du

ct
iv

ity
, W

/m
·K

PbTe

N
an

o-
st

ru
ct

ur
in

g

Solid solution alloying

nanostructuring
(A)

Adv. Mat. 22, 3970

Short wave 
point defects

Long wave 
Boundaries

How about long, long 
wavelength phonons??

What happens when phonon 
wavelengths are much greater 

than boundaries/interfaces?

Spectral thermal conductivity of alloys



Spectral phonon transport – Nanograined alloys

Nanograined Si80Ge20

(MC) simulations,34 which are supported by experimental
results.34,35 In addition, Ordonex-Miranda et al. showed that
the DEM model and the finite element method were consistent
with each other in their thermal conductivity study.36

Considering the results shown in Figs. 1(a) and 1(b)
together, the use of our modified DEM in our method for
phonon thermal conductivity predictions yields an easier,
more efficient, and more accurate way to calculate the lattice
thermal conductivity of both homo- and heterogeneous nano-
materials and nanocomposites as compared to previously
used approaches. Therefore, our proposed model can be used
to study phonon transport in nanocomposite systems going
beyond simple thermal conductivity predictions via calcula-
tions of phonon thermal conductivity accumulation as a
function of the mean free path.

In the remainder of this work, we extend the use of our
DEM approach to nanograined Si-Ge bulk systems. We fabri-
cate a silicon control sample and Si80Ge20 samples with vary-
ing grain sizes. Ingots of both compositions are prepared by
arc melting under an argon atmosphere. Ingots are pulverized
into 1–30 lm size powders. These micro powders are consoli-
dated using Spark Plasma Sintering (Thermal Technologies
SPS 10-4). To produce fully dense compacted disks with
relative large grain sizes, Si and Si80Ge20 samples are sintered
at 1280 !C and 1210 !C, respectively, for 4 min under 60 MPa.
As for the nanostructured systems Si80Ge20, micro-powders of
Si and Si80Ge20 are loaded into a 440C stainless steel vial and
two 0.500 and four 0.2500 stainless steel balls. This process is

performed in a glove box under an argon atmosphere. The vial
is then sealed and placed in a SPEX 8000D vibrational mixer.
The powders are ball milled for 40 h for the Si80Ge20 systems.
The ball milled powders are then compacted by SPS. We
determine the grain size of the disks by the cleaved cross sec-
tion analyzed under a SEM (Fig. 2). The grain sizes for the sili-
con control extend to as large as 30 lm, while the ranges of
grain sizes determined for the various Si80Ge20 samples are
listed in the caption of Fig. 2. We mechanically polish all sam-
ples after deposition to facilitate TDTR measurements, and the
resulting RMS roughnesses determined via mechanical profil-
ometry maps were 30 6 10 nm.

We conduct experimental measurements of the thermal
conductivity of these systems using TDTR with varying
pump modulation frequencies, which effectively varies the
heater length scale. This approach has been recently vetted
for studying accumulation effects on the thermal conductiv-
ity of alloys.37 The fabrication and characterization of the
various Si and Si80Ge20 samples and details of our TDTR
measurements, including the validity of the use of a diffusive
heat equation-based model for TDTR data analysis,37 are
included in the supplementary material.

We alter the modulation frequency of the pump beam dur-
ing our TDTR measurements from 1.49 MHz to 12.2 MHz.
The thermal penetration depth (Lz) was determined using the
solution to the radially symmetric heat diffusion equation
where the full spatial temperature profile was calculated.38 The
use of our relatively large pump and probe spot sizes allows
our TDTR measurements at the various frequencies to be
directly related to the thermal transport physics in the cross-
plane direction, therefore reducing measurement sensitivities
to in-plane non-diffusive thermal transport.37,39 Furthermore,
the use of Al as our thin film transducer will allow for direct
comparison of our measurements to previous reports of
Fourier failure in Si-Ge-based systems without the potential
for additional electron-phonon resistances in the metal film to
complicate our results and analyses.40

As discussed by several recent works,37,40–44 we relate
the changing thermal penetration depth with the varying fre-
quencies during TDTR experiments to changes in the net
heat flux. Thus, we modify our EMA modeling approach to
separate the thermal conductivity of the samples into a high
frequency mode component (diffusive) and a low frequency
mode component (quasi-ballistic). To determine the cut-off
MFP that separates these high and low frequency mode
regimes, a plausible way is to equate the MFP to the thermal
penetration depth, and then, this MFP is used to determine
the corresponding wavenumber q. As another approach, we
also use a compact heat conduction model based on the two-
fluid assumption (bridge function).44 In this model, we write
the net heat flux in the form of J ¼ jLF þ jHF, where jLF and
jHF are the low and high frequency mode contributions to the

FIG. 1. (a) Normalized thermal conductivity of silicon nanowires calculated
using the Holland model (solid black) and BvKS model (dashed, blue), both
of which were taken from the study by Yang and Dames,33 as compared to
our non-gray DEM (dotted red), and the experimental data from the study by
Li et al.32 (b) Lattice thermal conductivity jL of the Si/Ge nanocomposite
dependence on Si nanoparticles’s volume fraction at room temperature
(T¼ 300 K), with an average grain size d ¼ 10 nm. Non-gray DEM simula-
tion with the grain size dispersion-standard deviation of 0:577d (dotted, red)
is compared with Jeng’s MC simulation (black diamonds),34 gray EMA
(black solid), and non-gray EMA (blue dashed).

FIG. 2. SEM micrographs of Si80Ge20 systems: (a) Si80Ge20 2.0 6 0.17 lm,
(d) Si80Ge20 110 6 21 nm, and (e) Si80Ge20 73 6 29 nm.

131902-3 Chen et al. Appl. Phys. Lett. 111, 131902 (2017)

Appl. Phys. Lett. 11, 131902

heat flux. This approach is detailed in the supplementary
material. We find that for these alloys, both approaches yield
similar results due to the alloy transport being dominated by
the near-zone center modes.

We now use our approach to analyze the TDTR data
taken on the Si80Ge20 systems, comprised of samples with
average grain sizes of 2 lm, 110 nm, and 73 nm. For all nano-
grained samples, we observe the frequency dependence in the
measured thermal conductivity, as shown in Fig. 3, implying
that as our measurement depth is increased, the thermal con-
ductivity is also increased. Note that these data show similar
trends to the previously reported frequency dependent TDTR
data on SiGe alloys.37,45,46 We attribute this effect to the
accumulation of the lattice thermal conductivity as we probe
into the length scales that capture the heat carrying mean free
paths in this system. Based on previous works, this frequency
dependent trend might suggest that phonons with mean free
paths greater than the thermal penetration depth carry sub-
stantial amounts of heat in these systems, and our measure-
ments are related to an accumulation of phonon mean free
paths.37,40–44 This, however, is counter-intuitive to tradition-
ally implemented phonon transport dynamics that assume
phonons with mean free paths greater than the grain size will
scatter and thus not contribute to thermal conductivity (as
predicted via the traditionally assumed FBL model).

The traditionally implemented assumptions in the FBL
model force all phonons to scatter at a length scale defined
by the grain boundary. Thus, regardless of the assumption of
what phonons are considered quasi-ballistic and diffusive
(i.e., hard cutoff or bridge function to separate these two
regimes), the FBL always predicts a leveling off of the accu-
mulative thermal conductivity at much shorter length scales
than that observed in the experimental data (Fig. 3), since by
definition, it restricts the propagation of long wavelength
phonons. The use of the bridge function and implementation
of the two-fluid assumption in the modeling of the accumula-
tion of thermal conductivity yields predicted trends, in good
agreement with our measured frequency dependent thermal
conductivity data. For the three different grain sizes, our
DEM approach exhibits improved agreement with the exper-
imental data over the varying thermal penetration depths as
compared to the other models (FBL and SBL). Thus, the
spectral contribution to thermal conductivity in the nano-
grained Si80Ge20 samples cannot be predicted from tradition-
ally assumed boundary scattering models (e.g., FBL, which
will truncate phonon transport at a limiting length scale,
such as a grain boundary). Phonon scattering cross sections,

such as those calculated when applying the SBL and DEM,
must be accounted for to properly model this phenomenon.

The FBL fails to account for the long wavelength phonon
transport, as it assumes that these phonons will scatter with the
grain boundaries. This discrepancy is most pronounced for the
110 and 73 nm samples. While long wavelength-dominated
phonon transport is well known in crystalline alloys (due to
high frequency phonon-mass impurity scattering),47–50 the role
of grain boundaries and their interplay among long wavelength
phonon transport and phonon-mass impurity scattering has
been less-frequently explored. Our results suggest that creating
nanograins in crystalline alloys may not have as pronounced as
an effect on lowering thermal conductivity as predicted by tra-
ditional boundary scattering theories, such as those assumed in
the FBL. Since the majority of the thermal transport in crystal-
line alloys is driven by the long wavelength, large wave vector
phonons (cf. Fig. 3), the scattering cross section of nanograins
could be too small to create a significant impact on the major-
ity of the heat carrying phonons, which is demonstrated by the
modest frequency dependence in the 110 and 73 nm alloys as
compared to the 2 lm sample.

In summary, we present a modeling approach that uti-
lizes a frequency-dependent effective medium method to cal-
culate the lattice thermal conductivity of nanostructured
solids. This allows for the study of spectral phonon scattering
and spectral contributions to thermal conductivity in nano-
structured solids. Through thermal conductivity accumula-
tion calculations with our modified effective medium model,
we show that phonons with wavelengths much greater than
the average grain size will not be impacted by grain bound-
ary scattering, counter to the traditionally assumed notion
that grain boundaries in solids will act as diffusive interfaces
that will limit long wavelength phonon transport.

See supplementary material for more details on the fol-
lowing: S1, Details of the “Fixed Boundary Length” (FBL)
and “Spectral Boundary Length” (SBL) models, assump-
tions, and calculations; S2, TDTR Measurements; S3,
Validity of the use of a diffusive heat equation-based model
when analyzing TDTR data; S4, The cut-off mean free path
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heat flux. This approach is detailed in the supplementary
material. We find that for these alloys, both approaches yield
similar results due to the alloy transport being dominated by
the near-zone center modes.

We now use our approach to analyze the TDTR data
taken on the Si80Ge20 systems, comprised of samples with
average grain sizes of 2 lm, 110 nm, and 73 nm. For all nano-
grained samples, we observe the frequency dependence in the
measured thermal conductivity, as shown in Fig. 3, implying
that as our measurement depth is increased, the thermal con-
ductivity is also increased. Note that these data show similar
trends to the previously reported frequency dependent TDTR
data on SiGe alloys.37,45,46 We attribute this effect to the
accumulation of the lattice thermal conductivity as we probe
into the length scales that capture the heat carrying mean free
paths in this system. Based on previous works, this frequency
dependent trend might suggest that phonons with mean free
paths greater than the thermal penetration depth carry sub-
stantial amounts of heat in these systems, and our measure-
ments are related to an accumulation of phonon mean free
paths.37,40–44 This, however, is counter-intuitive to tradition-
ally implemented phonon transport dynamics that assume
phonons with mean free paths greater than the grain size will
scatter and thus not contribute to thermal conductivity (as
predicted via the traditionally assumed FBL model).

The traditionally implemented assumptions in the FBL
model force all phonons to scatter at a length scale defined
by the grain boundary. Thus, regardless of the assumption of
what phonons are considered quasi-ballistic and diffusive
(i.e., hard cutoff or bridge function to separate these two
regimes), the FBL always predicts a leveling off of the accu-
mulative thermal conductivity at much shorter length scales
than that observed in the experimental data (Fig. 3), since by
definition, it restricts the propagation of long wavelength
phonons. The use of the bridge function and implementation
of the two-fluid assumption in the modeling of the accumula-
tion of thermal conductivity yields predicted trends, in good
agreement with our measured frequency dependent thermal
conductivity data. For the three different grain sizes, our
DEM approach exhibits improved agreement with the exper-
imental data over the varying thermal penetration depths as
compared to the other models (FBL and SBL). Thus, the
spectral contribution to thermal conductivity in the nano-
grained Si80Ge20 samples cannot be predicted from tradition-
ally assumed boundary scattering models (e.g., FBL, which
will truncate phonon transport at a limiting length scale,
such as a grain boundary). Phonon scattering cross sections,

such as those calculated when applying the SBL and DEM,
must be accounted for to properly model this phenomenon.

The FBL fails to account for the long wavelength phonon
transport, as it assumes that these phonons will scatter with the
grain boundaries. This discrepancy is most pronounced for the
110 and 73 nm samples. While long wavelength-dominated
phonon transport is well known in crystalline alloys (due to
high frequency phonon-mass impurity scattering),47–50 the role
of grain boundaries and their interplay among long wavelength
phonon transport and phonon-mass impurity scattering has
been less-frequently explored. Our results suggest that creating
nanograins in crystalline alloys may not have as pronounced as
an effect on lowering thermal conductivity as predicted by tra-
ditional boundary scattering theories, such as those assumed in
the FBL. Since the majority of the thermal transport in crystal-
line alloys is driven by the long wavelength, large wave vector
phonons (cf. Fig. 3), the scattering cross section of nanograins
could be too small to create a significant impact on the major-
ity of the heat carrying phonons, which is demonstrated by the
modest frequency dependence in the 110 and 73 nm alloys as
compared to the 2 lm sample.

In summary, we present a modeling approach that uti-
lizes a frequency-dependent effective medium method to cal-
culate the lattice thermal conductivity of nanostructured
solids. This allows for the study of spectral phonon scattering
and spectral contributions to thermal conductivity in nano-
structured solids. Through thermal conductivity accumula-
tion calculations with our modified effective medium model,
we show that phonons with wavelengths much greater than
the average grain size will not be impacted by grain bound-
ary scattering, counter to the traditionally assumed notion
that grain boundaries in solids will act as diffusive interfaces
that will limit long wavelength phonon transport.

See supplementary material for more details on the fol-
lowing: S1, Details of the “Fixed Boundary Length” (FBL)
and “Spectral Boundary Length” (SBL) models, assump-
tions, and calculations; S2, TDTR Measurements; S3,
Validity of the use of a diffusive heat equation-based model
when analyzing TDTR data; S4, The cut-off mean free path
vs thermal penetration depth determined by the bridge func-
tion and hard cutoff approaches; S5, Details of spectral ther-
mal conductivity calculations using the DEM approach for
nanograined Si80Ge20 systems.
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and modulation frequency. From this, we follow the procedure 
outlined by Wang et al.[16] to determine the 95% confidence 
interval of fitted thermal conductivity and heat capacity based on 
the two-standard deviation difference from the minimum nor-
malized residual. Figure 1d shows the results for J14 and all six-
cation ESOs, where contour lines indicate the combinations of κ 
and Cv corresponding to a 95% confidence interval.

There is a strong reduction in thermal conductivity between 
J14 and all six-cation oxides; variation in κ among the latter are 
within 20% of one another and follow an expected decreasing 
trend with heavier average cation mass, as shown in Figure 1e. 
Accounting for uncertainties arising from film thicknesses and 
thermal properties does not explain this reduction from five to 
six cations. This finding suggests that there is an enhanced level 
of phonon scattering intrinsic to the six-cation oxides compared 
to J14 that is dictating the observed reduction in thermal conduc-
tivity. Furthermore, a 105 nm polycrystalline J14 sample (p-J14) 
was fabricated on an amorphous SiO2 (a-SiO2) substrate; grain 
sizes were on the order of 50–100 nm as determined by atomic 
force microscopy (AFM). Grain boundaries typically scatter pho-
nons on the order of the grain size,[17,18] which would reduce the 
thermal conductivity of p-J14 relative to single crystal J14. Because 
the substrate is a-SiO2 in this case, heat capacity and thermal con-
ductivity cannot be experimentally decoupled (see Supporting 
Information for details). However, if we assume that the heat 
capacity is that of J14, the thermal conductivity of p-J14 is, within 
uncertainty, equal to that of J14. This indicates that phonon scat-
tering at grain boundaries negligibly affects the thermal conduc-
tivity, suggesting that the phonons contributing most strongly to 
thermal transport in J14 have mean-free paths smaller than this 
average grain size. Moreover, this result indicates that even with 
additional extrinsic scattering mechanisms, the thermal conduc-
tivity of J14 does not reduce to those of the six-cation oxides. To 
understand the significance of this reduction in thermal conduc-
tivity, we measure a 78 nm amorphous J14 (a-J14) film grown 
on a-SiO2. Again assuming the same heat capacity as J14, the 
thermal conductivity of a-J14 is 1.16 ± 0.16, almost a third that 
of J14, and within 20% of the thermal conductivity of J31. This 
amorphous thermal conductivity is typically assumed to be the 
minimum limit to the intrinsic thermal conductivity of a solid.[19]

Reduced crystalline thermal conductivity approaching the 
amorphous limit is an attractive property to several applications, 
including thermoelectric power generation[20] and thermal bar-
rier coatings,[21] where crystalline materials allow for the desir-
able electronic properties and temperature stability necessary 
for extreme environments. Such reduction is often achieved 
via nanostructuring with defects and/or interfaces, the latter of 
which resulted in the lowest thermal conductivity measured in a 
fully dense solid at 0.05 W m−1 K−1 for WSe2 in the cross-plane 
direction,[22] a 30 × reduction over the c-axis thermal conductivity 
of single-crystal WSe2. For macroscale applications in which films 
inevitably become large enough that grains of varying orienta-
tions form, thermal conductivity reduction in one crystallographic 
direction does not have significant benefit. Thus, for isotropic 
crystals, such reduction is typically achieved via increasing com-
positional disorder,[23] which can lead to mass mismatch, atomic 
radii mismatch, and local atomic strain that results in additional 
phonon scattering. For example, mixed crystals with controlled 
disorder were shown to have thermal conductivities that approach 

their minimum limit.[19] Similarly, unary and binary compound 
superatomic crystals were shown to have amorphous-like thermal 
conductivities when orientational disorder is present.[24] On the 
other hand, complex crystals such as the cubic I-V-VI2 semicon-
ductor AgSbTe2 have intrinsically glass-like thermal conduc-
tivities[25] attributed to the spontaneous formation of nanoscale 
domains with different orderings on the cation sublattice.[26]

Regardless of the mechanism, a thermal conductivity reduc-
tion generally comes at the expense of a crystal’s stiffness, as 
determined by its elastic modulus. This is shown in Figure 2a, 
where thermal conductivity is plotted as a function of elastic 
modulus for a wide array of isotropic crystals. Whereas metals 
can maintain a relatively high thermal conductivity due to contri-
bution from electron transport, phonons are the dominant heat 
carriers in non-metals; reduction of elastic modulus is indicative 
of a reduction in phonon group velocity and energies, resulting 
in a lowered thermal conductivity. As shown in Figure 2a,  
the regime of simultaneously stiff and insulative crystals is 
unpopulated, despite the need in practical applications such 
as thermal barrier coatings. We show that ESOs, whose elastic 
moduli are measured with contact resonance AFM (CR-AFM), 
represent a step towards filling this void. In fact, in Figure 2b, 
we quantify the ratio of elastic modulus to thermal conduc-
tivity (E/κ) to show that ESOs fall in line with the highest E/κ 
crystals at room temperature, surpassing prominent thermal 

Adv. Mater. 2018, 30, 1805004

Figure 2.  Thermal and elastic properties of crystals. a) Thermal conduc-
tivity (κ) versus elastic modulus (E) for a wide range of isotropic crys-
tals at room temperature. Materials are grouped into metals (squares) 
and non-metals (triangles), the former having the subset of HEAs (open 
squares) and the latter having the subset of ESOs (circles). b) Ratio of E 
to κ for the highest-ratio crystals from (a). A table of data and references 
can be found in the Supporting Information.
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FIG. 3. (a) MD-predicted thermal conductivity of C60 crystal
up to 20 GPa compressive stress at 300 K. The results from the
Leibfried-Schlömann equation are also plotted for comparison. (b)
Spectral contributions to thermal conductivity for unstrained and
strained (under 9% hydrostatic strain) cases.

as [22,38]

κ = A
V 1/3ω3

D

γ 2T
, (1)

where A is a parameter independent of pressure, V is the
volume, ωD is the Debye frequency, γ is the Grüneisen
parameter, and T is the temperature. In this expression,
anharmonicity is included through the Grüneisen parameter,
γ = −(∂ lnω)/(∂ lnV ), where ω is the frequency of lattice
vibration and V represents the volume [39]. If we assume that
the Poisson’s ratio and elastic anisotropy does not change with
the application of compressive strains, then ωD ∝ V 1/6K

1/2
T ,

where KT is the isothermal bulk modulus which can be
calculated as KT = −dP/d lnV . For our C60 crystals, we
calculate KT ∼ 10 and 250 GPa for the unstrained and
the strained crystal at 9.5% hydrostatic strain, respectively.

The Gruneisen parameter γ is determined from the relation
γ = 1

2
dK
dP

− 1
6 . Figure 3(a) shows the results of the LS theory

as a function of pressure. The model adequately describes
the MD simulation results over the large range of pressures
considered in this work confirming its usefulness as a model
to describe the pressure dependence of thermal conductivity of
molecular crystals with more than one atom forming the unit
cell. The agreement between theory and MD simulation results
also suggests that the dominant heat carriers in the C60 crystal
are the acoustic phonons which arise due to intermolecular
vibrations.

To study the spectral nature of thermal conductivity with
the application of compressive strains for our C60 crystal, we
spectrally resolve the thermal conductivity by calculating the
contribution of each mode to the heat flux; the details of the
calculation are given in our previous work [40]. Figure 3(b)
shows the normalized thermal conductivity accumulation for
the unstrained and 9% hydrostatic compression cases. For
the unstrained case, as we report in our previous work, the
majority of the heat is carried by modes that are <2 THz.
These modes shift to higher frequencies with the compressive
strain as mentioned in the previous paragraph, and therefore the
thermal conductivity accumulation shifts to higher frequencies
for the strained case. However, even for the 9% hydrostatic
compression case, a significant amount of heat is carried
by intermolecular vibrations (<10 THz contribute more than
50% to the thermal conductivity) thus confirming the results
from the LS theory that low-frequency vibrations dictate
thermal conductivity for the C60 crystals under compressive
strains.

We have studied the effect of pressure (up to 20 GPa) on the
thermal and vibrational properties of C60 fullerite crystals via
molecular dynamics simulations under the GK formalism. The
pressure dependence of thermal conductivity of C60 fullerite
was found to obey a power-law dependence on the applied
strain with compressive strains leading to a rapid increase in
the thermal conductivity. At a hydrostatic pressure of ∼20 GPa
the thermal conductivity of C60 fullerite increases by almost a
factor of 40 (compared to the thermal conductivity at ambient
conditions). The Leibfried-Schlömann equation adequately
describes the pressure dependence of thermal conductivity in
these materials suggesting that low-frequency acoustic modes
carry the significant amount of heat in these crystals. This
theoretical description is supported by spectral analysis of heat
current in C60 crystals, which shows that the majority of heat
is carried by low-frequency intermolecular vibrations.

We would like to thank the Army Research Office for
support (Grant No. W911NF-16-1-0320).
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and modulation frequency. From this, we follow the procedure 
outlined by Wang et al.[16] to determine the 95% confidence 
interval of fitted thermal conductivity and heat capacity based on 
the two-standard deviation difference from the minimum nor-
malized residual. Figure 1d shows the results for J14 and all six-
cation ESOs, where contour lines indicate the combinations of κ 
and Cv corresponding to a 95% confidence interval.

There is a strong reduction in thermal conductivity between 
J14 and all six-cation oxides; variation in κ among the latter are 
within 20% of one another and follow an expected decreasing 
trend with heavier average cation mass, as shown in Figure 1e. 
Accounting for uncertainties arising from film thicknesses and 
thermal properties does not explain this reduction from five to 
six cations. This finding suggests that there is an enhanced level 
of phonon scattering intrinsic to the six-cation oxides compared 
to J14 that is dictating the observed reduction in thermal conduc-
tivity. Furthermore, a 105 nm polycrystalline J14 sample (p-J14) 
was fabricated on an amorphous SiO2 (a-SiO2) substrate; grain 
sizes were on the order of 50–100 nm as determined by atomic 
force microscopy (AFM). Grain boundaries typically scatter pho-
nons on the order of the grain size,[17,18] which would reduce the 
thermal conductivity of p-J14 relative to single crystal J14. Because 
the substrate is a-SiO2 in this case, heat capacity and thermal con-
ductivity cannot be experimentally decoupled (see Supporting 
Information for details). However, if we assume that the heat 
capacity is that of J14, the thermal conductivity of p-J14 is, within 
uncertainty, equal to that of J14. This indicates that phonon scat-
tering at grain boundaries negligibly affects the thermal conduc-
tivity, suggesting that the phonons contributing most strongly to 
thermal transport in J14 have mean-free paths smaller than this 
average grain size. Moreover, this result indicates that even with 
additional extrinsic scattering mechanisms, the thermal conduc-
tivity of J14 does not reduce to those of the six-cation oxides. To 
understand the significance of this reduction in thermal conduc-
tivity, we measure a 78 nm amorphous J14 (a-J14) film grown 
on a-SiO2. Again assuming the same heat capacity as J14, the 
thermal conductivity of a-J14 is 1.16 ± 0.16, almost a third that 
of J14, and within 20% of the thermal conductivity of J31. This 
amorphous thermal conductivity is typically assumed to be the 
minimum limit to the intrinsic thermal conductivity of a solid.[19]

Reduced crystalline thermal conductivity approaching the 
amorphous limit is an attractive property to several applications, 
including thermoelectric power generation[20] and thermal bar-
rier coatings,[21] where crystalline materials allow for the desir-
able electronic properties and temperature stability necessary 
for extreme environments. Such reduction is often achieved 
via nanostructuring with defects and/or interfaces, the latter of 
which resulted in the lowest thermal conductivity measured in a 
fully dense solid at 0.05 W m−1 K−1 for WSe2 in the cross-plane 
direction,[22] a 30 × reduction over the c-axis thermal conductivity 
of single-crystal WSe2. For macroscale applications in which films 
inevitably become large enough that grains of varying orienta-
tions form, thermal conductivity reduction in one crystallographic 
direction does not have significant benefit. Thus, for isotropic 
crystals, such reduction is typically achieved via increasing com-
positional disorder,[23] which can lead to mass mismatch, atomic 
radii mismatch, and local atomic strain that results in additional 
phonon scattering. For example, mixed crystals with controlled 
disorder were shown to have thermal conductivities that approach 

their minimum limit.[19] Similarly, unary and binary compound 
superatomic crystals were shown to have amorphous-like thermal 
conductivities when orientational disorder is present.[24] On the 
other hand, complex crystals such as the cubic I-V-VI2 semicon-
ductor AgSbTe2 have intrinsically glass-like thermal conduc-
tivities[25] attributed to the spontaneous formation of nanoscale 
domains with different orderings on the cation sublattice.[26]

Regardless of the mechanism, a thermal conductivity reduc-
tion generally comes at the expense of a crystal’s stiffness, as 
determined by its elastic modulus. This is shown in Figure 2a, 
where thermal conductivity is plotted as a function of elastic 
modulus for a wide array of isotropic crystals. Whereas metals 
can maintain a relatively high thermal conductivity due to contri-
bution from electron transport, phonons are the dominant heat 
carriers in non-metals; reduction of elastic modulus is indicative 
of a reduction in phonon group velocity and energies, resulting 
in a lowered thermal conductivity. As shown in Figure 2a,  
the regime of simultaneously stiff and insulative crystals is 
unpopulated, despite the need in practical applications such 
as thermal barrier coatings. We show that ESOs, whose elastic 
moduli are measured with contact resonance AFM (CR-AFM), 
represent a step towards filling this void. In fact, in Figure 2b, 
we quantify the ratio of elastic modulus to thermal conduc-
tivity (E/κ) to show that ESOs fall in line with the highest E/κ 
crystals at room temperature, surpassing prominent thermal 

Adv. Mater. 2018, 30, 1805004

Figure 2.  Thermal and elastic properties of crystals. a) Thermal conduc-
tivity (κ) versus elastic modulus (E) for a wide range of isotropic crys-
tals at room temperature. Materials are grouped into metals (squares) 
and non-metals (triangles), the former having the subset of HEAs (open 
squares) and the latter having the subset of ESOs (circles). b) Ratio of E 
to κ for the highest-ratio crystals from (a). A table of data and references 
can be found in the Supporting Information.
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isotopically enriched cBN now takes its place 
as one of the highest thermal conductivity 
materials in existence.

Impressively, the relatively simple 
criteria set by Slack are still applicable 
for most non-metallic solids as shown in 
Fig. 1a, where we plot κ as a function of 
!Mδθ3
I

 (where !M
I

 is the average mass, δ3 
is the average volume and θ is the Debye 
temperature). The factor !Mδθ3

I
 maximizes 

for strongly bonded crystals with light 
atoms, and is able to fairly replicate 
measurements of κ. However, this scaling 
fails to describe κ of high-quality crystals of 
BAs, where higher order phonon scattering 
mechanisms (Fig. 1b) and the limited phase 
space for phonon–phonon scattering need 
to be considered2. The scaling also fails to 
predict κ for natural cBN, where observed 
κ falls below the line due to substantial 
contributions from resistive phonon–
impurity scattering (Fig. 1c)1.

We can thus apply insight from 
first-principles calculations to analyse the 
necessary phonon scattering mechanisms 
responsible for ultrahigh thermal 
conductivity. For BAs, heavier As atoms 
dictate the motion of the acoustic phonons 
that carry most of the heat. As such, the 
more isotopically homogeneous As atoms 
only weakly scatter with the isotope defects 
from the lighter boron atoms that dictate 
the shorter wavelength and more dispersive 
optical modes2. Therefore, the thermal 
conductivities of isotopically enriched and 
natural BAs samples are comparable (see 
Fig. 1a). In contrast, due to the similarity 
in B and N masses, the inclusion of natural 

isotopes in cBN crystals can have a drastic 
effect on κBN as compared with higher order 
anharmonic processes (Fig. 1c). Taken 
together, κ of isotope-enriched cBN could 
potentially surpass κ of BAs (Fig. 1d).

To validate these theories, Chen et al. 
used pump–probe thermoreflectance 
techniques to measure the thermal 
conductivity of synthetic crystals of cBN 
with natural and controlled abundance of 
boron isotopes from 250 K to 500 K. Their 
results showed that the rate of decrease 
in thermal conductivity with temperature 
for cBN is similar to diamond, but slower 
than BAs. For ideal crystals, a faster rate 
of decrease of thermal conductivity with 
temperature suggests a stronger role of the 
higher order scattering processes, as was 
corroborated by first-principles calculations 
that show weak higher order anharmonic 
processes in cBN, in contrast to BAs where 
four-phonon processes play a vital role. 
Their calculations also showed that the 
combination of large relative mass difference 
in boron isotopes (resulting in a strong 
isotope effect) and weaker anharmonic 
phonon scattering processes leads to 
ultrahigh κ in cBN.

For over 65 years, finding a heat 
conductor to rival diamond has proven 
daunting. However, Chen et al. show that 
high-quality crystals of cBN can possess 
comparable thermal conductivities,  
of ∼1,600 W m−1 K−1 at room temperature. 
While isotope enrichment can minimize 
resistive phonon scattering processes, 
intrinsic phonon transport properties are 
ultimately governed by atomic masses 

and the stiffness of chemical bonds. The 
discovery of materials with bond strengths 
similar to diamond, combined with well 
prescribed phonon–isotope scattering 
processes, could present another mechanism 
to achieve ultrahigh-thermal-conductivity 
materials. Tuning of interatomic bonds 
by external stimuli could enable changes 
in phonon scattering rates and velocities, 
and so increase thermal conductivity. 
Additionally, with anticipated challenges 
in the heterogeneous integration of these 
high-thermal-conductivity materials into 
composites and devices — a well-known 
issue for diamond — the ability to create 
dynamically tunable thermal properties 
in easily integrated materials could offer 
a solution to the implementation of these 
ultrahigh-thermal-conductivity materials in 
thin films and interfaces.

The realization of ultrahigh thermal 
conductivity in cBN represents the 
collaborative efforts of scientists and 
engineers with a range of expertise. This 
discovery was a result of designing a 
material with an end goal of achieving 
a desired thermal property, as opposed 
to the thermal property being evaluated 
after designing the material for another 
functionality. This ‘thermal-first’ material 
development is a necessary charge to push 
the limits of thermal sciences and discover 
unrealized thermophysical processes. 
While Slack’s predictions provide us with 
a blueprint for relatively simple material 
systems, there is a periodic table worth of 
opportunities for thermal-first material 
development of complex systems, which 
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increasing Mav following the expected behavior. This is
associated with the heavier mass and reduced !D that result
in decreased acoustic phonon velocities, decreased fre-
quencies, and in increased phonon-phonon scattering by
increasing phonon populations in going from diamond to
Si and to Ge. The BX compounds initially follow a similar
trend with " dropping from BN to BP (Table I). However,
this is followed by a sharp rise to BAs before dropping
to BSb. This unusual behavior of " for the BX materials is
not reflected in their harmonic and anharmonic IFCs,
which have monotonically decreasing magnitudes with
increasing Mav, similar to those of the group IV materials
(see Table A of the Supplemental Material [22]).

We find that the unusual behavior of the intrinsic " arises
largely from the interplay of certain basic properties,
including (i) a large frequency gap between acoustic and
optic phonons (a-o gap) and (ii) the bunching of the
acoustic branches, which are not in the simple criteria
mentioned above [31].

a-o gap.—In going from N to P to As to Sb the increas-
ingMX=MB ratio opens successively larger a-o gaps in the
BX compounds (see Fig. 2 for BAs). This is familiar from
the diatomic linear chain model where the scale of the
acoustic (optic) phonon branch is governed by the larger
(smaller) mass. While heat is carried primarily by the
lower frequency acoustic phonons, the optic phonons pro-
vide important scattering channels for the acoustic modes

in many materials, particularly through aao scattering
from which a large fraction of resistive Umklapp scattering
derives. For aao scattering, the sum of the two acoustic
phonon frequencies must equal the optic phonon fre-
quency. In BAs and BSb, aao scattering is prohibited by
the conservation conditions, which reduces their intrinsic
thermal resistances.
The absence of aao scattering affects the T dependence

of " for BAs and BSb as seen in Fig. 1. At low T, aao
scattering is frozen out in all materials. With increasing
temperature, the more rapid decrease in "ðTÞ for diamond,
BN, and BP is a signature that the aao scattering is
increasing as optic phonons are thermally populated.
In contrast, aao scattering is absent at all temperatures in
BAs and BSb, thus giving weaker temperature dependence
on ".
Bunching of the acoustic branches.—Figure 2 shows that

in their higher frequency range (4 THz to 10 THz) the three
acoustic branches are closer to one another in BAs than
they are in Si. The bunching of the acoustic branches is
present in all of the BX compounds, consistent with pre-
vious calculations [32], and is also present in diamond. It is
connected to the unusual nature of the bonding in these
systems [33,34]. This bunching decreases the phase space
for the higher frequency aaa scattering processes, particu-
larly for resistive Umklapp processes because they tend to
involve higher frequency phonons. This is similar to a
simple argument that gives that three phonons from the
same dispersive acoustic branch cannot simultaneously
satisfy momentum and energy conservation [13,35]. Thus
in the limit that the acoustic branches coincide, no aaa
scattering is possible. In addition to the reduced phase
space, the scattering strengths of many of the remaining
processes are considerably weakened by the acoustic
bunching. To see this, note that since the bunched acoustic
branches are similar in energy, an aaa scattering initiated
in the higher-frequency range involves two phonons of
similar high frequency, !# and !#00 , and one phonon of
small frequency, !#0 , and thus small wave vector magni-
tude, q0. In this case the scattering matrix elements scale as
j!##0#00 j2 # q02. As the branches bunch together, q0 and the
matrix elements become smaller and the resulting aaa
scattering becomes weaker.
BAs is unusual in that the acoustic branch bunching

weakens aaa scattering, its a-o gap is large enough to
freeze out all aao processes, and its stiff bonding and small
MB give a relatively large !D. This combination of features
is not present in the other materials and gives BAs anom-
alously large intrinsic phonon transport lifetimes and cor-
respondingly large contributions to " from the mid-high
frequency acoustic phonons which are ultimately respon-
sible for the ultrahigh ". This behavior is seen by the large
peak in Fig. 3, which plots the calculated contribution to
"pure as a function of frequency, "ð$Þ, for BAs and Si [36].
While the frequency scale of the Si acoustic spectrum
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confirm the topological magnetoelectric 
effect (TME) expected for an axion 
insulator. TME is a generic property of a 
three-dimensional (3D) TI when mass is 
introduced to the surface massless Dirac 
fermions. In the theory that describes such 
massive Dirac fermions, the mass term is 
contributed directly by the magnetization 
orthogonal to the surface of a 3D TI. It can 
be either positive or negative depending 
on the direction of the magnetization with 
respect to the surface normal (Fig. 1).  
Therefore, to introduce a mass term with a 
fixed sign, the magnetization at the surface 
of a 3D TI has to be either parallel or 
antiparallel to the normal directions of all 
surfaces, requiring the magnetizations of 
the top and bottom surfaces of the TI slab 
to point in opposite directions (Fig. 1b). For 
a 3D TI surface with a fixed sign of mass, a 
half-quantized Hall conductance (e2/2h) is 
expected6,7. However, because such a surface 
is closed without an edge, no edge channels 
are expected. Thus, electric transport will 
not verify the e2/2h quantized conductance, 
and rather would show both vanishing Hall 
and longitudinal conductivities as observed 
earlier3. This contrasts with the Chern 
insulator case, in which a chiral gapless edge 
state carrying e2/h quantized conduction 
is formed at the boundary of a 2D TI slab4. 

The chiral edge state can also be considered 
as a result of a magnetic domain wall due 
to the opposite mass terms on the top and 
bottom surfaces of the TI (Fig. 1a). The 
extra conductance contributed by such a 
domain wall has been reported before8,9. 
Nevertheless, probing the TME (and 
polarization), which is a result of the surface 
half-quantized Hall effect, would be the final 
proof of the axion insulator.

In addition, due to the intrinsic 
correlation between the electric and 
magnetic fields, one can envision the 
efficient control of the magnetization 
using electric field by taking advantage of 
the TME, which has been one of the main 
goals in spintronics development during 
the past decade. In particular, if a magnetic 
dipole can be induced in an axion insulator 
by an applied electric field, it can be used 
to magnetize a neighbouring material 
in a desired multilayer heterostructure. 
Furthermore, such a magnetic dipolar field 
could serve to align the magnetization in 
an adjacent axion insulator MnBi2Te4 itself 
to achieve the transition from an axion 
insulator to a Chern insulator. Therefore, 
there could be an electric field-induced 
topological phase transition in MnBi2Te4 
if the TME susceptibility is large enough. 
On the other hand, the generation of a 

dipolar electric field in the presence of 
magnetic field could be a magnetic field 
sensor. Moreover, other TME effects such 
as the demonstration of the predicted image 
magnetic monopole may be expected in  
the future. ❐
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Achieving a better heat conductor
Finding a competitor for diamond as a good heat conductor remains challenging. Measurements on crystals of 
cubic boron nitride demonstrate a thermal conductivity of 1,600 W m−1 K−1 at room temperature, rivalling diamond.
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Diamond has long stood as the 
most thermally conductive bulk 
material, with a room-temperature 

(RT) thermal conductivity (κ) in excess 
of 2,000 W m−1 K−1.This is a finding that 
has significantly advanced condensed 
matter physics and thermal management 
of various technologies. Thus, the search 
for bulk crystals with comparable thermal 
conductivities is an important challenge. 
In non-metallic crystals, heat is primarily 
transferred by phonons — quantized lattice 
vibrations arising from coupled atomic 
oscillations in crystalline materials. In 
1973, Slack identified guidelines to achieve 
high phonon thermal conductivity based 
on maximizing phonon velocities and 
minimizing intrinsic resistive scattering 

processes; he suggested the crystal must 
be made up of strongly bonded atoms 
with low atomic masses arranged in a 
simple lattice1. This leaves little room 
for new high-thermal-conductivity 
materials, but the advent of parameter-free 
first-principles-based calculations in 
conjunction with rigorous solutions to 
the Boltzmann transport equation has 
enabled further atomistic insight. In 2013, 
it was shown that a large frequency gap 
between acoustic and optical phonons 
(accompanying a large mass ratio of atoms 
in the crystal basis), along with bunching 
of the acoustic branches, can lead to weak 
anharmonic phonon–phonon scattering 
and thus strong thermal conductivity 
enhancement. In 2018, this enhanced κ 

prediction for boron arsenide (BAs)2 was 
experimentally realized, with measured 
κRT ≈ 1,200 W m−1 K−1 for high-quality 
BAs crystals3–5. It was also predicted that if 
crystalline materials with strong phonon–
isotope scattering could be isotopically 
purified, such as cubic boron nitride (cBN), 
large enhancements in thermal conductivity 
of ~150% could be realized2.

Now, writing in Science, Bai Song, David 
Broido, Gang Chen and colleagues have 
used these phonon–isotope scattering design 
rules and performed isotopic enrichment 
of 10B or 11B to demonstrate ultrahigh κRT 
of over 1,600 W m−1 K−1 in bulk crystals of 
cBN6. The thermal conductivities surpass κRT 
of BAs, and are one of the highest reported 
to date. Following Slack’s predictions, 
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confirm the topological magnetoelectric 
effect (TME) expected for an axion 
insulator. TME is a generic property of a 
three-dimensional (3D) TI when mass is 
introduced to the surface massless Dirac 
fermions. In the theory that describes such 
massive Dirac fermions, the mass term is 
contributed directly by the magnetization 
orthogonal to the surface of a 3D TI. It can 
be either positive or negative depending 
on the direction of the magnetization with 
respect to the surface normal (Fig. 1).  
Therefore, to introduce a mass term with a 
fixed sign, the magnetization at the surface 
of a 3D TI has to be either parallel or 
antiparallel to the normal directions of all 
surfaces, requiring the magnetizations of 
the top and bottom surfaces of the TI slab 
to point in opposite directions (Fig. 1b). For 
a 3D TI surface with a fixed sign of mass, a 
half-quantized Hall conductance (e2/2h) is 
expected6,7. However, because such a surface 
is closed without an edge, no edge channels 
are expected. Thus, electric transport will 
not verify the e2/2h quantized conductance, 
and rather would show both vanishing Hall 
and longitudinal conductivities as observed 
earlier3. This contrasts with the Chern 
insulator case, in which a chiral gapless edge 
state carrying e2/h quantized conduction 
is formed at the boundary of a 2D TI slab4. 

The chiral edge state can also be considered 
as a result of a magnetic domain wall due 
to the opposite mass terms on the top and 
bottom surfaces of the TI (Fig. 1a). The 
extra conductance contributed by such a 
domain wall has been reported before8,9. 
Nevertheless, probing the TME (and 
polarization), which is a result of the surface 
half-quantized Hall effect, would be the final 
proof of the axion insulator.

In addition, due to the intrinsic 
correlation between the electric and 
magnetic fields, one can envision the 
efficient control of the magnetization 
using electric field by taking advantage of 
the TME, which has been one of the main 
goals in spintronics development during 
the past decade. In particular, if a magnetic 
dipole can be induced in an axion insulator 
by an applied electric field, it can be used 
to magnetize a neighbouring material 
in a desired multilayer heterostructure. 
Furthermore, such a magnetic dipolar field 
could serve to align the magnetization in 
an adjacent axion insulator MnBi2Te4 itself 
to achieve the transition from an axion 
insulator to a Chern insulator. Therefore, 
there could be an electric field-induced 
topological phase transition in MnBi2Te4 
if the TME susceptibility is large enough. 
On the other hand, the generation of a 

dipolar electric field in the presence of 
magnetic field could be a magnetic field 
sensor. Moreover, other TME effects such 
as the demonstration of the predicted image 
magnetic monopole may be expected in  
the future. ❐
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Diamond has long stood as the 
most thermally conductive bulk 
material, with a room-temperature 

(RT) thermal conductivity (κ) in excess 
of 2,000 W m−1 K−1.This is a finding that 
has significantly advanced condensed 
matter physics and thermal management 
of various technologies. Thus, the search 
for bulk crystals with comparable thermal 
conductivities is an important challenge. 
In non-metallic crystals, heat is primarily 
transferred by phonons — quantized lattice 
vibrations arising from coupled atomic 
oscillations in crystalline materials. In 
1973, Slack identified guidelines to achieve 
high phonon thermal conductivity based 
on maximizing phonon velocities and 
minimizing intrinsic resistive scattering 

processes; he suggested the crystal must 
be made up of strongly bonded atoms 
with low atomic masses arranged in a 
simple lattice1. This leaves little room 
for new high-thermal-conductivity 
materials, but the advent of parameter-free 
first-principles-based calculations in 
conjunction with rigorous solutions to 
the Boltzmann transport equation has 
enabled further atomistic insight. In 2013, 
it was shown that a large frequency gap 
between acoustic and optical phonons 
(accompanying a large mass ratio of atoms 
in the crystal basis), along with bunching 
of the acoustic branches, can lead to weak 
anharmonic phonon–phonon scattering 
and thus strong thermal conductivity 
enhancement. In 2018, this enhanced κ 

prediction for boron arsenide (BAs)2 was 
experimentally realized, with measured 
κRT ≈ 1,200 W m−1 K−1 for high-quality 
BAs crystals3–5. It was also predicted that if 
crystalline materials with strong phonon–
isotope scattering could be isotopically 
purified, such as cubic boron nitride (cBN), 
large enhancements in thermal conductivity 
of ~150% could be realized2.

Now, writing in Science, Bai Song, David 
Broido, Gang Chen and colleagues have 
used these phonon–isotope scattering design 
rules and performed isotopic enrichment 
of 10B or 11B to demonstrate ultrahigh κRT 
of over 1,600 W m−1 K−1 in bulk crystals of 
cBN6. The thermal conductivities surpass κRT 
of BAs, and are one of the highest reported 
to date. Following Slack’s predictions, 
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confirm the topological magnetoelectric 
effect (TME) expected for an axion 
insulator. TME is a generic property of a 
three-dimensional (3D) TI when mass is 
introduced to the surface massless Dirac 
fermions. In the theory that describes such 
massive Dirac fermions, the mass term is 
contributed directly by the magnetization 
orthogonal to the surface of a 3D TI. It can 
be either positive or negative depending 
on the direction of the magnetization with 
respect to the surface normal (Fig. 1).  
Therefore, to introduce a mass term with a 
fixed sign, the magnetization at the surface 
of a 3D TI has to be either parallel or 
antiparallel to the normal directions of all 
surfaces, requiring the magnetizations of 
the top and bottom surfaces of the TI slab 
to point in opposite directions (Fig. 1b). For 
a 3D TI surface with a fixed sign of mass, a 
half-quantized Hall conductance (e2/2h) is 
expected6,7. However, because such a surface 
is closed without an edge, no edge channels 
are expected. Thus, electric transport will 
not verify the e2/2h quantized conductance, 
and rather would show both vanishing Hall 
and longitudinal conductivities as observed 
earlier3. This contrasts with the Chern 
insulator case, in which a chiral gapless edge 
state carrying e2/h quantized conduction 
is formed at the boundary of a 2D TI slab4. 

The chiral edge state can also be considered 
as a result of a magnetic domain wall due 
to the opposite mass terms on the top and 
bottom surfaces of the TI (Fig. 1a). The 
extra conductance contributed by such a 
domain wall has been reported before8,9. 
Nevertheless, probing the TME (and 
polarization), which is a result of the surface 
half-quantized Hall effect, would be the final 
proof of the axion insulator.

In addition, due to the intrinsic 
correlation between the electric and 
magnetic fields, one can envision the 
efficient control of the magnetization 
using electric field by taking advantage of 
the TME, which has been one of the main 
goals in spintronics development during 
the past decade. In particular, if a magnetic 
dipole can be induced in an axion insulator 
by an applied electric field, it can be used 
to magnetize a neighbouring material 
in a desired multilayer heterostructure. 
Furthermore, such a magnetic dipolar field 
could serve to align the magnetization in 
an adjacent axion insulator MnBi2Te4 itself 
to achieve the transition from an axion 
insulator to a Chern insulator. Therefore, 
there could be an electric field-induced 
topological phase transition in MnBi2Te4 
if the TME susceptibility is large enough. 
On the other hand, the generation of a 

dipolar electric field in the presence of 
magnetic field could be a magnetic field 
sensor. Moreover, other TME effects such 
as the demonstration of the predicted image 
magnetic monopole may be expected in  
the future. ❐
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Diamond has long stood as the 
most thermally conductive bulk 
material, with a room-temperature 

(RT) thermal conductivity (κ) in excess 
of 2,000 W m−1 K−1.This is a finding that 
has significantly advanced condensed 
matter physics and thermal management 
of various technologies. Thus, the search 
for bulk crystals with comparable thermal 
conductivities is an important challenge. 
In non-metallic crystals, heat is primarily 
transferred by phonons — quantized lattice 
vibrations arising from coupled atomic 
oscillations in crystalline materials. In 
1973, Slack identified guidelines to achieve 
high phonon thermal conductivity based 
on maximizing phonon velocities and 
minimizing intrinsic resistive scattering 

processes; he suggested the crystal must 
be made up of strongly bonded atoms 
with low atomic masses arranged in a 
simple lattice1. This leaves little room 
for new high-thermal-conductivity 
materials, but the advent of parameter-free 
first-principles-based calculations in 
conjunction with rigorous solutions to 
the Boltzmann transport equation has 
enabled further atomistic insight. In 2013, 
it was shown that a large frequency gap 
between acoustic and optical phonons 
(accompanying a large mass ratio of atoms 
in the crystal basis), along with bunching 
of the acoustic branches, can lead to weak 
anharmonic phonon–phonon scattering 
and thus strong thermal conductivity 
enhancement. In 2018, this enhanced κ 

prediction for boron arsenide (BAs)2 was 
experimentally realized, with measured 
κRT ≈ 1,200 W m−1 K−1 for high-quality 
BAs crystals3–5. It was also predicted that if 
crystalline materials with strong phonon–
isotope scattering could be isotopically 
purified, such as cubic boron nitride (cBN), 
large enhancements in thermal conductivity 
of ~150% could be realized2.

Now, writing in Science, Bai Song, David 
Broido, Gang Chen and colleagues have 
used these phonon–isotope scattering design 
rules and performed isotopic enrichment 
of 10B or 11B to demonstrate ultrahigh κRT 
of over 1,600 W m−1 K−1 in bulk crystals of 
cBN6. The thermal conductivities surpass κRT 
of BAs, and are one of the highest reported 
to date. Following Slack’s predictions, 



So how do you make a high thermal conductivity 
solid? The nano/phonon perspective
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isotopically enriched cBN now takes its place 
as one of the highest thermal conductivity 
materials in existence.

Impressively, the relatively simple 
criteria set by Slack are still applicable 
for most non-metallic solids as shown in 
Fig. 1a, where we plot κ as a function of 
!Mδθ3
I

 (where !M
I

 is the average mass, δ3 
is the average volume and θ is the Debye 
temperature). The factor !Mδθ3

I
 maximizes 

for strongly bonded crystals with light 
atoms, and is able to fairly replicate 
measurements of κ. However, this scaling 
fails to describe κ of high-quality crystals of 
BAs, where higher order phonon scattering 
mechanisms (Fig. 1b) and the limited phase 
space for phonon–phonon scattering need 
to be considered2. The scaling also fails to 
predict κ for natural cBN, where observed 
κ falls below the line due to substantial 
contributions from resistive phonon–
impurity scattering (Fig. 1c)1.

We can thus apply insight from 
first-principles calculations to analyse the 
necessary phonon scattering mechanisms 
responsible for ultrahigh thermal 
conductivity. For BAs, heavier As atoms 
dictate the motion of the acoustic phonons 
that carry most of the heat. As such, the 
more isotopically homogeneous As atoms 
only weakly scatter with the isotope defects 
from the lighter boron atoms that dictate 
the shorter wavelength and more dispersive 
optical modes2. Therefore, the thermal 
conductivities of isotopically enriched and 
natural BAs samples are comparable (see 
Fig. 1a). In contrast, due to the similarity 
in B and N masses, the inclusion of natural 

isotopes in cBN crystals can have a drastic 
effect on κBN as compared with higher order 
anharmonic processes (Fig. 1c). Taken 
together, κ of isotope-enriched cBN could 
potentially surpass κ of BAs (Fig. 1d).

To validate these theories, Chen et al. 
used pump–probe thermoreflectance 
techniques to measure the thermal 
conductivity of synthetic crystals of cBN 
with natural and controlled abundance of 
boron isotopes from 250 K to 500 K. Their 
results showed that the rate of decrease 
in thermal conductivity with temperature 
for cBN is similar to diamond, but slower 
than BAs. For ideal crystals, a faster rate 
of decrease of thermal conductivity with 
temperature suggests a stronger role of the 
higher order scattering processes, as was 
corroborated by first-principles calculations 
that show weak higher order anharmonic 
processes in cBN, in contrast to BAs where 
four-phonon processes play a vital role. 
Their calculations also showed that the 
combination of large relative mass difference 
in boron isotopes (resulting in a strong 
isotope effect) and weaker anharmonic 
phonon scattering processes leads to 
ultrahigh κ in cBN.

For over 65 years, finding a heat 
conductor to rival diamond has proven 
daunting. However, Chen et al. show that 
high-quality crystals of cBN can possess 
comparable thermal conductivities,  
of ∼1,600 W m−1 K−1 at room temperature. 
While isotope enrichment can minimize 
resistive phonon scattering processes, 
intrinsic phonon transport properties are 
ultimately governed by atomic masses 

and the stiffness of chemical bonds. The 
discovery of materials with bond strengths 
similar to diamond, combined with well 
prescribed phonon–isotope scattering 
processes, could present another mechanism 
to achieve ultrahigh-thermal-conductivity 
materials. Tuning of interatomic bonds 
by external stimuli could enable changes 
in phonon scattering rates and velocities, 
and so increase thermal conductivity. 
Additionally, with anticipated challenges 
in the heterogeneous integration of these 
high-thermal-conductivity materials into 
composites and devices — a well-known 
issue for diamond — the ability to create 
dynamically tunable thermal properties 
in easily integrated materials could offer 
a solution to the implementation of these 
ultrahigh-thermal-conductivity materials in 
thin films and interfaces.

The realization of ultrahigh thermal 
conductivity in cBN represents the 
collaborative efforts of scientists and 
engineers with a range of expertise. This 
discovery was a result of designing a 
material with an end goal of achieving 
a desired thermal property, as opposed 
to the thermal property being evaluated 
after designing the material for another 
functionality. This ‘thermal-first’ material 
development is a necessary charge to push 
the limits of thermal sciences and discover 
unrealized thermophysical processes. 
While Slack’s predictions provide us with 
a blueprint for relatively simple material 
systems, there is a periodic table worth of 
opportunities for thermal-first material 
development of complex systems, which 
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confirm the topological magnetoelectric 
effect (TME) expected for an axion 
insulator. TME is a generic property of a 
three-dimensional (3D) TI when mass is 
introduced to the surface massless Dirac 
fermions. In the theory that describes such 
massive Dirac fermions, the mass term is 
contributed directly by the magnetization 
orthogonal to the surface of a 3D TI. It can 
be either positive or negative depending 
on the direction of the magnetization with 
respect to the surface normal (Fig. 1).  
Therefore, to introduce a mass term with a 
fixed sign, the magnetization at the surface 
of a 3D TI has to be either parallel or 
antiparallel to the normal directions of all 
surfaces, requiring the magnetizations of 
the top and bottom surfaces of the TI slab 
to point in opposite directions (Fig. 1b). For 
a 3D TI surface with a fixed sign of mass, a 
half-quantized Hall conductance (e2/2h) is 
expected6,7. However, because such a surface 
is closed without an edge, no edge channels 
are expected. Thus, electric transport will 
not verify the e2/2h quantized conductance, 
and rather would show both vanishing Hall 
and longitudinal conductivities as observed 
earlier3. This contrasts with the Chern 
insulator case, in which a chiral gapless edge 
state carrying e2/h quantized conduction 
is formed at the boundary of a 2D TI slab4. 

The chiral edge state can also be considered 
as a result of a magnetic domain wall due 
to the opposite mass terms on the top and 
bottom surfaces of the TI (Fig. 1a). The 
extra conductance contributed by such a 
domain wall has been reported before8,9. 
Nevertheless, probing the TME (and 
polarization), which is a result of the surface 
half-quantized Hall effect, would be the final 
proof of the axion insulator.

In addition, due to the intrinsic 
correlation between the electric and 
magnetic fields, one can envision the 
efficient control of the magnetization 
using electric field by taking advantage of 
the TME, which has been one of the main 
goals in spintronics development during 
the past decade. In particular, if a magnetic 
dipole can be induced in an axion insulator 
by an applied electric field, it can be used 
to magnetize a neighbouring material 
in a desired multilayer heterostructure. 
Furthermore, such a magnetic dipolar field 
could serve to align the magnetization in 
an adjacent axion insulator MnBi2Te4 itself 
to achieve the transition from an axion 
insulator to a Chern insulator. Therefore, 
there could be an electric field-induced 
topological phase transition in MnBi2Te4 
if the TME susceptibility is large enough. 
On the other hand, the generation of a 

dipolar electric field in the presence of 
magnetic field could be a magnetic field 
sensor. Moreover, other TME effects such 
as the demonstration of the predicted image 
magnetic monopole may be expected in  
the future. ❐
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Diamond has long stood as the 
most thermally conductive bulk 
material, with a room-temperature 

(RT) thermal conductivity (κ) in excess 
of 2,000 W m−1 K−1.This is a finding that 
has significantly advanced condensed 
matter physics and thermal management 
of various technologies. Thus, the search 
for bulk crystals with comparable thermal 
conductivities is an important challenge. 
In non-metallic crystals, heat is primarily 
transferred by phonons — quantized lattice 
vibrations arising from coupled atomic 
oscillations in crystalline materials. In 
1973, Slack identified guidelines to achieve 
high phonon thermal conductivity based 
on maximizing phonon velocities and 
minimizing intrinsic resistive scattering 

processes; he suggested the crystal must 
be made up of strongly bonded atoms 
with low atomic masses arranged in a 
simple lattice1. This leaves little room 
for new high-thermal-conductivity 
materials, but the advent of parameter-free 
first-principles-based calculations in 
conjunction with rigorous solutions to 
the Boltzmann transport equation has 
enabled further atomistic insight. In 2013, 
it was shown that a large frequency gap 
between acoustic and optical phonons 
(accompanying a large mass ratio of atoms 
in the crystal basis), along with bunching 
of the acoustic branches, can lead to weak 
anharmonic phonon–phonon scattering 
and thus strong thermal conductivity 
enhancement. In 2018, this enhanced κ 

prediction for boron arsenide (BAs)2 was 
experimentally realized, with measured 
κRT ≈ 1,200 W m−1 K−1 for high-quality 
BAs crystals3–5. It was also predicted that if 
crystalline materials with strong phonon–
isotope scattering could be isotopically 
purified, such as cubic boron nitride (cBN), 
large enhancements in thermal conductivity 
of ~150% could be realized2.

Now, writing in Science, Bai Song, David 
Broido, Gang Chen and colleagues have 
used these phonon–isotope scattering design 
rules and performed isotopic enrichment 
of 10B or 11B to demonstrate ultrahigh κRT 
of over 1,600 W m−1 K−1 in bulk crystals of 
cBN6. The thermal conductivities surpass κRT 
of BAs, and are one of the highest reported 
to date. Following Slack’s predictions, 
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confirm the topological magnetoelectric 
effect (TME) expected for an axion 
insulator. TME is a generic property of a 
three-dimensional (3D) TI when mass is 
introduced to the surface massless Dirac 
fermions. In the theory that describes such 
massive Dirac fermions, the mass term is 
contributed directly by the magnetization 
orthogonal to the surface of a 3D TI. It can 
be either positive or negative depending 
on the direction of the magnetization with 
respect to the surface normal (Fig. 1).  
Therefore, to introduce a mass term with a 
fixed sign, the magnetization at the surface 
of a 3D TI has to be either parallel or 
antiparallel to the normal directions of all 
surfaces, requiring the magnetizations of 
the top and bottom surfaces of the TI slab 
to point in opposite directions (Fig. 1b). For 
a 3D TI surface with a fixed sign of mass, a 
half-quantized Hall conductance (e2/2h) is 
expected6,7. However, because such a surface 
is closed without an edge, no edge channels 
are expected. Thus, electric transport will 
not verify the e2/2h quantized conductance, 
and rather would show both vanishing Hall 
and longitudinal conductivities as observed 
earlier3. This contrasts with the Chern 
insulator case, in which a chiral gapless edge 
state carrying e2/h quantized conduction 
is formed at the boundary of a 2D TI slab4. 

The chiral edge state can also be considered 
as a result of a magnetic domain wall due 
to the opposite mass terms on the top and 
bottom surfaces of the TI (Fig. 1a). The 
extra conductance contributed by such a 
domain wall has been reported before8,9. 
Nevertheless, probing the TME (and 
polarization), which is a result of the surface 
half-quantized Hall effect, would be the final 
proof of the axion insulator.

In addition, due to the intrinsic 
correlation between the electric and 
magnetic fields, one can envision the 
efficient control of the magnetization 
using electric field by taking advantage of 
the TME, which has been one of the main 
goals in spintronics development during 
the past decade. In particular, if a magnetic 
dipole can be induced in an axion insulator 
by an applied electric field, it can be used 
to magnetize a neighbouring material 
in a desired multilayer heterostructure. 
Furthermore, such a magnetic dipolar field 
could serve to align the magnetization in 
an adjacent axion insulator MnBi2Te4 itself 
to achieve the transition from an axion 
insulator to a Chern insulator. Therefore, 
there could be an electric field-induced 
topological phase transition in MnBi2Te4 
if the TME susceptibility is large enough. 
On the other hand, the generation of a 

dipolar electric field in the presence of 
magnetic field could be a magnetic field 
sensor. Moreover, other TME effects such 
as the demonstration of the predicted image 
magnetic monopole may be expected in  
the future. ❐
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isotopically enriched cBN now takes its place 
as one of the highest thermal conductivity 
materials in existence.

Impressively, the relatively simple 
criteria set by Slack are still applicable 
for most non-metallic solids as shown in 
Fig. 1a, where we plot κ as a function of 
!Mδθ3
I

 (where !M
I

 is the average mass, δ3 
is the average volume and θ is the Debye 
temperature). The factor !Mδθ3

I
 maximizes 

for strongly bonded crystals with light 
atoms, and is able to fairly replicate 
measurements of κ. However, this scaling 
fails to describe κ of high-quality crystals of 
BAs, where higher order phonon scattering 
mechanisms (Fig. 1b) and the limited phase 
space for phonon–phonon scattering need 
to be considered2. The scaling also fails to 
predict κ for natural cBN, where observed 
κ falls below the line due to substantial 
contributions from resistive phonon–
impurity scattering (Fig. 1c)1.

We can thus apply insight from 
first-principles calculations to analyse the 
necessary phonon scattering mechanisms 
responsible for ultrahigh thermal 
conductivity. For BAs, heavier As atoms 
dictate the motion of the acoustic phonons 
that carry most of the heat. As such, the 
more isotopically homogeneous As atoms 
only weakly scatter with the isotope defects 
from the lighter boron atoms that dictate 
the shorter wavelength and more dispersive 
optical modes2. Therefore, the thermal 
conductivities of isotopically enriched and 
natural BAs samples are comparable (see 
Fig. 1a). In contrast, due to the similarity 
in B and N masses, the inclusion of natural 

isotopes in cBN crystals can have a drastic 
effect on κBN as compared with higher order 
anharmonic processes (Fig. 1c). Taken 
together, κ of isotope-enriched cBN could 
potentially surpass κ of BAs (Fig. 1d).

To validate these theories, Chen et al. 
used pump–probe thermoreflectance 
techniques to measure the thermal 
conductivity of synthetic crystals of cBN 
with natural and controlled abundance of 
boron isotopes from 250 K to 500 K. Their 
results showed that the rate of decrease 
in thermal conductivity with temperature 
for cBN is similar to diamond, but slower 
than BAs. For ideal crystals, a faster rate 
of decrease of thermal conductivity with 
temperature suggests a stronger role of the 
higher order scattering processes, as was 
corroborated by first-principles calculations 
that show weak higher order anharmonic 
processes in cBN, in contrast to BAs where 
four-phonon processes play a vital role. 
Their calculations also showed that the 
combination of large relative mass difference 
in boron isotopes (resulting in a strong 
isotope effect) and weaker anharmonic 
phonon scattering processes leads to 
ultrahigh κ in cBN.

For over 65 years, finding a heat 
conductor to rival diamond has proven 
daunting. However, Chen et al. show that 
high-quality crystals of cBN can possess 
comparable thermal conductivities,  
of ∼1,600 W m−1 K−1 at room temperature. 
While isotope enrichment can minimize 
resistive phonon scattering processes, 
intrinsic phonon transport properties are 
ultimately governed by atomic masses 

and the stiffness of chemical bonds. The 
discovery of materials with bond strengths 
similar to diamond, combined with well 
prescribed phonon–isotope scattering 
processes, could present another mechanism 
to achieve ultrahigh-thermal-conductivity 
materials. Tuning of interatomic bonds 
by external stimuli could enable changes 
in phonon scattering rates and velocities, 
and so increase thermal conductivity. 
Additionally, with anticipated challenges 
in the heterogeneous integration of these 
high-thermal-conductivity materials into 
composites and devices — a well-known 
issue for diamond — the ability to create 
dynamically tunable thermal properties 
in easily integrated materials could offer 
a solution to the implementation of these 
ultrahigh-thermal-conductivity materials in 
thin films and interfaces.

The realization of ultrahigh thermal 
conductivity in cBN represents the 
collaborative efforts of scientists and 
engineers with a range of expertise. This 
discovery was a result of designing a 
material with an end goal of achieving 
a desired thermal property, as opposed 
to the thermal property being evaluated 
after designing the material for another 
functionality. This ‘thermal-first’ material 
development is a necessary charge to push 
the limits of thermal sciences and discover 
unrealized thermophysical processes. 
While Slack’s predictions provide us with 
a blueprint for relatively simple material 
systems, there is a periodic table worth of 
opportunities for thermal-first material 
development of complex systems, which 
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Fig. 1 | Thermal conductivity scaling with strength of bonding and average mass in crystal, and the role of different phonon scattering processes in 
boron-containing materials. a, Room-temperature thermal conductivity versus the Slack scaling parameter for GaAs (ref. 7), Ge (ref. 8), GaN (ref. 9),  
Si (ref. 10), diamond (ref. 11), SiC (ref. 9), BeO (ref. 12), AlN (ref. 12), BAs (ref. 5), and cBN (refs. 1,6). Dashed line represents the equation from Slack. b–d, 
Schematics describing the phonon scattering mechanisms in crystals of natural and isotopically enriched BAs with a thermal conductivity of ~1,200 W m−1 K−1 
(b), natural cBN with a thermal conductivity of ~850 W m−1 K−1 (c) and isotope-enriched cBN with a thermal conductivity of ~1,600 W m−1 K−1 (d). Phonon–
isotope scattering can significantly affect the thermal conductivity of cBN, whereas it has negligible influence on BAs due to large mass-mismatch between the 
atomic constituents in BAs. Similarly, four-phonon processes are important for natural and isotopically enriched BAs, while three-phonon scattering dominates 
the thermal conductivity of isotopically enriched cBN, with negligible influence from four-phonon processes.

483

news & views

NATURE MATERIALS | VOL 19 | MAY 2020 | 481–490 | www.nature.com/naturematerials

isotopically enriched cBN now takes its place 
as one of the highest thermal conductivity 
materials in existence.

Impressively, the relatively simple 
criteria set by Slack are still applicable 
for most non-metallic solids as shown in 
Fig. 1a, where we plot κ as a function of 
!Mδθ3
I

 (where !M
I

 is the average mass, δ3 
is the average volume and θ is the Debye 
temperature). The factor !Mδθ3

I
 maximizes 

for strongly bonded crystals with light 
atoms, and is able to fairly replicate 
measurements of κ. However, this scaling 
fails to describe κ of high-quality crystals of 
BAs, where higher order phonon scattering 
mechanisms (Fig. 1b) and the limited phase 
space for phonon–phonon scattering need 
to be considered2. The scaling also fails to 
predict κ for natural cBN, where observed 
κ falls below the line due to substantial 
contributions from resistive phonon–
impurity scattering (Fig. 1c)1.

We can thus apply insight from 
first-principles calculations to analyse the 
necessary phonon scattering mechanisms 
responsible for ultrahigh thermal 
conductivity. For BAs, heavier As atoms 
dictate the motion of the acoustic phonons 
that carry most of the heat. As such, the 
more isotopically homogeneous As atoms 
only weakly scatter with the isotope defects 
from the lighter boron atoms that dictate 
the shorter wavelength and more dispersive 
optical modes2. Therefore, the thermal 
conductivities of isotopically enriched and 
natural BAs samples are comparable (see 
Fig. 1a). In contrast, due to the similarity 
in B and N masses, the inclusion of natural 

isotopes in cBN crystals can have a drastic 
effect on κBN as compared with higher order 
anharmonic processes (Fig. 1c). Taken 
together, κ of isotope-enriched cBN could 
potentially surpass κ of BAs (Fig. 1d).

To validate these theories, Chen et al. 
used pump–probe thermoreflectance 
techniques to measure the thermal 
conductivity of synthetic crystals of cBN 
with natural and controlled abundance of 
boron isotopes from 250 K to 500 K. Their 
results showed that the rate of decrease 
in thermal conductivity with temperature 
for cBN is similar to diamond, but slower 
than BAs. For ideal crystals, a faster rate 
of decrease of thermal conductivity with 
temperature suggests a stronger role of the 
higher order scattering processes, as was 
corroborated by first-principles calculations 
that show weak higher order anharmonic 
processes in cBN, in contrast to BAs where 
four-phonon processes play a vital role. 
Their calculations also showed that the 
combination of large relative mass difference 
in boron isotopes (resulting in a strong 
isotope effect) and weaker anharmonic 
phonon scattering processes leads to 
ultrahigh κ in cBN.

For over 65 years, finding a heat 
conductor to rival diamond has proven 
daunting. However, Chen et al. show that 
high-quality crystals of cBN can possess 
comparable thermal conductivities,  
of ∼1,600 W m−1 K−1 at room temperature. 
While isotope enrichment can minimize 
resistive phonon scattering processes, 
intrinsic phonon transport properties are 
ultimately governed by atomic masses 

and the stiffness of chemical bonds. The 
discovery of materials with bond strengths 
similar to diamond, combined with well 
prescribed phonon–isotope scattering 
processes, could present another mechanism 
to achieve ultrahigh-thermal-conductivity 
materials. Tuning of interatomic bonds 
by external stimuli could enable changes 
in phonon scattering rates and velocities, 
and so increase thermal conductivity. 
Additionally, with anticipated challenges 
in the heterogeneous integration of these 
high-thermal-conductivity materials into 
composites and devices — a well-known 
issue for diamond — the ability to create 
dynamically tunable thermal properties 
in easily integrated materials could offer 
a solution to the implementation of these 
ultrahigh-thermal-conductivity materials in 
thin films and interfaces.

The realization of ultrahigh thermal 
conductivity in cBN represents the 
collaborative efforts of scientists and 
engineers with a range of expertise. This 
discovery was a result of designing a 
material with an end goal of achieving 
a desired thermal property, as opposed 
to the thermal property being evaluated 
after designing the material for another 
functionality. This ‘thermal-first’ material 
development is a necessary charge to push 
the limits of thermal sciences and discover 
unrealized thermophysical processes. 
While Slack’s predictions provide us with 
a blueprint for relatively simple material 
systems, there is a periodic table worth of 
opportunities for thermal-first material 
development of complex systems, which 

Three-
phonon 
scattering

Isotope-
phonon

scattering

Natural and isotope
enriched BAs

Four-phonon scattering

Natural cBN Isotope-enriched cBN

100

10

1,000

5,000

T
he

rm
al

 c
on

du
ct

iv
ity

 (
W

 m
–1

 K
–1

)

Natural
Isotope enriched

Diamond

BAs
cBN

GaP

GaN AlN
BeO

GaAs Ge

Si
BAs

SiC
BP

0.5 1 10 40
Mδ θ3 (g m K3)

a b c d

Fig. 1 | Thermal conductivity scaling with strength of bonding and average mass in crystal, and the role of different phonon scattering processes in 
boron-containing materials. a, Room-temperature thermal conductivity versus the Slack scaling parameter for GaAs (ref. 7), Ge (ref. 8), GaN (ref. 9),  
Si (ref. 10), diamond (ref. 11), SiC (ref. 9), BeO (ref. 12), AlN (ref. 12), BAs (ref. 5), and cBN (refs. 1,6). Dashed line represents the equation from Slack. b–d, 
Schematics describing the phonon scattering mechanisms in crystals of natural and isotopically enriched BAs with a thermal conductivity of ~1,200 W m−1 K−1 
(b), natural cBN with a thermal conductivity of ~850 W m−1 K−1 (c) and isotope-enriched cBN with a thermal conductivity of ~1,600 W m−1 K−1 (d). Phonon–
isotope scattering can significantly affect the thermal conductivity of cBN, whereas it has negligible influence on BAs due to large mass-mismatch between the 
atomic constituents in BAs. Similarly, four-phonon processes are important for natural and isotopically enriched BAs, while three-phonon scattering dominates 
the thermal conductivity of isotopically enriched cBN, with negligible influence from four-phonon processes.



Si nanowire k
Now we know that the major reduction in k in nanowires is 

boundary scattering.  But what about the trends???

Recall: can be explained 
from C arguments

Li et al., Appl. Phys. 
Lett 83, 2934 (2003).Mingo, Phys. Rev. B 68, 113308 (2003).



Si nanowire k
Now we know that the major reduction in k in nanowires is 

boundary scattering.  But what about the trends???
Li et al., Appl. Phys. Lett 83, 2934 (2003).

This T2 trend assumes t is independent of w



Nanograined Si thermal conductivity
Now we know that the major reduction in k in nanowires is 

boundary scattering.  But what about the trends???

Typical assumption

But T2 trend still exists in BULK 
samples with nanograin 
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temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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Spectral Contributions to the Thermal Conductivity of C60 and the
Fullerene Derivative PCBM
Ashutosh Giri* and Patrick E. Hopkins*

Department of Mechanical and Aerospace Engineering, University of Virginia, Charlottesville, Virginia 22904, United States

ABSTRACT: We investigate the heat transport mechanisms responsible in
driving the characteristic temperature-dependent thermal conductivities of C60
and PCBM crystals via molecular dynamics simulations. We find that the thermal
conductivity of PCBM is “ultralow” across the temperature range studied in this
work. In contrast, the temperature-dependent thermal conductivity of C60
crystals exhibits two regimes: “crystal-like” behavior at low temperatures where
thermal conductivity increases rapidly with decreasing temperature and
temperature-independent thermal conductivities at higher temperatures. The
spectral contributions to thermal conductivity for C60 suggest that the majority of
heat is carried by modes in the low-frequency regime (<2 THz), which is a
consequence of intermolecular interactions. Unlike for C60, these modes are not
responsible for heat conduction in PCBM due to the mismatch in density of
states introduced by the addition of low-frequency modes from the alkyl chains
that are attached to the fullerene moieties.

The capability of fabricating carbon nanostructures (e.g.,
C60) in macroscopic quantities1,2 has triggered their use in

a plethora of applications such as photovoltaics,3,4 thermo-
electrics,5,6 and phase change memory devices.7 Common to
these applications, the management of heat and thermal
characterization in fullerenes and their derivatives is critical
for their commercialization. For example, the complete
understanding of thermal transport has significance in properly
accounting for Joule heating in photovoltaic and phase change
memory devices,7−9 and likewise, knowledge of heat transport
mechanisms is necessary for thermoelectric applications where
materials with ultralow thermal conductivities and high electron
mobilities are desirable.6,10

Considering the impact that thermal characterization of C60-
based materials has on their device-driven applications,
relatively few studies have focused on investigating their
thermal properties. In this context, it has been shown that
bulk C60 crystals demonstrate low thermal conductivities, ∼0.4
W m−1 K−1 measured via the static one-heater, two-
thermometer method and the 3ω technique.11,12 Moreover,
the temperature dependence of the thermal conductivity
revealed an abrupt jump at 260 K as a result of an
orientational-order transition in C60 crystals. Similarly, molec-
ular dynamics (MD) simulations have revealed that at
temperatures greater than 200 K C60 molecules rotate
unhindered at high frequencies, whereas at lower temperatures,
orientational freezing is observed.13,14

The attachment of alkyl chains, or other such moieties, on
the fullerene (as in the case of the semiconducting PCBM,
[6,6]-phenyl C61-butyric acid methyl ester) can have a
significant change in structural and physical properties,15,16

including alteration of the characteristic thermal transport
mechanisms driving their thermal conductivities. Experimental

investigations of thermal properties of fullerenes and their
derivatives have revealed almost an order of magnitude
difference between the thermal conductivities of hexagonal
PCBM and face-centered cubic C60.

17−21 Using time domain
thermoreflectance, Duda et al.17,18 reported ultralow thermal
conductivities (0.03−0.06 W m−1 K−1 at room temperature) for
PCBM, which marked the lowest ever measured thermal
conductivity for fully dense solids. They attributed the reduced
thermal conductivity to vibrational scattering resulting from the
addition of molecular moieties on the fullerene molecules.
Recently, Chen et al.22 performed nonequilibrium molecular
dynamics (NEMD) simulations on PCBM at 300 K and
ascribed the reason for the ∼63% decrease in thermal
conductivity (from the addition of the molecular tails) to
localization of vibrational states and reduced group velocities of
heat carrying vibrations in PCBM as compared to bare C60
structures. They also demonstrated that the mismatch of the
vibrational density of states (DOS) between the alkyl chain and
the fullerene could potentially result in the scattering of low-
frequency vibrations. However, a thorough understanding of
thermal transport, which includes the mode-level details of the
amount of heat carried by different frequencies and the
characteristic temperature dependence of thermal conductiv-
ities in C60 and PCBM, is still lacking. In particular, the
important questions that need to be addressed to gain more
insight into the thermal transport properties of fullerenes and
their derivatives are (i) what frequencies carry heat in the C60
crystal and how do these spectral contributions differ with the
addition of the alkyl chain on the fullerene moiety and (ii) how
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temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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and deposited gold contacts using the dry-transfer and high-resolution 
stencil mask technique (an approximately 70-nm-thick device is shown 
in the inset of Fig. 2d). (Mg4C60)∞ exhibits thermally activated transport 
along the in-plane direction (Extended Data Fig. 1) with an activation 
energy of 121 meV, as calculated from fitting an Arrhenius thermal 
activation model (Fig. 2d).

One of the key benefits of 2D materials prepared by mechanical 
exfoliation of vdW crystals is their ultra-clean surfaces without coun-
terions or contaminants. This is critical for many applications, and in 
particular for the assembly of heterostructures and optoelectronic 
devices3. To create a vdW C60 polymer material that can be mechani-
cally exfoliated, we attempted to remove the Mg from the (Mg4C60)∞ 
lattice by immersing the crystals in different aqueous acidic solu-
tions, expecting Mg to form water-soluble salts with the conjugate 
bases. Suspending (Mg4C60)∞ in dilute aqueous solutions of acetic 
acid or nitric acid leaches out most of the Mg, yielding (Mg0.5C60)∞, 
as determined by energy-dispersive X-ray spectroscopy (EDS).  
By suspending the (Mg0.5C60)∞ crystals in N-methylpyrrolidone at 
180 °C, we completely remove the Mg counterions (Fig. 3a). Upon 
examining the graphullerite crystals using scanning electron micros-
copy (SEM), we find that the crystals remain intact following Mg dein-
tercalation (Fig. 3a, inset). With Mg taken out, the remaining material 
is entirely and purely carbon, yet it is not C60; it is a vdW solid, graphul-
lerite ((C60)∞ in the figures). We note that the lack of long-range registry 
of the covalent layers along the stacking direction, indicated by the 
broadening of the powder X-ray diffraction (PXRD) peaks (Extended 
Data Fig. 2), has thus far prevented structural determination using 
SCXRD.

Raman spectroscopy is a diagnostic probe of C60 polymerization9,10, 
and when we compare the Raman spectrum of graphullerite to that of 
molecular C60, we find a splitting of the C60 Hg modes at 1,420 cm–1 and 
1,560 cm–1 (Extended Data Fig. 3a), which is attributed to the lower sym-
metry of polymerized C60. Furthermore, the Ag(2) pentagonal pinch 
mode at 1,469 cm–1, characteristic of molecular C60, is not observed in 
graphullerite. Quenching of the most intense Ag(2) mode corroborates 
the high degree of polymerization11. An alternative interpretation of 
the Raman spectrum is that the Ag(2) mode is shifted to a lower energy 
as a result of the polymerization12 and overlaps with the broad Hg(7) 
mode at 1,420 cm–1. The Raman spectra of (Mg4C60)∞ and graphullerite 
show no significant differences, indicating that the covalent bond-
ing between fullerene subunits is retained in graphullerite despite 
the complete removal of the Mg. Note that the Hg(7) mode of bilayer 
graphullerene, obtained by mechanical exfoliation (described below), 
is slightly shifted to higher energy compared with bulk graphullerite 
(Extended Data Fig. 3a).

To test whether the Mg counterions, which constitute the scaffold-
ing for the construction of graphullerite, are essential for the thermal 
stability of the structure, we performed differential scanning calori-
metry (DSC) and thermogravimetric analysis (TGA) measurements on 
graphullerite and (Mg4C60)∞ crystals. The DSC shows no endothermic 
peak up to about 550 °C, and no mass loss occurs up to about 700 °C, 
as determined by TGA (Extended Data Fig. 4). PXRD measurements, 
however, show that although graphullerite crystals are structurally 
stable up to 400 °C, they depolymerize and crystallize as molecular 
C60 when heated to 500 °C for 1 h (Extended Data Fig. 5). Furthermore, 
the characteristic Ag(2) mode for molecular C60 at 1,469 cm–1 appears 
in the Raman spectra of the annealed crystals (Extended Data Fig. 3b). 
The absence of an endothermic peak in the DSC data suggests that 
depolymerization is a gradual process, hard to capture by calorimetry.

In as much as there appears to be no interlayer C–C covalent links in 
graphullerite, we suspected that we could exfoliate the crystals down 
to a few layers, as in the case of graphite6. Indeed, mechanical exfo-
liation of graphullerite routinely produces uniform flakes as thin as 
bilayers with lateral dimensions on the order of tens of micrometres. 
Figure 3b,c shows the optical micrograph and atomic force microscopy 
(AFM) image of a bilayer. A recent study8 obtained ionic monolayers 
of [(NBu4

+)6(C60
6–)]∞ from (Mg4C60)∞ crystals via cationic exchange of 

Mg with tetrabutylammonium (NBu4
+) cations, followed by solution 

exfoliation. The presence of counterions associated with the reduced 
sheets precludes the creation of clean, high-quality interfaces for the 
fabrication of optoelectronic devices and 2D heterostructures. This 
recent study8 demonstrated that the ionic sheets can be neutralized 

ba c

Fig. 1 | Carbon allotropes. a,b, C60 fullerene, a zero-dimensional molecular 
cage composed of 60 carbon atoms (a), and graphene, consisting of a single 
layer of atoms (b), both composed of three-coordinate carbon. c, Graphullerene, 
a molecular sheet of carbon assembled from covalently linked C60 fullerene 
superatomic building blocks.
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Fig. 2 | Synthesis and crystal structures of (Mg4C60)∞. a, Schematic of the  
CVT technique used for the growth of (Mg4C60)∞ single crystals. b, Optical 
micrograph of a single crystal. c, Crystal structure of (Mg4C60)∞ showing a top 
view of a single layer and a side view emphasizing the stacking of the layers 
along the a axis. The C60 units within each layer are much closer to one another 
than they are in molecular C60 crystals5. The closest C···C distance between  
two C60 subunits (1.573(1) Å) is roughly half of that in molecular C60 (3.116 Å). 

This very close spacing between the fullerenes is a direct reflection of covalent 
bonding between the molecules. d, The log of the conductance (σ) versus 
temperature (T) for a 70-nm-thick (Mg4C60)∞ device. A fit to a thermally 
activated (Arrhenius) model is given by the dashed green line. A typical device 
and corresponding four-terminal measurement scheme are shown in the 
inset. Ea, activation energy; kB, Boltzmann constant; VSD, source-drain voltage; 
Vxx, longitudinal voltage drop.
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and deposited gold contacts using the dry-transfer and high-resolution 
stencil mask technique (an approximately 70-nm-thick device is shown 
in the inset of Fig. 2d). (Mg4C60)∞ exhibits thermally activated transport 
along the in-plane direction (Extended Data Fig. 1) with an activation 
energy of 121 meV, as calculated from fitting an Arrhenius thermal 
activation model (Fig. 2d).

One of the key benefits of 2D materials prepared by mechanical 
exfoliation of vdW crystals is their ultra-clean surfaces without coun-
terions or contaminants. This is critical for many applications, and in 
particular for the assembly of heterostructures and optoelectronic 
devices3. To create a vdW C60 polymer material that can be mechani-
cally exfoliated, we attempted to remove the Mg from the (Mg4C60)∞ 
lattice by immersing the crystals in different aqueous acidic solu-
tions, expecting Mg to form water-soluble salts with the conjugate 
bases. Suspending (Mg4C60)∞ in dilute aqueous solutions of acetic 
acid or nitric acid leaches out most of the Mg, yielding (Mg0.5C60)∞, 
as determined by energy-dispersive X-ray spectroscopy (EDS).  
By suspending the (Mg0.5C60)∞ crystals in N-methylpyrrolidone at 
180 °C, we completely remove the Mg counterions (Fig. 3a). Upon 
examining the graphullerite crystals using scanning electron micros-
copy (SEM), we find that the crystals remain intact following Mg dein-
tercalation (Fig. 3a, inset). With Mg taken out, the remaining material 
is entirely and purely carbon, yet it is not C60; it is a vdW solid, graphul-
lerite ((C60)∞ in the figures). We note that the lack of long-range registry 
of the covalent layers along the stacking direction, indicated by the 
broadening of the powder X-ray diffraction (PXRD) peaks (Extended 
Data Fig. 2), has thus far prevented structural determination using 
SCXRD.

Raman spectroscopy is a diagnostic probe of C60 polymerization9,10, 
and when we compare the Raman spectrum of graphullerite to that of 
molecular C60, we find a splitting of the C60 Hg modes at 1,420 cm–1 and 
1,560 cm–1 (Extended Data Fig. 3a), which is attributed to the lower sym-
metry of polymerized C60. Furthermore, the Ag(2) pentagonal pinch 
mode at 1,469 cm–1, characteristic of molecular C60, is not observed in 
graphullerite. Quenching of the most intense Ag(2) mode corroborates 
the high degree of polymerization11. An alternative interpretation of 
the Raman spectrum is that the Ag(2) mode is shifted to a lower energy 
as a result of the polymerization12 and overlaps with the broad Hg(7) 
mode at 1,420 cm–1. The Raman spectra of (Mg4C60)∞ and graphullerite 
show no significant differences, indicating that the covalent bond-
ing between fullerene subunits is retained in graphullerite despite 
the complete removal of the Mg. Note that the Hg(7) mode of bilayer 
graphullerene, obtained by mechanical exfoliation (described below), 
is slightly shifted to higher energy compared with bulk graphullerite 
(Extended Data Fig. 3a).

To test whether the Mg counterions, which constitute the scaffold-
ing for the construction of graphullerite, are essential for the thermal 
stability of the structure, we performed differential scanning calori-
metry (DSC) and thermogravimetric analysis (TGA) measurements on 
graphullerite and (Mg4C60)∞ crystals. The DSC shows no endothermic 
peak up to about 550 °C, and no mass loss occurs up to about 700 °C, 
as determined by TGA (Extended Data Fig. 4). PXRD measurements, 
however, show that although graphullerite crystals are structurally 
stable up to 400 °C, they depolymerize and crystallize as molecular 
C60 when heated to 500 °C for 1 h (Extended Data Fig. 5). Furthermore, 
the characteristic Ag(2) mode for molecular C60 at 1,469 cm–1 appears 
in the Raman spectra of the annealed crystals (Extended Data Fig. 3b). 
The absence of an endothermic peak in the DSC data suggests that 
depolymerization is a gradual process, hard to capture by calorimetry.

In as much as there appears to be no interlayer C–C covalent links in 
graphullerite, we suspected that we could exfoliate the crystals down 
to a few layers, as in the case of graphite6. Indeed, mechanical exfo-
liation of graphullerite routinely produces uniform flakes as thin as 
bilayers with lateral dimensions on the order of tens of micrometres. 
Figure 3b,c shows the optical micrograph and atomic force microscopy 
(AFM) image of a bilayer. A recent study8 obtained ionic monolayers 
of [(NBu4

+)6(C60
6–)]∞ from (Mg4C60)∞ crystals via cationic exchange of 

Mg with tetrabutylammonium (NBu4
+) cations, followed by solution 

exfoliation. The presence of counterions associated with the reduced 
sheets precludes the creation of clean, high-quality interfaces for the 
fabrication of optoelectronic devices and 2D heterostructures. This 
recent study8 demonstrated that the ionic sheets can be neutralized 
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Fig. 1 | Carbon allotropes. a,b, C60 fullerene, a zero-dimensional molecular 
cage composed of 60 carbon atoms (a), and graphene, consisting of a single 
layer of atoms (b), both composed of three-coordinate carbon. c, Graphullerene, 
a molecular sheet of carbon assembled from covalently linked C60 fullerene 
superatomic building blocks.
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Fig. 2 | Synthesis and crystal structures of (Mg4C60)∞. a, Schematic of the  
CVT technique used for the growth of (Mg4C60)∞ single crystals. b, Optical 
micrograph of a single crystal. c, Crystal structure of (Mg4C60)∞ showing a top 
view of a single layer and a side view emphasizing the stacking of the layers 
along the a axis. The C60 units within each layer are much closer to one another 
than they are in molecular C60 crystals5. The closest C···C distance between  
two C60 subunits (1.573(1) Å) is roughly half of that in molecular C60 (3.116 Å). 

This very close spacing between the fullerenes is a direct reflection of covalent 
bonding between the molecules. d, The log of the conductance (σ) versus 
temperature (T) for a 70-nm-thick (Mg4C60)∞ device. A fit to a thermally 
activated (Arrhenius) model is given by the dashed green line. A typical device 
and corresponding four-terminal measurement scheme are shown in the 
inset. Ea, activation energy; kB, Boltzmann constant; VSD, source-drain voltage; 
Vxx, longitudinal voltage drop.
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and deposited gold contacts using the dry-transfer and high-resolution 
stencil mask technique (an approximately 70-nm-thick device is shown 
in the inset of Fig. 2d). (Mg4C60)∞ exhibits thermally activated transport 
along the in-plane direction (Extended Data Fig. 1) with an activation 
energy of 121 meV, as calculated from fitting an Arrhenius thermal 
activation model (Fig. 2d).

One of the key benefits of 2D materials prepared by mechanical 
exfoliation of vdW crystals is their ultra-clean surfaces without coun-
terions or contaminants. This is critical for many applications, and in 
particular for the assembly of heterostructures and optoelectronic 
devices3. To create a vdW C60 polymer material that can be mechani-
cally exfoliated, we attempted to remove the Mg from the (Mg4C60)∞ 
lattice by immersing the crystals in different aqueous acidic solu-
tions, expecting Mg to form water-soluble salts with the conjugate 
bases. Suspending (Mg4C60)∞ in dilute aqueous solutions of acetic 
acid or nitric acid leaches out most of the Mg, yielding (Mg0.5C60)∞, 
as determined by energy-dispersive X-ray spectroscopy (EDS).  
By suspending the (Mg0.5C60)∞ crystals in N-methylpyrrolidone at 
180 °C, we completely remove the Mg counterions (Fig. 3a). Upon 
examining the graphullerite crystals using scanning electron micros-
copy (SEM), we find that the crystals remain intact following Mg dein-
tercalation (Fig. 3a, inset). With Mg taken out, the remaining material 
is entirely and purely carbon, yet it is not C60; it is a vdW solid, graphul-
lerite ((C60)∞ in the figures). We note that the lack of long-range registry 
of the covalent layers along the stacking direction, indicated by the 
broadening of the powder X-ray diffraction (PXRD) peaks (Extended 
Data Fig. 2), has thus far prevented structural determination using 
SCXRD.

Raman spectroscopy is a diagnostic probe of C60 polymerization9,10, 
and when we compare the Raman spectrum of graphullerite to that of 
molecular C60, we find a splitting of the C60 Hg modes at 1,420 cm–1 and 
1,560 cm–1 (Extended Data Fig. 3a), which is attributed to the lower sym-
metry of polymerized C60. Furthermore, the Ag(2) pentagonal pinch 
mode at 1,469 cm–1, characteristic of molecular C60, is not observed in 
graphullerite. Quenching of the most intense Ag(2) mode corroborates 
the high degree of polymerization11. An alternative interpretation of 
the Raman spectrum is that the Ag(2) mode is shifted to a lower energy 
as a result of the polymerization12 and overlaps with the broad Hg(7) 
mode at 1,420 cm–1. The Raman spectra of (Mg4C60)∞ and graphullerite 
show no significant differences, indicating that the covalent bond-
ing between fullerene subunits is retained in graphullerite despite 
the complete removal of the Mg. Note that the Hg(7) mode of bilayer 
graphullerene, obtained by mechanical exfoliation (described below), 
is slightly shifted to higher energy compared with bulk graphullerite 
(Extended Data Fig. 3a).

To test whether the Mg counterions, which constitute the scaffold-
ing for the construction of graphullerite, are essential for the thermal 
stability of the structure, we performed differential scanning calori-
metry (DSC) and thermogravimetric analysis (TGA) measurements on 
graphullerite and (Mg4C60)∞ crystals. The DSC shows no endothermic 
peak up to about 550 °C, and no mass loss occurs up to about 700 °C, 
as determined by TGA (Extended Data Fig. 4). PXRD measurements, 
however, show that although graphullerite crystals are structurally 
stable up to 400 °C, they depolymerize and crystallize as molecular 
C60 when heated to 500 °C for 1 h (Extended Data Fig. 5). Furthermore, 
the characteristic Ag(2) mode for molecular C60 at 1,469 cm–1 appears 
in the Raman spectra of the annealed crystals (Extended Data Fig. 3b). 
The absence of an endothermic peak in the DSC data suggests that 
depolymerization is a gradual process, hard to capture by calorimetry.

In as much as there appears to be no interlayer C–C covalent links in 
graphullerite, we suspected that we could exfoliate the crystals down 
to a few layers, as in the case of graphite6. Indeed, mechanical exfo-
liation of graphullerite routinely produces uniform flakes as thin as 
bilayers with lateral dimensions on the order of tens of micrometres. 
Figure 3b,c shows the optical micrograph and atomic force microscopy 
(AFM) image of a bilayer. A recent study8 obtained ionic monolayers 
of [(NBu4

+)6(C60
6–)]∞ from (Mg4C60)∞ crystals via cationic exchange of 

Mg with tetrabutylammonium (NBu4
+) cations, followed by solution 

exfoliation. The presence of counterions associated with the reduced 
sheets precludes the creation of clean, high-quality interfaces for the 
fabrication of optoelectronic devices and 2D heterostructures. This 
recent study8 demonstrated that the ionic sheets can be neutralized 
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Fig. 1 | Carbon allotropes. a,b, C60 fullerene, a zero-dimensional molecular 
cage composed of 60 carbon atoms (a), and graphene, consisting of a single 
layer of atoms (b), both composed of three-coordinate carbon. c, Graphullerene, 
a molecular sheet of carbon assembled from covalently linked C60 fullerene 
superatomic building blocks.
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CVT technique used for the growth of (Mg4C60)∞ single crystals. b, Optical 
micrograph of a single crystal. c, Crystal structure of (Mg4C60)∞ showing a top 
view of a single layer and a side view emphasizing the stacking of the layers 
along the a axis. The C60 units within each layer are much closer to one another 
than they are in molecular C60 crystals5. The closest C···C distance between  
two C60 subunits (1.573(1) Å) is roughly half of that in molecular C60 (3.116 Å). 

This very close spacing between the fullerenes is a direct reflection of covalent 
bonding between the molecules. d, The log of the conductance (σ) versus 
temperature (T) for a 70-nm-thick (Mg4C60)∞ device. A fit to a thermally 
activated (Arrhenius) model is given by the dashed green line. A typical device 
and corresponding four-terminal measurement scheme are shown in the 
inset. Ea, activation energy; kB, Boltzmann constant; VSD, source-drain voltage; 
Vxx, longitudinal voltage drop.
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and deposited gold contacts using the dry-transfer and high-resolution 
stencil mask technique (an approximately 70-nm-thick device is shown 
in the inset of Fig. 2d). (Mg4C60)∞ exhibits thermally activated transport 
along the in-plane direction (Extended Data Fig. 1) with an activation 
energy of 121 meV, as calculated from fitting an Arrhenius thermal 
activation model (Fig. 2d).

One of the key benefits of 2D materials prepared by mechanical 
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terions or contaminants. This is critical for many applications, and in 
particular for the assembly of heterostructures and optoelectronic 
devices3. To create a vdW C60 polymer material that can be mechani-
cally exfoliated, we attempted to remove the Mg from the (Mg4C60)∞ 
lattice by immersing the crystals in different aqueous acidic solu-
tions, expecting Mg to form water-soluble salts with the conjugate 
bases. Suspending (Mg4C60)∞ in dilute aqueous solutions of acetic 
acid or nitric acid leaches out most of the Mg, yielding (Mg0.5C60)∞, 
as determined by energy-dispersive X-ray spectroscopy (EDS).  
By suspending the (Mg0.5C60)∞ crystals in N-methylpyrrolidone at 
180 °C, we completely remove the Mg counterions (Fig. 3a). Upon 
examining the graphullerite crystals using scanning electron micros-
copy (SEM), we find that the crystals remain intact following Mg dein-
tercalation (Fig. 3a, inset). With Mg taken out, the remaining material 
is entirely and purely carbon, yet it is not C60; it is a vdW solid, graphul-
lerite ((C60)∞ in the figures). We note that the lack of long-range registry 
of the covalent layers along the stacking direction, indicated by the 
broadening of the powder X-ray diffraction (PXRD) peaks (Extended 
Data Fig. 2), has thus far prevented structural determination using 
SCXRD.

Raman spectroscopy is a diagnostic probe of C60 polymerization9,10, 
and when we compare the Raman spectrum of graphullerite to that of 
molecular C60, we find a splitting of the C60 Hg modes at 1,420 cm–1 and 
1,560 cm–1 (Extended Data Fig. 3a), which is attributed to the lower sym-
metry of polymerized C60. Furthermore, the Ag(2) pentagonal pinch 
mode at 1,469 cm–1, characteristic of molecular C60, is not observed in 
graphullerite. Quenching of the most intense Ag(2) mode corroborates 
the high degree of polymerization11. An alternative interpretation of 
the Raman spectrum is that the Ag(2) mode is shifted to a lower energy 
as a result of the polymerization12 and overlaps with the broad Hg(7) 
mode at 1,420 cm–1. The Raman spectra of (Mg4C60)∞ and graphullerite 
show no significant differences, indicating that the covalent bond-
ing between fullerene subunits is retained in graphullerite despite 
the complete removal of the Mg. Note that the Hg(7) mode of bilayer 
graphullerene, obtained by mechanical exfoliation (described below), 
is slightly shifted to higher energy compared with bulk graphullerite 
(Extended Data Fig. 3a).

To test whether the Mg counterions, which constitute the scaffold-
ing for the construction of graphullerite, are essential for the thermal 
stability of the structure, we performed differential scanning calori-
metry (DSC) and thermogravimetric analysis (TGA) measurements on 
graphullerite and (Mg4C60)∞ crystals. The DSC shows no endothermic 
peak up to about 550 °C, and no mass loss occurs up to about 700 °C, 
as determined by TGA (Extended Data Fig. 4). PXRD measurements, 
however, show that although graphullerite crystals are structurally 
stable up to 400 °C, they depolymerize and crystallize as molecular 
C60 when heated to 500 °C for 1 h (Extended Data Fig. 5). Furthermore, 
the characteristic Ag(2) mode for molecular C60 at 1,469 cm–1 appears 
in the Raman spectra of the annealed crystals (Extended Data Fig. 3b). 
The absence of an endothermic peak in the DSC data suggests that 
depolymerization is a gradual process, hard to capture by calorimetry.

In as much as there appears to be no interlayer C–C covalent links in 
graphullerite, we suspected that we could exfoliate the crystals down 
to a few layers, as in the case of graphite6. Indeed, mechanical exfo-
liation of graphullerite routinely produces uniform flakes as thin as 
bilayers with lateral dimensions on the order of tens of micrometres. 
Figure 3b,c shows the optical micrograph and atomic force microscopy 
(AFM) image of a bilayer. A recent study8 obtained ionic monolayers 
of [(NBu4

+)6(C60
6–)]∞ from (Mg4C60)∞ crystals via cationic exchange of 

Mg with tetrabutylammonium (NBu4
+) cations, followed by solution 

exfoliation. The presence of counterions associated with the reduced 
sheets precludes the creation of clean, high-quality interfaces for the 
fabrication of optoelectronic devices and 2D heterostructures. This 
recent study8 demonstrated that the ionic sheets can be neutralized 
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CVT technique used for the growth of (Mg4C60)∞ single crystals. b, Optical 
micrograph of a single crystal. c, Crystal structure of (Mg4C60)∞ showing a top 
view of a single layer and a side view emphasizing the stacking of the layers 
along the a axis. The C60 units within each layer are much closer to one another 
than they are in molecular C60 crystals5. The closest C···C distance between  
two C60 subunits (1.573(1) Å) is roughly half of that in molecular C60 (3.116 Å). 

This very close spacing between the fullerenes is a direct reflection of covalent 
bonding between the molecules. d, The log of the conductance (σ) versus 
temperature (T) for a 70-nm-thick (Mg4C60)∞ device. A fit to a thermally 
activated (Arrhenius) model is given by the dashed green line. A typical device 
and corresponding four-terminal measurement scheme are shown in the 
inset. Ea, activation energy; kB, Boltzmann constant; VSD, source-drain voltage; 
Vxx, longitudinal voltage drop.
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Y. C. Tai, C. H. Mastrangelo, and R. S. Muller. Thermal conductivity of 
heavily doped low-pressure chemical vapor deposited polycrystalline 

silicon films. Journal of Applied Physics, 63:1442–1447, 1988.
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that may exist between the sample and external test hardware
!19". Finally, since 3! is a nondestructive technique, certain de-
vice geometries and material systems used in the high-powered
microelectronic device systems of interest can be examined in
their as-used conditions or with minimal post processing.

In this study, the thermal conductivity of polycrystalline silicon
suspended bridge structures are measured with the 3! technique.
To the knowledge of the authors, this represents the first measure-
ments of polysilicon bridges with the 3! technique. The thermal
conductivity of these same structures is also measured with a
steady state resistance method, which allows for comparisons
among the thermal conductivity measurement techniques. The
suspended structures are fabricated using the Sandia Ultraplanar
Multilevel MEMS Technology #SUMMiT V™$ process !22,23".
In Sec. 2, the SUMMiT V™ process is described along with the
test samples. The specific 3! setup, analysis method, and assump-
tions are explained in Sec. 3. Section 4 presents the temperature
dependent 3! thermal conductivity results and compares them to
the steady state measurements. The differences between the two
measurements can be ascribed to contact and bond pad effects, for
which steady state techniques must carefully account but which
the 3! technique is insensitive in the frequency domain. There-
fore, these effects can be treated as an offset in 3! analysis !16".

2 Suspended Test Structures
The SUMMiT V™ process !22" involves four structural n-type

#phosphorous-doped$ polysilicon layers with a fifth layer as a
ground plane. The polysilicon layers are separated by sacrificial
oxide layers that are etched away during the final release step. The
two topmost layers, Poly3 and Poly4, are nominally 2.25 "m in
thickness, while the bottom two, Poly1 and Poly2, are nominally
1.0 "m and 1.25 "m in thickness, respectively. The ground
plane, Poly0, is 300 nm in thickness and lies above an 800 nm
layer of silicon nitride and a 630 nm layer of silicon dioxide. The
sacrificial oxide layers between the structural layers are each
roughly 2.0 "m thick.

The thermal conductivity test structures are fabricated from the
Poly4 layer and are nominally 2.25 "m thick. Test structures
were designed with a width of 10 "m and four lengths: 200 "m,
300 "m, 400 "m, and 500 "m. The fixed-fixed bridge ends at
bond pads, which are layered structures that mechanically anchor
the beam to the substrate and provide a location for wire bonding
to the package. The wires are bonded to a 700 nm layer of Al that
is deposited on top of the bond pad. Figure 1 is an image of a
10 "m wide and 200 "m long suspended bridge test structure
used in this study with the bond pads and bond wires visible.

3 3! Experimental Considerations
As previously mentioned, the thermal conductivity of the Poly4

SUMMiT V™ bridge structures were measured with both steady
state and 3! techniques. Details of the steady state experimental
setup, analysis, assumptions, and possible errors are described in

Refs. !11,24". A description of the 3! setup used for measure-
ments on the Poly4 SUMMiT V™ bridge structure follows. Fig-
ure 2 shows a schematic of the electrical circuit with the data
acquisition components of the experimental setup. This is essen-
tially the same setup as Cahill’s original experiment !14,15" only
the use of a SR830 digital signal processing #DSP$ lock-in ampli-
fier with higher harmonic detection removes the need for a fre-
quency tripling circuit. This lock-in greatly simplifies the circuit
since it was used for the input current, reference signal, and mea-
surement of the third harmonic #3!$ voltage. The ac sinusoidal
input current, which was supplied by the lock-in amplifier, was
passed through the sample and resistor of fixed resistance. Passing
the resulting voltage drops through AD534 differential amplifiers
reduces unwanted noise by producing a signal equal to the voltage
drop across the sample and fixed resistor, respectively. The result-
ing signals were then differenced by the lock-in amplifier. Differ-
encing the two resulting voltages across the sample and fixed
resistor removed the majority of unwanted noise. The differenced
voltage signal contains both ! and 3! components. The lock-in
amplifier was used to detect the small resulting 3! component by
comparing the differenced voltage signal with the input current
#supplied by the lock-in amplifier$.

The temperature dependent data were obtained while slowly
heating and cooling the test structures in a liquid nitrogen cooled
Henriksen cryostat that was pumped down to less than 1 mTorr.
Only the sample is in the temperature controlled vacuum; the
fixed resistor is wired in the circuit in ambient so that it experi-
ences minimal temperature fluctuations. The voltage dissipated

Fig. 1 Optical microscope image of a 10 "m wideÃ200 "m
long test structure fabricated using the SUMMiT V™ process.
The bond pads are 100 "m wide and 300 "m long. Two wires
bonded to bond pad are visible in the image. The connections
to the package are outside of the image.

Fig. 2 Schematic representing circuit and data acquisition
equipment in the 3! measurements. The sample is the polysili-
con microbridge structure, and the fixed resistance varied de-
pending on the sample. The value of the fixed resistance was
chosen to be slightly higher than the maximum resistance
across the sample †14‡. During testing, this value was set to be
slightly higher than the room temperature resistance of the
sample.
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Fig. 3. Measurement structure schematic. The lateral and vertical dimensions are not in proportion.

400 m from the center is used exclusively as a thermometer.
The total length of the membrane is 13 mm, but only 1 mm at
the center of the structure is used for the measurements to avoid
two-dimensional effects. The sample is placed in a Lakeshore
MTD-135 continuous flow cryostat, and measurements are
taken at temperatures ranging from 20 K to 320 K, which
are controlled using a diode sensor. The thermal conductivity
experiments are performed in a vacuum to minimize the effects
of convection.
The experimental structure is designed to ensure that lateral

conduction through the polysilicon layer is the dominant mode
of heat transport in the system. The thermal conductivity is cal-
culated using the solution to the one-dimensional heat conduc-
tion equation

(1)

The temperatures and are measured
at the positions of the heater and the thermometer

, and the cross-sectional area for heat conduction
is the product of the layer thickness and the heater line

length. The heater power dissipated in the aluminum line is
reduced by a factor of two, since the heater is located at the
center of the free-standing layer.

C. Uncertainty Analysis
The uncertainty is dominated by contributions from the mea-

sured dimensions of the experimental structure shown in Fig. 3,
in particular the polysilicon layer thickness. There is also a de-
gree of uncertainty in the predicted heat losses from the structure
through radiation and conduction along the silicon dioxide and
polymer layers and in the measured voltages and currents. The
uncertainty in both the structure dimensions and the measure-
ments are considered using the sum-of-squares technique and
the respective partial derivatives of (1) [21].
Heat generated in the aluminum heater lines can take several

paths in addition to lateral conduction through the polysilicon
layer. Heat is lost through conduction in the aluminum lines, ra-
diation to the surroundings, and conduction in the other layers
of the structure. Thermal contact resistance at the interface be-
tween the aluminum lines, oxide layer, and polysilicon layer
also contributes some heat loss. The resistance of lateral con-
duction through the polysilicon layer is an order of magnitude

or more smaller than these other modes of heat transfer, with
radiation contributing the most error, particularly at room tem-
peratures and above. To minimize the impact of radiation, the
separation between the thermometers
should be smaller than the thermal healing length of the layer
due to radiation. The thermal healing length is based on conduc-
tion through an extended surface and is the characteristic length
for the layer temperature to decay to the surrounding tempera-
ture [1]

(2)

where
Stefan–Boltzmann constant;
polysilicon layer thickness;
polysilicon thermal conductivity;
average layer temperature.

At the highest measured temperatures for the sample with the
lowest thermal conductivity in this study, the healing length is
approximately 2.5 mm, which is much larger than the 400 m
separation between the heater and thermometer lines.
The total absolute uncertainty of the thermal conductivity is

less than 15% throughout the range of measured temperatures.
However, the uncertainty in the differences between the conduc-
tivities reported for the layers is much smaller, since the struc-
ture dimensions are nearly identical for all of the layers.

III. THERMAL CONDUCTIVITY MODELING

The local temperature-dependent thermal conductivities of
the doped polysilicon layers are modeled by an approximate so-
lution to the Boltzmann transport equation for phonons, which
uses frequency-dependent relaxation times to represent phonon
scattering events. Callaway [22] first developed this method,
which Holland [23] later modified for silicon by considering
phonon polarization. The current study extends the model of
Holland [23] to account for the effects of grain boundaries and
dopant atoms on the thermal conductivity.
The thermal conductivity of silicon is dominated by phonon

conduction even for highly doped samples. Contributions from
the mobile carriers (free holes or electrons) introduced by the
dopant atoms in a semiconductor can increase its thermal con-
ductivity. The electron contribution to the thermal conductivity
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Fig. 5. Experimental data for the doped polysilicon layers.

grain size at low temperatures, so phonon scattering on free car-
riers is not included in the thermal conductivity model. Phonon
scattering on bound electrons and holes is also discussed in [33],
but this mode of scattering becomes important only at very low
temperatures (below 10 K) so is not considered in this study.

IV. RESULTS AND DISCUSSION

A. Experimental Results
Fig. 5 shows that the thermal conductivity data for doped

polysilicon are qualitatively consistent with the theory devel-
oped in Section III. For a given dopant type, the sample with
the higher dopant concentration has lower thermal conductivity
values since the larger number of impurities provides more
scattering sites for the phonons. At a given dopant concentra-
tion, layers doped with phosphorus should have higher thermal
conductivity values than boron-doped layers. Both layers doped
with phosphorus do exhibit higher thermal conductivites at
all temperatures than the layer doped with the highest boron
concentration. This occurs because some of the phosphorus
atoms collect at the grain boundaries in polysilicon, so there
are fewer scattering sites for phonons in the phosphorus-doped
layers compared to those doped with boron. Also, impurity
scattering due to any phosphorus atoms remaining within the
polysilicon grains is very small compared with that due to
boron. From (6) and (12) the scattering rate of phonons on
impurities is proportional to the square of the mass difference
between silicon and the dopant atom. Since boron is much
lighter than silicon while phosphorus and silicon have similar
masses, the scattering rate for boron is nearly 36 times larger
than for phosphorus.
The room-temperature thermal conductivities of the doped

polysilicon layers in this study range from 45.6W/m K to 57.5
W/m K, which are somewhat larger than the values shown in
Fig. 1 for doped polysilicon layers in the literature. The highest
thermal conductivity reported before the present work was 37.3
W/m K [4] for a layer of thickness 275 nm, which is thinner
than the layers of the present study with thickness 1 m. The
phonon mean free path is smaller in the thinner layer in part
because of the increased scattering on layer boundaries. This

Fig. 6. Comparison of temperature-dependent thermal conductivity data
for various silicon samples with the data from the present study. Undoped
single-crystal bulk [35]: cm. Undoped single-crystal layer [14]:

m. Doped single-crystal layer [13]: m; cm
B. Doped poly-crystal layer: m; cm B;
nm. Undoped poly-crystal layer [17]: m; nm.

effect is augmented by the fact that thinner layers need shorter
anneal times to activate dopant atoms, such that smaller grain
sizes are likely [34]. The carrier concentration measured for this
layer is cm , which means its dopant concentration
must be significantly greater than any of the layers in this study.
The combined effect of thinner layers, smaller grains, and more
impurities is lower thermal conductivity values.
Fig. 6 shows the temperature-dependent thermal conductivity

of the polysilicon layer doped with cm boron
along with measured thermal conductivity values reported by
previous work. This qualitatively demonstrates the impact of
phonon scattering on dopant atoms and on grain and layer
boundaries. Compared to bulk single-crystal silicon, the
maximum thermal conductivity value for the single-crystal
silicon layer is an order of magnitude smaller and shifted to
a higher temperature due to phonon scattering on the layer
boundaries. The data of Asheghi et al. [13] indicate that doping
single-crystal silicon layers with boron concentrations greater
than cm reduces the thermal conductivity only
at temperatures below approximately 100 K. The room-tem-
perature thermal conductivity approaches the same value
for all three of these single-crystal silicon samples, which is
consistent with the fact that boundary and impurity scattering
are most important at lower temperatures. Fig. 6 reveals that the
doped polysilicon layer has thermal conductivity values below
those for the single-crystal layer doped with a comparable
concentration at all temperatures. This implies that phonon
scattering on grains of size nm dominates the thermal
resistance of a polysilicon layer with a boron concentration of
approximately cm .
The doped polysilicon layer exhibits higher thermal conduc-

tivity values at all temperatures than the undoped polysilicon
layer shown in Fig. 6. These layers are grown under identical
conditions, but the doped layer undergoes an annealing step to
electrically activate the dopant atoms and repair lattice damage
due to ion implantation. This high-temperature anneal also
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Angela D. McConnell, Srinivasan Uma, Member, IEEE, and Kenneth E. Goodson, Associate Member, IEEE

Abstract—The thermal conductivities of doped polysilicon
layers depend on grain size and on the concentration and type
of dopant atoms. Previous studies showed that layer processing
conditions strongly influence the thermal conductivity, but the
effects of grain size and dopant concentration were not investi-
gated in detail. The current study provides thermal conductivity
measurements for low-pressure chemical-vapor deposition
(LPCVD) polysilicon layers of thickness near 1 m doped with
boron and phosphorus at concentrations between
cm and cm for temperatures from 20 K to 320
K. The data show strongly reduced thermal conductivity values
at all temperatures compared to similarly doped single-crystal
silicon layers, which indicates that grain boundary scattering
dominates the thermal resistance. A thermal conductivity model
based on the Boltzmann transport equation reveals that phonon
transmission through the grains is high, which accounts for the
large phonon mean free paths at low temperatures. Algebraic
expressions relating thermal conductivity to grain size and dopant
concentration are provided for room temperature. The present
results are important for the design of MEMS devices in which
heat transfer in polysilicon is important. [654]

Index Terms—MEMS, polysilicon, thermal conductivity, thin
films.

I. INTRODUCTION

POLYCRYSTALLINE silicon is common in MEMS and
integrated circuits (ICs). The performance and reliability

of many microdevices, such as microscale thermometers, pres-
sure sensors, gas flow detectors, and fluid valve actuators, are
strongly influenced by heat conduction [1]. Heat transfer can
also adversely affect the operation of IC interconnects and high-
voltage and high-power transistors [2]. To design and operate
such devices effectively, it is critical to quantify the thermal con-
ductivities for thin films of polysilicon, which differ substan-
tially from those of bulk silicon. Depending on the application,
polysilicon is deposited and doped using different techniques,
which affect the microstructure and thus the observed thermal
conductivity of the resulting material. The thermal conductivi-
ties of polysilicon layers depend on the deposition process de-
tails [3], the grain size and shape, and the concentration and
type of dopant atoms. While several researchers have reported
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thermal conductivity data for doped polysilicon [3]–[12], these
data are difficult to compare because the impurity concentra-
tions and grain sizes are not precisely known. At present, it is
not possible to predict the thermal conductivity that will result
from a given impurity concentration and microstructure.
The thermal conductivities of single-crystal silicon layers

have been previously investigated [1], [13]–[15]. Asheghi et al.
[1], [14] found that, at temperatures below 200 K, the thermal
conductivities of intrinsic silicon layers of thicknesses ranging
from 0.42 m to 1.60 m were significantly less than those of
bulk silicon due to phonon scattering on the layer boundaries.
Phonons are the energy quanta of lattice vibrational waves and
are the main energy carriers in dielectric materials. Ju et al.
[15] observed that the thermal conductivity of intrinsic silicon
layers of thickness near 100 nm was reduced by up to 50% at
room temperature. For phosphorus and boron-doped silicon
layers with impurity concentrations higher than
cm , impurity scattering causes a further reduction in thermal
conductivity compared to pure silicon layers, particularly at low
temperatures [13]. Specifically, for layers of 3 m thickness
with phosphorus and boron concentrations of
cm , the conductivities at 20 K are reduced by factors of
approximately two and four, respectively, with the difference
resulting from the disparity in mass of the two impurity types.
In contrast to the case for single-crystal silicon, polysilicon

films contain grain boundaries which strongly scatter phonons,
reducing the thermal conductivity. Phonon scattering at grain
boundaries is difficult to model, because the transmission prob-
ability for phonons through grain boundaries depends on the rel-
ative orientations of the bounding crystals and on the concen-
tration of related defects near the boundary [16]. The thermal
conductivity of undoped polysilicon layers has been measured
from 20 K to 320 K [17] to isolate the effect of grain boundary
scattering, which causes the largest thermal conductivity re-
duction at very low temperatures. This study included results
for two layers, one of which was grown as polysilicon, while
the other was deposited as amorphous silicon and subsequently
annealed to allow recrystallization. The polysilicon grain size
and shape varied significantly between these two layers. The
observed thermal conductivities of both undoped polysilicon
layers were one order of magnitude lower than those for un-
doped single-crystal silicon layers, but the amorphous recrys-
tallized polysilicon layer had a higher thermal conductivity than
the as-grown polysilicon due to larger grain sizes resulting from
the high-temperature anneal.
Data for undoped polysilicon is of limited use in determining

the thermal properties of doped polysilicon. Dopant atoms and
their associated free electrons or holes contribute to phonon
scattering [18], and the presence of dopants also affects the
growth and size distribution of grains. N-type dopants, such

1057–7157/01$10.00 © 2001 IEEE
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10:3909–3913, 2010.to-center. A top view scanning electron microscope (SEM)
image of one of the completed samples is shown in Figure
1b.

We use a three-dimensional finite element method (3D
FEM) combined with a least-squares method20,21 to fit the
experimental T profile and extract k of the encased film. A
related analytical method has been reported previously for
micrometer-thick silicon films22 but in the present graphene
study we find that full 3D FEM is essential. A detail of a
typical FEM simulation is shown in the inset of Figure 1c.
These simulations include known 3D geometries (graphene
flake, heater, T sensors, oxide layers, and at least (50 µm)3

of the Si substrate), thermal conductivities (top and bottom
oxide layers, Si substrate, and metal electrodes), and the
thermal contact resistance between graphene and SiO2.23

For more details please see the Supporting Information. Each
FEM-simulated sensor temperature takes into account the
local T averaging caused by the finite sensor length and
width. The results are only sensitive to the in-plane (rather
than cross-plane) k of the encased flake. Also, because the
FEM method is based on the continuum diffusion equation,
which cannot handle ballistic effects, it is most appropriate
for flakes with phonon mean free paths smaller than the
center-to-center spacing of our T sensors. As described in
the Supporting Information, using kinetic theory we esti-
mated that the phonon mean free paths in the graphene
samples measured in this work are typically in the range of
20-100 nm, considerably smaller than the electrode spac-
ings and thus justifying the use of the diffusion equation.

To validate this new heat spreader method, we used the
two experiments shown in Figure 1c. First, a control experi-
ment was performed without the graphene layer. As shown
by the lower curve, this measured baseline T profile is
described very well by an FEM fit that treats k of SiO2 as the
only free parameter. (In all other experiments, the oxide
thermal conductivities are also considered to be known and
fixed). The fit value for kSiO2 at 310 K is 1.43 W/m-K, agreeing
to better than 1% with our separate measurement of this
SiO2 using a standard 3ω method.24

In the second validation experiment (upper curve of
Figure 1c), we prepared a sample with a 38 nm thick film of
evaporated Pt in the stack rather than graphene. The Pt film
is an effective heat spreader, leading to significantly higher
Ts than the oxide control experiment for the same heating
power. Using k of Pt as the only free parameter, the best-fit
FEM temperature profile (T1, T2, T3) is in very good agree-
ment with the experimental measurements and was ob-
tained using a best-fit value of kPt ) 25.4 W/m-K. To confirm
this value of kPt, we used the Wiedemann-Franz law to
estimate kPt ) 26.6 W/m-K from the resistivity of a four-
probe Pt line prepared during the same evaporation run,
thus validating this heat spreader and 3D FEM method to
within 5%.

Figure 2 shows k of encased graphene and ultrathin
graphite as a function of thickness at three different tem-
peratures. The 95% confidence intervals (CI) are evaluated
using a Monte Carlo method described in ref 25 and our
estimates of the random and systematic uncertainties (see
also the Supporting Information). This analysis reveals that
our experiments are most sensitive for thick flakes of high
k. Conversely, we find that k of encased SLG is so low that
this heat spreader method can meaningfully give only the
upper bound of k. For example, as shown in Figure 2a, at
310 K our measurements show with 97.5% confidence that
k of encased SLG is below 160 W/m-K. This is well below
the room-temperature values of 580 W/m-K reported for
SiO2-supported SLG14 and ∼1000 to ∼5000 W/m-K reported
for suspended SLG.2-4

The dominant feature of Figure 2 is the trend that k of
encased graphene increases with the number of layers,
approaching bulk graphite for the thickest sample at room
temperature (Figure 2a). We will return to the interpretation
of this result shortly in the context of Figure 4. Here we
briefly note that this trend is opposite of that reported
recently for suspended graphene,26 which for SLG shows k
well above that of bulk graphite and with k decreasing with
the number of layers to approach the bulk graphite value.

FIGURE 1. (a) Schematic of the heat spreader method. Heat flows (red arrows) through the encased graphene and into the Si heat sink. (b)
Top-view SEM image of one of the devices used in this work, including heater and three T sensors (white) and trimmed graphene flake (dark
rectangle). An additional triangular flake can be seen in the upper-left corner. (c) Temperature profiles normalized to the heater power QH for
validation experiments using oxide (blue) and a Pt film (red). k is extracted by fitting the experimental data (crosses) with the FEM model
(circles), resulting in kox ) 1.43 W/m-K and kPt ) 25.4 W/m-K. Dashed lines are to guide the eye. Inset: Detail of a typical 3D FEM simulation.

© 2010 American Chemical Society 3910 DOI: 10.1021/nl101613u | Nano Lett. 2010, 10, 3909-–3913

reduce the effective k of graphene, especially at higher
temperatures.

Previous measurements of supported graphene have
focused on SLG.4,14 For multilayer flakes, the oxide-induced
disruptions of the outermost graphene layers are expected
to penetrate a finite distance into the core of the flake due
to the weak van der Waals coupling between adjacent
graphene layers. Thus, for thicker flakes, the innermost core
layers will be less affected by the surface perturbations, and
for sufficiently thick flakes k must recover to that of bulk
graphite, consistent with the dominant trends of Figure 2.
Therefore a key physical question is to identify the charac-
teristic length δ by which these surface disruptions extend
into the bulk of the flake.

To address this question, we introduce the following
phenomenological model. We assume that the in-plane k of
an ultrathin graphite flake varies continuously across the
flake thickness according to an unknown function k̂(z,t),
where k̂ is the local thermal conductivity, and z is measured
from the midplane of the flake which has a total thickness t.
This assumption of a local thermal conductivity function
k̂(z,t) is supported in part by the fact that the in-plane thermal
conductivity of 3D graphite can be largely understood
through analysis of a 2D phonon gas.33 Because the inter-
layer van der Waals coupling is much weaker than the in-
plane bonding, the most important effect of the adjacent

layers is in scattering the in-plane 2D phonons rather than
major alterations of the phonon dispersion.33-35

Note that our experiments yield only the effective con-
ductivity of the entire flake, equivalent to averaging, k(t) )
(1/t)∫-t/2

t/2 k̂(z,t)dz. Referring to Figure 2, at any given temper-
ature we expect k(t) to have the following three features: (i)
For very thick flakes k should recover to the bulk graphite
value, that is, k(tf∞) ) kBulk; (ii) for sufficiently thin flakes it
appears that k tends to an approximately constant value k0,
that is, k(tf0) ) k0; and (iii) there is some characteristic
thickness at which the k(t) function transitions between the
k0 regime and the kBulk regime.

Consistent with these criteria, here we suggest a semiem-
pirical form for the local thermal conductivity function

where δ characterizes the distance that the oxide-induced
disruptions of the outermost surface layers penetrate into
the core of the flake. Note that the symmetry of eq 1
assumes that the upper and lower surfaces of the flake
experience similar constraining effects by their respective

FIGURE 4. (a) k of three- and four-layer flakes before (supported; open symbols) and after (encased; filled symbols) top oxide deposition,
showing reductions by 64 and 38%, respectively, at room temperature. (b) Fit of eq 2 (solid line) to experimental data (points) at 310 K.
TPRC: ref 5. (c) Best-fit values of k0 and δ as functions of temperature. kBulk(T) is graphite.5 (d) Dimensionless comparison of eq 2 with the
thickness-dependent measurements from four different Ts, using the dimensionless conductivity (k - k0)/(kBulk - k0).

k̂(z, t) ) k0 + (kBulk - k0)[1 - cosh( z
δ)

cosh( t
2δ) ] (1)

© 2010 American Chemical Society 3912 DOI: 10.1021/nl101613u | Nano Lett. 2010, 10, 3909-–3913



~20,000 cm2/Vs (Fig. 2A) is obtained, comparable
to the highest electron mobility values reported for
oxide-supported SLG (12, 16), thus suggesting
similar sample quality.

For the kmeasurement, the thermal resistance
of each RT line including the SiO2 beam is the
same and was obtained as (13)

Rb ¼ 2
DT1,m þ DT2,m þ DT3,m þ DT4,m

Q
ð2Þ

where Q is the electrical heating in RT 1. The
thermal resistance of the central beam is found
from the thermal circuit as

Rs ¼ Rb
DT2,m − DT3,m
DT3,m þ DT4,m

ð3Þ

and was several orders of magnitude higher than
the calculated interface thermal resistance be-
tween the SLG and the electrode or the SiO2 (13).
The thermal conductance (G ≡ 1/Rs) of the cen-
tral beamwas measured before and after the SLG
was etched away in oxygen plasma. The mea-
sured G after etching was considerably smaller
than that before etching for T above 80 K, below
which the difference decreases to near the mea-
surement uncertainty (Fig. 3). The difference in
G before and after the etching is attributed to the
thermal conductance of the SLG, Gg. We follow
the convention to obtain k =GgL/Wt, where we use
the interlayer spacing in graphite as the SLG
thickness, t = 0.335 nm. The results are similar
for the three samples (Fig. 4). For G2, the room-
temperature k of 579 T 34Wm−1 K−1 is about
a factor of 3.4 lower than the highest reported
basal-plane value of pyrolytic graphite (PG) (5).
The appearance of the peak k position at a much
higher T ≈ 300 K in the supported SLG than
T ≈ 140 K in the PG suggests that phonon
scattering is dominated by substrate interaction
and umklapp scattering at below and above 300K,
respectively.

Interestingly, Klemens (17) had envisioned
the feasibility of our thermal measurements
several years before SLG was first exfoliated
onto SiO2 (1). He suggested that phonons leaking
from supported SLG into the substrate would
suppress the contribution of low-frequency
phonons and reduce k by 20 to 50%. In SLG,
the longitudinal (LA) and in-plane transverse
(TA) acoustic branches are linear, whereas the
out-of-plane ZA branch shows a quadratic
dependence of the frequency (w) on the wave
vector. The contribution to k from the ZA branch
would be negligible based on a relaxation time
approximation (RTA) model (18) because of the
small group velocity and large umklapp scatter-
ing rate (tu

−1) calculated from an expression de-
rived by Klemens and Pedraza (19).

In addition to a long wavelength approxima-
tion and the assumptions of a linear branch and
high T, Klemens and Pedraza cautioned that the
greatest uncertainty in their tu

−1 expression stems
from the inaccuracy of the assumed three-phonon
scattering phase space that was not explicitly
calculated (19). To address this problem, we
carried out full quantum mechanical calculations
of both normal and umklapp three-phonon scattering
processes in SLG throughout the Brillouin zone
(13). Through the calculations of the three-phonon

matrix elements, we obtain a selection rule for
three-phonon scattering, which requires that an
even number of ZA phonons be involved in each
process as a consequence of the reflection
symmetry in flat 2D SLG (13). We note that this
selection rule was not used in a recent calculation
(20), whereas an analogous selection rule has been
found for electron-ZA phonon scattering in SLG
(21). This selection rule strongly restricts the
phase space for umklapp scattering of ZA
phonons in flat SLG. We also find that this
selection rule applies in large-radius single-
walled CNTs whose curvature is comparable to
that of ripples that can form in SLG. We have
incorporated this selection rule in an exact
numerical solution of the linearized phononBoltz-
mann transport equation (BTE) for SLG. Our
BTE approach is similar to that used recently for
nanotubes (22). We find that the ZA modes can
contribute as much as 77% and 86% of the total
calculated k at 300 K and 100K, respectively, for
a 10-mm-long suspended SLGwith specular edges
and 1.1% C13 isotopic impurities (13). The cal-
culated k for the suspended SLG is about a factor
of 5 and 1.5 higher than the measured k of the
supported SLG and the PG, respectively, at T ≈
300 K (Fig. 4).

Scanning probe microscopy measurements
have found that SLG exfoliated on SiO2 is
partially conformal to the surface roughness
(23) and partly suspended between hills on the
surface (24). These experiments consistently
obtained a substrate-induced correlation length
in SLG of ~30 nm, which gives a measure of the
average center-to-center separation (s) between
adjacent hills in intimate contact with the SLG.
Perturbation theory yields an approximate ex-
pression for the scattering rate due to phonon
leakage back and forth across the contact patches
as t−1sub;jºrjðwÞK2

j =w
2, where rj(w) depends on

the phonon density of states, andKj is the average
van der Waals (vdW) interatomic force constant
between the SLG and the SiO2 support for
polarization j = ZA, TA, or LA (13). A similar
frequency dependence has been obtained for
phonon transmission across a vdW interface
between two half spaces (25). In our case, the
expression accounts for parallel momentum not
being conserved due to the amorphous structure
of the SiO2 support. The obtained t−1sub;j increases
with the diameter (d) of the contact patches and
the d to s ratio (13).

Based on the interlayer vdW energy G0 ≈
0.1 J/m2 in graphite and the measured average
SLG-SiO2 separation h0 ≈ 0.42 nm reported in
(23), we calculate KZA = 27SaG0/h0

2 ≈ 0.4 N/m,
where Sa is the area occupied by one carbon atom
in graphene (13). The interface force constant
KLATA for the in-plane LA and TA modes is
generally smaller than KZA (26), especially for
an amorphous substrate. At the upper limit of
KLATA= KZA = 0.46 N/m and d = s = 30 nm, the
BTE model obtains a k value close to the mea-
sured value at 300 K, and yields a large ZA contri-
bution (13). However, the calculated k increases

Fig. 3. Measured thermal conductance of G2
before (solid downward triangles) and after (un-
filled upward triangles) the SLG was etched, with
the difference being the contribution from the SLG
(circles).

Fig. 4. Measured thermal conductivity of G1, G2,
and G3 together with the highest reported values
of PG (5), the BTE calculation results of suspended
SLG (black solid line) and supported SLG with
KLATA = 0 and KZA = 0.73 N/m (blue solid line) or
KLATA = KZA = 0.46 N/m (blue dashed line), the
RTA calculation result (red dashed-dotted line) for
supported SLG with KLATA = 0.8 N/m. Specular
edges are assumed in the calculations. For sup-
ported SLG, s = d = 30 nm, and the calculation
results are insensitive to edge specularity and can
be reproduced with decreased d/s and increased
KZA for the same KLATA/KZA.
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The thermal conductivities of individual single crystalline intrinsic Si nanowires with diameters of
22, 37, 56, and 115 nm were measured using a microfabricated suspended device over a temperature
range of 20–320 K. Although the nanowires had well-defined crystalline order, the thermal
conductivity observed was more than two orders of magnitude lower than the bulk value. The strong
diameter dependence of thermal conductivity in nanowires was ascribed to the increased
phonon-boundary scattering and possible phonon spectrum modification. © 2003 American
Institute of Physics. #DOI: 10.1063/1.1616981$

One-dimensional !1D" materials such as various kinds of
nanowires and nanotubes have attracted considerable atten-
tion due to their potential application in electronic and en-
ergy conversion devices.1–4 In contrast with the extensive
studies on electron transport, investigation of phonon trans-
port in 1D nanostructures5–9 has been initiated only recently.
When crystalline solids are confined to the nanometer range,
phonon transport within them can be significantly altered due
to various effects, namely !i" increased boundary scattering;
!ii" changes in phonon dispersion relation; and !iii" quantiza-
tion of phonon transport. For example, theoretical studies7,8
have suggested that, as the diameter of a Si nanowire be-
comes smaller than 20 nm, the phonon dispersion relation
could be modified due to phonon confinement, such that the
phonon group velocities would be significantly less than the
bulk value. Molecular dynamics simulations9 have shown
that, for wires of nanometer diameter, the thermal conduc-
tivities could be two orders of magnitude smaller than that of
bulk silicon. However, to the best of our knowledge, no sys-
tematic experimental results have been reported on the ther-
mal conductivities of Si nanowires. It is, therefore, important
to experimentally validate these theoretical predictions to un-
derstand the underlying physics. In addition, a deeper under-
standing of thermal transport in nanostructures also has prac-
tical implications10 in the design and performance of modern
microelectronic devices that have sub-100 nm features and
recently proposed nanowire-based thermoelectric devices.
For these reasons, we report in this letter a systematic experi-

mental study of the size effect on Si nanowire thermal con-
ductivity. Results show that Si nanowire thermal conductiv-
ity is much lower than the corresponding bulk value, which
can be explained by increased phonon boundary scattering.
Furthermore, the experimental results for a 22 nm diam sili-
con nanowire shows that the low-temperature behavior of its
thermal conductivity significantly deviates from Debye T3
law, which suggests possible changes in the phonon disper-
sion relation due to confinement.

Figure 1 shows a typical microdevice used in our experi-
ments. An individual Si nanowire thermally connects two
suspended microfabricated microstructures. The suspended
microstructure consists of two silicon nitride (SiNx) mem-

a"Electronic mail: majumdar@me.berkeley.edu

FIG. 1. SEM image of the suspended heater. The lower inset shows a 100
nm Si nanowire bridging the two heater pads, with wire-pad junctions
wrapped with amorphous carbon deposits !shown by arrows". The scale bar
in the inset represents 2 %m.
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branes each suspended by five SiNx beams that are 420 !m
long and 0.5 !m thick. A thin Pt resistance coil and a sepa-
rate Pt electrode are patterned onto each membrane. Each
resistor is electrically connected to four contact pads by the
metal lines on the suspended legs, thus enabling four-point
measurement of the voltage drop and resistance of the resis-
tor. Each Pt resistor can serve as a heater to increase the
temperature of the suspended island, as well as a resistance
thermometer to measure the temperature of each island.

The Si nanowires were synthesized by the vapor–
liquid–solid method,11 in which Au clusters were used as a
solvent at high temperature. The Si and Au formed a liquid
alloy and when the alloy became supersaturated with Si, Si
nanowires grew by precipitation at the liquid–solid interface.
A high-resolution transmission electron microscopy "TEM#
investigation "see Fig. 2# showed that the Si nanowires were
single crystalline and grew along the $111% direction. The
wire diameters fell in the range of 10–200 nm and the
lengths were several microns.

Once synthesized, the nanowires were first dispersed in
isopropanol by sonication, and then drop cast onto suspended
heater devices. After drying the solvent, we found that an
individual nanowire often bridged the two islands. In order
to improve thermal contact between the wires and the sus-
pended devices, amorphous carbon films were locally depos-
ited at the nanowire–heater pad junctions with a scanning
electron microscope "SEM# as shown in the inset of Fig. 1.

All the measurements were carried out at a high vacuum
level of &2!10"6 Torr and temperature ranging up to 320
K to suppress residual gas conduction and radiation loss. A
detailed description of the measurement technique and un-
certainty analysis is summarized elsewhere.12,13 Briefly, bias
voltage applied to one of the resistors, Rh , creates Joule
heating and increases the temperature, Th , of the heater is-
land above the thermal bath temperature, T0 . Under steady
state, part of the heat will flow through the nanowire to the
other resistor, Rs , and raise its temperature, Ts . By solving
the heat transfer equations of the system,13 denoting the ther-
mal conductance of the wire Gw and the suspending legs Gl ,
we have

Th#T0$
Gl$Gw

Gl"Gl$2Gw#
P

and

Ts#T0$
Gw

Gl"Gl$2Gw#
P ,

where P#I2(Rh$Rl /2). Here Rl is the total electrical lead
resistance of Pt lines that connects the heater coil. From the
slopes of Th and Ts vs P , the thermal conductivity of the
bridging nanowire can be estimated after considering the di-
ameter and length of the wires. In the experiments, the I–V
curve is measured as the dc current I is slowly ramped up to
a value in the range of 6–12 !A depending on T0 . The
maximum power dissipation on the heating membrane is be-
low 1 !W and the maximum rise in temperature on the heat-
ing side is below 5 K.

The measured thermal conductance includes the thermal
conductance of the junction between the nanowire and the
suspended islands in addition to the intrinsic thermal conduc-
tance of the nanowire itself. We have estimated the thermal
conductance of the junctions with the carbon deposition, and
found that the junction contribution is less than 15% of the
total thermal transport barrier.13

Shown in Fig. 3"a# are the measured thermal conductivi-
ties for intrinsic single-crystalline Si nanowires of different
diameters "22, 37, 56, and 115 nm#. Compared to the thermal
conductivity of bulk Si,14 there are two important features
that are common to all the nanowires we measured: "i# The
measured thermal conductivities are about two orders of
magnitude lower than that of the bulk and, as the wire diam-
eter is decreased, the corresponding thermal conductivity is

FIG. 2. High-resolution TEM image of a 22 nm single crystal Si nanowire.
The inset is a selected area electron diffraction pattern of the nanowire.

FIG. 3. "a# Measured thermal conductivity of different diameter Si nanow-
ires. The number beside each curve denotes the corresponding wire diam-
eter. "b# Low temperature experimental data on a logarithmic scale. Also
shown are T3, T2, and T1 curves for comparison.
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Device Design 

 Figure S1 (A and B) shows the layout schematic used for electron beam lithography 

(EBL) patterning of the suspended device for thermal measurement of a single-layer graphene 

(SLG) ribbon supported on the central 300-nm thick suspended silicon dioxide (SiO
2
) beam. 

Each of the two ends of the central SLG/SiO
2
 beam is joined by one straight and one U-shaped 

Au/Cr resistance thermometer (RT) line supported by suspended SiO
2
 beams. For the straight RT 

lines (RT 2 and RT 3 in Fig. S1A), the underlying SiO
2
 beam is 2 Pm wide and 120 Pm long. For 

the U-shaped RT lines (RT 1 and RT 4), the underlying SiO
2
 beam is 4 Pm wide and 60 Pm long. 

During the thermal measurement, a direct current (I) passes through one U-shaped RT line (RT 

1). 

 

Fig. S1. EBL layout schematic (A-B) and thermal circuit (C) of the suspended device for thermal 

measurement of a SLG ribbon (green rectangle in B) supported on a SiO
2
 beam. The light blue layer is 

300-nm thick SiO
2
 film. The dark blue layer is the etching pit made in the SiO

2
 film and the Si substrate 

for suspending the measurement device. The yellow layer is four 1-Pm wide Au/Cr RT lines (RT 1, RT 2, 

RT 3, and RT 4) and their contact pads.  

 



Overview: Methods for testing k of thin films

• Steady State resistivity approaches
• No variation in time (“Fourier Law”)

• Transient reflectivity and optical methods
• Time dependent (“The heat eq. w/ impulse response”)

• Modulated methods (“The heat eq. w/ frequency dep. source”)
• 3w
• Thermoreflectance-based techniques

• FDTR
• TDTR



Steady state vs. transient

Steady state = The Fourier Law Transient = The Heat Equation

q = �@T
@z

⇢C @T
@t = @2T

@z2 + q(t)

Heat capacity 
enters the 

picture

The source 
term can make 

a difference

Source can be “single shot/impulse” or 
“periodic”

Steady state, or long time, experiments, are 
subjected to MAJOR convection and conduction 

losses.  High T issues (i.e., RT and above)



Transient measurements
“RC” techniques

⇢C @T
@t = @2T

@z2 + q(t)

Solution results in 
“thermal” time 

constant in 
exponential decay

�T (t) = �T0 exp


�t

⌧

�

⌧ =
CV

Ah Thermal 
conductance

How does DT(t) change with C, V, A, and h?



Transient measurements

!s"x #!0 (5)

where F is the fluence, R is the reflectance, and $ is energy depo-
sition depth. In reality, the initial temperature profile will be more
uniform across the metal film due to increased thermal diffusion
that results from nonequilibrium heating during the first few pico-
seconds %25&. To account for the initial nonequilibrium between
electron and phonon systems, a more sophisticated model could
be used, but it turns out to have little impact on the decay after
100 ps, which is of interest for measuring the TBR. Equation "5#
assumes that the initial heating of the substrate is negligible. This
assumption is valid when the metal film thickness is two or more
times greater than the optical penetration depth and the substrate
has a small optical absorption coefficient and a significant thermal
conductivity.
At the interface (x!d), the conductive heat flux of the sub-

strate and film are equal to the heat transport across the interface,
so the system is subject to the following boundary conditions:

"k f
'! f

'x "x!d #!("! f"!s# (6)

"ks
'!s
'x "x!d #!("! f"!s# (7)

where ( is the TBC. For the nanosecond time regime considered,
the convective and radiative losses from the surface of the metal
film "at x!0) are negligible. The substrate is treated as semi-
infinite, because less than 2 )m of the substrate are influenced by
the temperature rise on the 1–2 ns timescale of the experiment.
In order to resolve the thermal boundary conductance, the time

constant for the film should be significantly smaller than the time
constant associated with the interface, otherwise it will be difficult
to extract the TBC from the thermal diffusion in the film. The time
constant, *, associated with diffusion of heat in the film can be
approximated using:

*+
d2

,
(8)

where , is the effective diffusivity of the metal film, and d is the
film thickness. The interface time constant is given by

* i!
Cfd
(

(9)

for highly conductive substrates %11&. Thus, this model and experi-
mental technique is limited to situations in which the following
applies:

*

* i
!
d(

k f
#1 (10)

Practically, this means that for metals with interfaces having
(+2$108 W/m2 K, films are restricted to thicknesses less than
100 nm. Also, the interface time constant, * i , should be less than
or on the order of the TTR scan length in order to resolve the
TBR. Thus, for scan lengths of 1–2 ns, metal films should be 100
nm thick or less.
Another criteria for the applicability of using the TTR method

to resolve the TBC is that the substrate must have a significant
thermal conductivity %26&. Energy transferred across the interface
should not induce a large temperature change in the substrate;
otherwise the decay observed will be dominated by the thermal
resistance of the substrate and not the thermal boundary resis-
tance. High thermal conductivity also reduces issues associated
with steady-state heating. This criterion eliminates the use of
glasses for substrate materials.
Equations "2# and "3# subject to Eqs. "4#–"7# are numerically

solved using the Crank–Nicolson method. Figure 2 shows the
temperature response of a 30 nm thick aluminum film on a sap-
phire substrate using a TBC of 1.05$108 W/m2 K reported by
Stoner and Maris %11&. The dashed lines show the change in the
cooling profile resulting in a change in the TBC of %50% indi-
cating how sensitive the model is to the value used for the TBC
even for a fairly low thermal conductance substrate, such as sap-
phire. Because the model is sensitive to the TBC, it should pro-
vide a high degree of confidence in determining the TBR from
experimental data assuming all other inputs are well known. For
substrates with higher thermal conductivities compared to sap-
phire, the differences between the cooling profile for a given TBC
and uncertainty of %50% is even more significant.
In addition to being sensitive to the TBR, the model is also

sensitive to uncertainties in the film heat capacity and thickness.
The thermal response is only weakly dependent on the uncertain-
ties of thermal conductance and capacitance of the substrate and
the thermal conductance of the film. This is discussed in more
detail in the Results section.

Fig. 2 Modeled thermal response of 30 nm Al film on a sapphire substrate
with !Ä1.05Ã108 WÕm2 K. The dotted lines are the thermal response for the
same film with Á50% change in !.
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Steady state vs. transient

Steady state = The Fourier Law Transient = The Heat Equation

q = �@T
@z

⇢C @T
@t = @2T

@z2 + q(t)

Steady state techniques are 
the only measurements that 

are directly related to thermal 
conductivity

Transient techniques measure 
quantities that are related to 

the thermal diffusivity or 
thermal effusivity of the sample

D = 
C E =

p
C



Thermal effusivity
Thermal effusivity
From Wikipedia, the free encyclopedia

A material's thermal effusivity is a measure of its ability to exchange thermal energy 
with its surroundings.

If two semi-infinite bodies initially at temperatures T1 and T2 are brought in perfect 
thermal contact, the temperature at the contact surface Tm will be given by their 
relative effusivities. 

This expression is valid for all times for semi-infinite bodies in perfect thermal 
contact. It is also a good first guess for the initial contact temperature for finite 
bodies.

Tm = T1 + (T2 � T1)
E2

E1+E2



Notes on heat capacity
So if C is well known, then k can be “inferred” with 

transient measurements

• In many cases, C is well known from careful measurements on bulk materials

• When scaled for porosity, C is ~ independent of microstructure (i.e., only 
atomic density is important)

• Materials with similar bonding and atomic weights have similar heat capacities

• Electronic heat capacity is too small to matter in most considerations



Notes on heat capacity
• For many semiconductors, classical equipartition is a good approximation for C at optimal 

thermoelectric operating temperatures
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requires an understanding of solid-state chemistry, high-temperature 
electronic and thermal transport measurements, and the underlying 
solid-state physics. !ese collaborations have led to a more complete 
understanding of the origin of good thermoelectric properties.

!ere are unifying characteristics in recently identi"ed high-zT 
materials that can provide guidance in the successful search for new 
materials. One common feature of the thermoelectrics recently 
discovered with zT>1 is that most have lattice thermal conductivities 
that are lower than the present commercial materials. !us the 
general achievement is that we are getting closer to a ‘phonon glass’ 
while maintaining the ‘electron crystal.’ !ese reduced lattice thermal 
conductivities are achieved through phonon scattering across 
various length scales as discussed above. A reduced lattice thermal 
conductivity directly improves the thermoelectric e#ciency, zT, 
(equation (4)) and additionally allows re-optimization of the carrier 
concentration for additional zT improvement (Fig. 1b).

!ere are three general strategies to reduce lattice thermal 
conductivity that have been successfully used. !e "rst is to scatter 
phonons within the unit cell by creating rattling structures or 
point defects such as interstitials, vacancies or by alloying27. !e 
second strategy is to use complex crystal structures to separate the 
electron-crystal from the phonon-glass. Here the goal is to be able 
to achieve a phonon glass without disrupting the crystallinity of the 
electron-transport region. A third strategy is to scatter phonons at 
interfaces, leading to the use of multiphase composites mixed on the 
nanometre scale5. !ese nanostructured materials can be formed as 
thin-"lm superlattices or as intimately mixed composite structures.

COMPLEXITY THROUGH DISORDER IN THE UNIT CELL

!ere is a long history of using atomic disorder to reduce the lattice 
thermal conductivity in thermoelectrics (Box 2). Early work by 

To best assess the recent progress and prospects in thermoelectric 
materials, the decades of research and development of the established 
state-of-the-art materials should also be considered. By far the most 
widely used thermoelectric materials are alloys of Bi2Te3 and Sb2Te3. 
For near-room-temperature applications, such as refrigeration and 
waste heat recovery up to 200 °C, Bi2Te3 alloys have been proved 
to possess the greatest "gure of merit for both n- and p-type 
thermoelectric systems. Bi2Te3 was "rst investigated as a material 
of great thermoelectric promise in the 1950s12,16–18,84. It was quickly 
realized that alloying with Sb2Te3 and Bi2Se3 allowed for the "ne tuning 
of the carrier concentration alongside a reduction in lattice thermal 
conductivity. !e most commonly studied p-type compositions 
are near (Sb0.8Bi0.2)2Te3 whereas n-type compositions are close to 
Bi2(Te0.8Se0.2)3. !e electronic transport properties and detailed defect 
chemistry (which controls the dopant concentration) of these alloys 
are now well understood thanks to extensive studies of single crystal 
and polycrystalline material85,86. Peak zT values for these materials 
are typically in the range of 0.8 to 1.1 with p-type materials achieving 
the highest values (Fig. B2a,b). By adjusting the carrier concentration 
zT can be optimized to peak at di$erent temperatures, enabling the 
tuning of the materials for speci"c applications such as cooling or 
power generation87. !is e$ect is demonstrated in Fig. B2c for PbTe.

For mid-temperature power generation (500–900 K), 
materials based on group-IV tellurides are typically used, 
such as PbTe, GeTe or SnTe12,17,18,81,88. !e peak zT in optimized 
n-type material is about 0.8. Again, a tuning of the carrier 
concentration will alter the temperature where zT peaks. Alloys, 
particularly with AgSbTe2, have led to several reports of zT > 1 
for both n-type and p-type materials73,89,90. Only the p-type alloy 
(GeTe)0.85(AgSbTe2)0.15, commonly referred to as TAGS, with 
a maximum zT greater than 1.2 (ref. 69), has been successfully 
used in long-life thermoelectric generators. With the advent of 
modern microstructural and chemical analysis techniques, such 
materials are being reinvestigated with great promise (see section 
on nanomaterials).

Successful, high-temperature (>900 K) thermoelectric generators 
have typically used silicon–germanium alloys for both n- and p-type 
legs. !e zT of these materials is fairly low, particularly for the p-type 
material (Fig. B2b) because of the relatively high lattice thermal 
conductivity of the diamond structure.

For cooling below room temperature, alloys of BiSb have been 
used in the n-type legs, coupled with p-type legs of (Bi,Sb)2(Te,Se)3 
(refs 91,92). !e poor mechanical properties of BiSb leave much 
room for improved low-temperature materials.

Box 2 State-of-the-art high-zT materials
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Figure B2 Figure-of-merit zT of state-of-the-art commercial materials and those used or being developed by NASA for thermoelectric power generation. a, p-type and 
b, n-type. Most of these materials are complex alloys with dopants; approximate compositions are shown. c, Altering the dopant concentration changes not only the peak 
zT but also the temperature where the peak occurs. As the dopant concentration in n-type PbTe increases (darker blue lines indicate higher doping) the zT peak increases 
in temperature. Commercial alloys of Bi2Te3 and Sb2Te3 from Marlow Industries, unpublished data; doped PbTe, ref. 88; skutterudite alloys of CoSb3 and CeFe4Sb12 from 
JPL, Caltech unpublished data; TAGS, ref. 69; SiGe (doped Si0.8Ge0.2), ref. 82; and Yb14MnSb11, ref. 45.
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C = CV = 3NkB



Notes on heat capacity
• At high temperatures, anharmonicity also increases the heat capacity

• Thermal expansion causes the vibrational modes to soften increasing the vibrational 
entropy per atom
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Gruneisen Parameters

What does this say about Debye temperatures?

43 THEORY OF THE THERMAL EXPANSION OF Si AND DIAMOND 5027

(10) the TA(X) and TA(L) mode Griineisen parameters
of Si, diamond, and Ge. The results are listed in Table I.
Our model predicts that the TA modes have negative
Gruneisen behavior in Si and Ge but not in diamond.
The reason for the difference is that the directional co-
valent bonding is much stronger in diamond than in Si.
Thus the angular forces are dominant in diamond and
our analysis indicates that noncentral forces favor posi-
tive Gruneisen behavior. For negative thermal expan-
sion, the angular forces should be weak but not absent,
because otherwise the diamond structure would not be
stable at all.
The above model can also be applied to the discussion

of thermal expansion of zinc-blende semiconductors, al-
though the analysis will be much more complicated be-
cause of the unequal masses of the atoms in the zinc-
blende structure. However, in such cases, we expect
tight-binding calculations will still give accurate answers.
In summary, we have shown that detailed calculations

based on a simple tight-binding model can provide accu-
rate thermal expansion results (for Si and diamond). We
have given a microscopic analysis of the origin of the
anomalous mode [TA(X) and TA(L)] Gruneisen parame-
ters in Si. Our analysis provides a simple explanation of
the negative thermal-expansion behavior in Si and the
difference in thermal-expansion behavior of diamond and
Si. We hope our work will provide a basis for consider-

TABLE I. The Griineisen parameters y&A(x) and y&A(L) for
Si, diamond, and Ge are calculated from Eq. (10). The estimat-
ed y&A(x) and y&A(L) are compared with experimental data (Ref.
1) and tight-binding calculation results.

y~A(x) (TB calc.)
yTA(x) (expt )
1 TA(X) Ãq (10)l

Si
—1.08—1.4—1.67

Diamond

0.042

0.017
—1.53—1.08

y-fA(L) (TB calc.)
y TA(L) (expt )
y~~ILI [Eq. (10)]

—1.15—1.3—1.54

—0.047
—0.060

—0.4—0.77

ing thermal-expansion behavior in more complicated ma-
terials such as amorphous semiconductors, graphitic
fibers, and polymer chains.
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Principles of a Flash Experiment

Specific experimental setup

1. One-dimensional experiment
2. Homogeneous material
3. Samples prepared in principle 

axis of the material
4. Adiabatic boundaries
5. Infinite duration of heat impact

This leads to
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Experimental Data of a Flash Experiment
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Transient measurements
Transient electro-thermal technique (TET technique)

II. EXPERIMENTAL PRINCIPLES AND PHYSICAL
MODE DEVOLOPMENT

A. Experimental principles

In the TET technique, the to-be-measured wire is sus-
pended between two copper electrodes as shown in Fig. 1. At
the beginning of the experiment, a dc !shown in Fig. 1" is fed
through the wire to introduce electrical heating. The tem-
perature increase history of the wire is tightly related to the
heat transfer along it. For example, with the same length, if
the wire has small thermal diffusivity, it will take a long time
to reach its steady state temperature. The temperature change
of the wire will lead to its resistance change, which can
change the voltage over the wire. In the experiment, the tem-
perature change of the wire will be monitored by measuring
the voltage variation over it. Once the temperature evolution
is obtained, the thermal diffusivity of the wire can be ob-
tained by fitting the temperature change curve against time.
If the to-be-measured wire is nonconductive, a thin film of
metal, like Au used in this work, should be coated on the
surface of the wire for the purpose of making it electrically
conductive. In the experiment, the length of the wire should
be much larger than its diameter, which will simplify the
physical mode to one dimensional.

B. Physical mode development

Figure 1 shows that the heat transfer problem is one
dimensional along the wire !x direction". In the experiment,
the electrical heating power has the form of Q!t"=H!t"q0,
where H!t" is the Heaviside function and q0 is the electrical
heating power per unit volume. Here q0 is assumed to be
constant. In real situations the heating power changes a little
bit and will be discussed in the following section. The initial
condition of the problem is T!x , t=0"=T0, where T0 is the
room temperature. Since the copper electrodes used in the
experiments are much larger than the sample dimension, the
temperature of the electrodes can be assumed constant even
if a small current is flowing through them. Thus, the bound-
ary conditions are reasonably described as T!x=0, t"=T!x
=L , t"=T0. For the heat transfer in the wire along the x di-
rection at time t!0 without considering radiation !detailed
in work by Hou et al.10", the governing equation is

!!"cpT"
!t

= k
!2T

!x2 + q0, !1"

where ", cp, and k are the density, specific heat, and thermal
conductivity of the wire, respectively. To make the solution
development more feasible, we assume these properties are
constant and independent of temperature. The solution to the
partial differential equation can be obtained by integral of
Green’s function,11

GX11!x,t#x!,#" =
2
L $

m=1

$

exp%− m2%2&!t − #"/L2&

'sin'm%
x

L
(sin'm%

x!
L
( . !2"

The temperature distribution along the wire is expressed
as T!x , t"=T0+ &

k )#=0
t )x!=0

L q0GX11dx!d#. The average tempera-
ture of the wire T!t" can be integrated and calculated as
below:

T!t" =
1
L
*

x=0

L

T!x,t"dx = T0

+
8q0L2

k%4 $
m=1

$
1 − exp%− !2m − 1"2%2&t/L2&

!2m − 1"4 . !3"

When time goes to infinity !t→$", the temperature dis-
tribution along the wire will reach the steady state. The final
steady state average temperature of the wire is

T!t → $" = T0 +
q0L2

12k
. !4"

The normalized temperature increase, which is defined
as T*!t"= %T!t"−T0& / %T!t→$"−T0&, can be written as

T* =
96
%4 $

m=1

$
1 − exp%− !2m − 1"2%2&t/L2&

!2m − 1"4 . !5"

If normalizing time !x axis" to the Fourier number as
Fo=&t /L2, it can be concluded from Eq. !5" that, to any
kinds of material with any length, the normalized tempera-
ture increase follows the same shape with respect to Fo.

C. Methods for data analysis to determine the
thermal diffusivity

After the temperature evolution T+ t of the wire is ob-
tained by the experiment, different methods can be used to
obtain the thermal diffusivity of the wire from this tempera-
ture history. Figure 2 shows a typical normalized temperature
increase as an example to discuss the methods for data analy-
sis. In this work, three methods are specifically designed and
discussed.

1. Linear fitting at the initial stage of electrical
heating

At the very beginning of electrical heating, 0( t()t
!where )t is very small", the temperature gradient along the
wire is extremely small. The heat transferred to the two ends
during this period !0→)t" can be neglected. Therefore, the

FIG. 1. !Color online" Schematic of the experimental principle and the step
current for the TET technique.
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In this paper, a transient technique is developed to characterize the thermophysical properties of
one-dimensional conductive and nonconductive microscale wires. In this technique, the
to-be-measured thin wire is suspended between two electrodes. When feeding a step dc to the
sample, its temperature will increase and take a certain time to reach the steady state. This
temperature evolution is probed by measuring the variation of voltage over the wire, which is
directly related to resistance/temperature change. The temperature evolution history of the sample
can be used to determine its thermal diffusivity. A 25.4 !m thick platinum wire is used as the
reference sample to verify this technique. Sound agreement is obtained between the measured
thermal diffusivity and the reference value. Applying this transient electrothermal technique, the
thermal diffusivities of single-wall carbon nanotube bundles and polyester fibers are measured.
© 2007 American Institute of Physics. #DOI: 10.1063/1.2714679$

I. INTRODUCTION

The thermophysical properties of carbon nanotubes
!CNTs" prompted a wide variety of applications. Corre-
spondingly, knowledge of thermal transport in these micro/
nanoscale structures becomes considerably crucial to their
engineering applications. To investigate the thermophysical
properties of individual one-dimensional micro/
nanostructures, limited experimental approaches have been
developed. To date, the 3" method,1–4 microfabricated sus-
pended device method,5–7 and optical heating and electrical
thermal sensing8,9 !OHETS" technique are the leading mea-
surement techniques to obtain thermophysical properties of
wires/tubes at micro/nanoscales.

For the 3" method, a sine/cosine current is fed to the
sample, leading to its temperature variation at the second-
harmonic frequency. As a result, the amplitude and phase
shift of the third-harmonic voltage variation across the
sample can be measured and used to characterize thermo-
physical properties. From the mechanism of the 3" method,
the sample is required to have linear I-V behavior within the
applied ac voltage range. However, a large number of wires
and tubes exhibit semiconductive properties. That is to say,
they have the nonlinear I-V behavior and cannot be charac-
terized using the 3" method. Besides, when using the 3"
method, the temperature coefficient of the resistance also
needs to be known,4 which for most materials needs to be
measured separately. For the microfabricated suspended de-
vice method, the tiny sample is placed between two
membranes/islands. The heat transfer along the sample and
the temperature difference between the membranes/islands

are evaluated/characterized to determine the thermal conduc-
tivity of the sample. For samples with low thermal conduc-
tivity, the heat transfer between the two membranes/islands
could become less accurate to evaluate. In addition, undes-
ired heat conduction/radiation from the membranes could af-
fect the final measurement result. The OHETS technique,
developed by Hou et al.,8,9 utilizes a periodically modulated
laser beam to irradiate the sample to induce a periodical
change in its electrical resistance. Meanwhile, a small dc is
fed to the sample to probe its temperature variation. This
technique can be used to measure the thermophysical prop-
erties of conductive, nonconductive, and semiconductive
one-dimensional micro/nanoscale structures. The OHETS
technique itself, like the 3" method, requires relatively long
measurement time !several hours" and suffers from low sig-
nal.

In this paper, a transient electrothermal !TET" technique
is developed to overcome the drawback of the 3" and
OHETS techniques. Transient electrical heating and thermal
sensing are used in the measurement. This technique can be
applied to metallic, nonconductive, and semiconductive mi-
croscale wires. Compared with the 3" and OHETS tech-
niques, the technique developed in this work features much
stronger signal level !hundreds to thousands of times higher"
and much reduced measurement time !less than one second".
To test this technique, thermal diffusivity measurement of
platinum !Pt" wire specimens is conducted. By applying this
technique, the thermal diffusivity of single-wall carbon nano-
tube !SWCNT" bundles and polyester fibers are also mea-
sured. In Sec. II, the experimental principle and physical
model development are presented. The experimental details
and results are discussed in Sec. III.
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one of the measured fibers is shown in Fig. 6. It is observed
that the fiber is around 10 !m thick. Since Au is an excellent
conductor for heat transfer, the coated Au film will have
some effect on the measured thermal diffusivity, especially
for thin wires. The effect of the coated Au film can be ruled
out using the concept of thermal conductance. The thermal
conductance !Gf" of the Au film is defined as Gf =Afkf /L,
where kf and Af are the thermal conductivity and the cross-
sectional area of the thin film, respectively. It is known that
kf can be much smaller than the bulk material’s value due to
the unique structure and small thickness of the thin film coat-
ing. Here Gf is evaluated using the Wiedemann-Franz law,
which relates the thermal conductivity !k" of the metal to its
electrical conductivity !"" as LLorenz=k / !"T". The Lorenz
number for Au is weakly dependent on temperature: 2.35
#10−8 W $ K−2 at 0 °C and 2.40#10−8 W $ K−2 at
100 °C.16 Based on the formula above, the thermal conduc-
tance of the coated thin film can be calculated as Gf
=LLorenzT /R.

In the experiment, the measured effective thermal diffu-
sivity !%e" is the combined effect of the wire and the Au thin
film, which can be described as

%e =
k!1 − &" + kf&

'cp!1 − &" + ' fcp,f&
, !7"

where ' f and cp,f are the density and specific heat of the Au
film. &=Af /Ae is the cross-sectional ratio of the Au film,
where Ae and Aw are the cross-sectional area of coated and
bare wires, respectively. Since &(1, we can estimate that

'cp!1−&")' fcp,f& and !1−&"#1. Equation !7" can be sim-
plified as

%e =
k + kf&

'cp
= % +

kf&

'cp
. !8"

Since kf&= !LLorenzT /R"L /Aw, the real thermal diffusivity
of the wire !%" can be calculated as

% = %e −
LLorenzTL

RAw'cp
. !9"

The density and specific heat17 of polyester are '
=1.368#103 kg m−3 and cp=1.2#103 J kg−1 K−1, respec-
tively. In the TET experiment, the contact resistance at the
ends of the sample could change the heating style of the
sample and alter the value R used in Eq. !9". In order to
reduce the contact resistance between the polyester fiber and
copper electrodes, the fiber is coated first and then connected
to the electrodes using silver paste. This will make the coat-
ing have sound contact with the silver paste, leading to a
small contact resistance. Two samples of polyester fibers are
coated for thermal diffusivity measurement, one with a big-
ger resistance and the other one with a smaller resistance.
The experimental conditions are summarized in Table IV. It
needs to be pointed out that the measured resistances inevi-
tably consist of contact resistance and the coating resistance.
In the experiment for Pt, it is estimated the silver paste leads
to a contact resistance about 0.2$0.3 $. Since the measured
polyester fibers have comparable thickness to that of the
measured Pt wires, the contact resistance between the Au
coating on the fiber and the silver paste is expected to be
small compared with the resistance of the Au coating that is
in the order of a few to hundreds of kilo-ohms.

Using global data fitting, the real thermal diffusivity of
the fiber is measured to be 6.68#10−7 m2/s for sample 1
and 5.26#10−7 m2/s for sample 2. Figure 7 shows the fitting
curve for sample 2 using the global data fitting and charac-
teristic point methods. Experiments are conducted for a num-
ber of rounds and it is found that a repeatability better than
10% can be achieved. It is observed that for a coated wire
with a smaller resistance, the measured thermal diffusivity is
larger. This is because the smaller resistance means a thicker
coating on the wire. Therefore, the heat transfer along the
wire is partially controlled by the Au film coating. The as-
sumption used to derive Eq. !9" becomes less accurate. An-
other possible reason for the larger thermal diffusivity of the
smaller resistance sample is that when the Au coating is

FIG. 5. The normalized temperature vs the theoretical fitting for the
SWCNT bundle.

FIG. 6. SEM picture of coated polyester fiber !sample 2".

TABLE IV. Details of experimental conditions and results for the polyester
fibers.

Sample 1 Sample 2

Length !!m" 679.25 590.1
Diameter !!m" 10.33 10.46
Resistance of sample !k$" 2.95 319
dc current !!A" 431.5 11.76
%e !10−7 m2/s" 6.800 5.260
kf* /'cp !10−7 m2/s" 0.123 0.001
% !10−7 m2/s" 6.677 5.259
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sample and alter the value R used in Eq. !9". In order to
reduce the contact resistance between the polyester fiber and
copper electrodes, the fiber is coated first and then connected
to the electrodes using silver paste. This will make the coat-
ing have sound contact with the silver paste, leading to a
small contact resistance. Two samples of polyester fibers are
coated for thermal diffusivity measurement, one with a big-
ger resistance and the other one with a smaller resistance.
The experimental conditions are summarized in Table IV. It
needs to be pointed out that the measured resistances inevi-
tably consist of contact resistance and the coating resistance.
In the experiment for Pt, it is estimated the silver paste leads
to a contact resistance about 0.2$0.3 $. Since the measured
polyester fibers have comparable thickness to that of the
measured Pt wires, the contact resistance between the Au
coating on the fiber and the silver paste is expected to be
small compared with the resistance of the Au coating that is
in the order of a few to hundreds of kilo-ohms.

Using global data fitting, the real thermal diffusivity of
the fiber is measured to be 6.68#10−7 m2/s for sample 1
and 5.26#10−7 m2/s for sample 2. Figure 7 shows the fitting
curve for sample 2 using the global data fitting and charac-
teristic point methods. Experiments are conducted for a num-
ber of rounds and it is found that a repeatability better than
10% can be achieved. It is observed that for a coated wire
with a smaller resistance, the measured thermal diffusivity is
larger. This is because the smaller resistance means a thicker
coating on the wire. Therefore, the heat transfer along the
wire is partially controlled by the Au film coating. The as-
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Transient measurements (optical)
Reflectivity vs. Thermoreflectivity

matching the wavelength of our probe beam. Figure 1-3, taken from [39], shows

the thermoreflectance spectrum for Al. It is assumed that the thermoreflectance

coe�cient is constant for small changes in temperature, an assumption we verify in

Section 3.8.
42 IEEE TRANSACTIONS ON COMPONENTS AND PACKAGING TECHNOLOGIES, VOL. 28, NO. 1, MARCH 2005

Fig. 3. Responsivity of TTR thermal conductivity measurements for (a) 500 Å
and (b) 5000 Å of SiO covered with different metals.

yield the maximum . As discussed later, finding the numer-
ical values of for a certain material in a wide range of wave-
lengths is a difficult task since the data available in the literature
for the coefficient for a certain wavelength of the probing
laser irradiation is scarce or nonexistent. An alternate solution
is to measure in situ the for a specific material at different
wavelengths. However, this is difficult since it requires not only
testing samples but also a system that needs to be developed
specifically for this task.

For a given material, depends solely on the wavelength
of the probing laser irradiation. Also, it has been observed
(Figs. 2 and 3) that for most of the substrate materials investi-
gated here, the maximum value of is about the same for all
of the investigated metals. Therefore, the probing laser (wave-
length) can be selected independently by maximizing .
The geometry of the sample can be subsequently designed such
that the maximum value of responsivity is obtained.

The values of are plotted in Figs. 4 and 5 for a select
group of metals (Al, Ni, and Au) and wavelengths of the probing
laser irradiation in the visible spectrum. The values were either
taken from the open literature or measured by the authors in their
laboratory at SMU. As depicted in Figs. 4 and 5, the change
in with the wavelength does not exhibit a systematic be-
havior. Upon closer analysis of these data, one can draw two
important conclusions about the qualitative behavior of the ther-
moreflectance coefficient. First, the coefficient is highly

Fig. 4. Thermoreflectance spectra of aluminum [16].

Fig. 5. Thermoreflectance spectra of Ni [17] and Au [18] at 120 K.

dependent on the wavelength of the probing irradiation, as ex-
pected. Perhaps less anticipated, however, is the fact that the
magnitude of the variations is significant even for small changes
in the wavelength. Second, practically for all metals, ex-
hibits a change in sign for certain values of the wavelength. In
other words, the reflectance of the sample could either increase
or decrease when the temperature of the sample is increased,
depending on the wavelength of the light used for probing the
change in the reflectivity of the sample.

Measuring in ideal conditions (good sample surface,
vacuum, etc.) does not guarantee that the same value will be
obtained for a “real” sample. Of special concern are the op-
tical quality of the surface, the bulk and surface structure of the
deposited layer, the surface and near surface wafer contamina-
tion, etc. The values of for Ni and Au are shown in Fig. 5
for a temperature of 120 K. The most prominent features of the

curve for Au are the sine-like shape at around 2.5 eV (
500 nm). The width of this observed shape is around 0.1 eV and
corresponds to a wavelength range of 470 to 520 nm. The qual-
itative behavior of the for Au is not expected to vary much
at room temperature.

We measured the coefficient at room temperature
(295 K) at a wavelength of 488 nm, and obtained a value of 2.9

K , which is comparable to the values obtained by

Figure 1-3: The thermoreflectance spectrum for Al, taken from [39].

1.2.2 Thermal Interface Conductance and Transport in the

Substrate

The absorbed energy is transferred from the metal to the underlying substrate through

phonon-phonon interactions, and, for an electrically conductive substrates, also electron-

electron interactions. Both cases have been studied extensively and the topic is well

covered in reviews [40, 41]. When the spectral nature of the heat carriers is ignored,

thermal transport across the interface is modeled with a thermal interface conduc-

tance, G, and the heat flux across the interface is given by q = G�T , where �T is
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Transient measurements (optical)
Thermoreflectivity

P. E. Hopkins. Influence of electron-boundary scattering on 
thermoreflectance calculations after intra- and interband transitions 
induced by short-pulsed laser absorption. Physical Review B, 

81:035413, 2010.

range of interest in this study !!"300–1000 nm or 1.24–
4.13 eV". However, there are other Fermi-surface transitions
in this wavelength range that do affect reflectance near the
2.4 eV transition as apparent by the shape of the Au reflec-
tivity at 300 K plotted in Fig. 1. Each inflection point in the
reflectance spectra roughly corresponds to an interband
Fermi-surface transition.33,39 These transitions appear as lo-
cal extrema in the thermoderivative of #̂2.18,39 Therefore, for
every inflection point in the reflectivity of Au, a new transi-
tion must be considered in the interband dielectric function
via Eq. !9". Three Fermi-surface transitions affect the reflec-
tance in the wavelength range of interest in this study, so the
interband dielectric function is given by #̂inter=# j=1

3 #̂inter,j.
The sum of Eqs. !7" and !9" gives #̂= #̂intra+ #̂inter which is

related to Eqs. !5" and !6" by #̂=#1+ i#2. To determine the
interband dielectric function in Au at 300 K, n1 and n2 were
calculated and best fit with tabulated data29 iterating $p, % f

−1,
and Ep,j, Ej, and % j

−1 for each of the three transitions. The
best-fit values used to calculate the complex dielectric func-
tion in Au listed in Table I. The plasma frequency fitted
result, $p=1.3&1016 rad s−1, is in excellent agreement with
literature values of the plasma frequency, 1.3–1.4

&1016 rad s−1.28,30 As seen in Fig. 1, the calculation of R for
bulk Au agrees well with R determined from the tabulated
data on bulk Au.29 Using Eq. !2", the reflectance for thin Au
films on Si at 300 K are also shown in Fig. 1 for film thick-
nesses of 10, 20, 30, 40, and 50 nm. Also shown is the bulk
reflectivity of Si at 300 K calculated from the tabulated val-
ues of n1 and n2 !Ref. 29" used to calculate the thin-film Au
on Si reflectivity.

III. THERMOREFLECTANCE IN INSULATED THIN
FILMS

To determine the thermoreflectance signal, or the change
in reflectance due to a temperature change, the temperature
dependency of the complex dielectric function must be
known. This is determined through the electron-scattering
rates. In bulk, clean metals, the primary scattering mecha-
nisms of the free electrons at the Fermi surface are ee and ep
scattering. Therefore, employing Matthiessen’s Rule, % f

−1

=%ee
−1+%ep

−1. The electron-electron and electron-phonon scat-
tering times are given by %ee

−1=ATe
2 and %ep

−1=BTp, respec-
tively, where A and B are scattering coefficients that are typi-
cally determined by resistivity experiments40 and Te and Tp
are the electron and phonon system temperatures. Literature
values of A and B in Au are 1.2&107 K−2 s−1 and 1.23
&1011 K−1 s−1,41 respectively, yielding % f

−1=3.8&1013 s−1

when the electrons and phonons are at 300 K, in good agree-
ment with the value for % f

−1 determined from the complex
dielectric function fit to data at 300 K, 2.0&1013 s−1. In this
work, electron temperatures from 300–3000 K are consid-
ered which ensures no d-band excitations due to Fermi
smearing in Au.42 In this temperature regime, Au has a con-
stant electron-phonon coupling constant,42 so A is taken as
the literature value for electron-electron scattering of free
electrons and B is determined from % f

−1=%ee
−1+%ep

−1 at 300 K
using the fitted value for % f

−1, which yields B=6.3
&1010 K−1 s−1. Note that the electron-electron and electron-
phonon scattering constants are relatively temperature inde-
pendent in Au.40 Therefore, the electron temperature depen-
dency of the intraband dielectric function takes a Te

2

dependence.26 The temperature dependency of the interband
dielectric function follows the temperature dependency of
the Fermi energy described by the Sommerfeld expansion.43

The electron-scattering rates in the interband dielectric func-
tion are assumed temperature independent, so the % j

−1 con-
stants in Eq. !9" are treated as dampening coefficients, simi-
lar to those in the Lorentz model for oscillators.33 For this

FIG. 1. !Color online" Reflectivity data as a function of wave-
length of bulk Au !red squares" and bulk Si !blue circles" along with
calculations for the reflectivity as a function of wavelength for bulk
Au !solid line" using the reflectivity model discussed in Sec. II. The
dotted and dashed lines show reflectivity calculations of Au films of
various thicknesses on a bulk Si substrate using the reflectivity
model taking into account reflections from the Au/Si interface via
Eq. !2".

TABLE I. Parameters used in reflectance model discussed in Sec. II.

Parameter B $p % f
−1 Ep,1 E1 %1

−1

Units 1010 K−1 s−1 1016 rad s−1 1014 s−1 eV eV 1014 s−1

Value used in model 6.3 1.3 0.20 1.5 −2.9 2.0

Parameter Ep,2 E2 %2
−1 Ep,3 E3 %3

−1

Units eV eV 1014 s−1 eV eV 1014 s−1

Value used in model 1.5 −2.0 4.0 5.0 −1.0 7.0
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study, a constant phonon temperature of 300 K is assumed
which is a valid assumption for thermoreflectance studies
using short pulses where the electron system rapidly changes
temperature from pulse absorption before any substantial en-
ergy is transferred to the lattice. By calculating the complex
dielectric function at various electron temperatures, the ther-
moreflectance signal, !R /R, is calculated via

!R!!Te"
R

=
R!Te" − R!300 K"

R!300 K"
. !12"

Figure 2 shows thermoreflectance calculations for thin Au
films on Si substrates. Figure 2!a" shows the thermoreflec-
tance signal on a 20 nm Au film for three different changes in
temperatures. The inset of Fig. 2!a" shows the thermoreflec-
tance signal for bulk Au for the same three changes in tem-
perature. The signals are drastically different. Figure 2!b"
shows how the thermoreflectance signal of an Au film on a Si
substrate changes with film thickness. Even at Au film thick-
ness of 50 nm, the thermoreflectance signal is still affected
by the underlying substrate. In addition, the thermoreflec-
tance signal is affected by the underlying signal differently at
different photon energies, which will be addressed in more
detail in the next section.

IV. EFFECTS OF ELECTRON-BOUNDARY SCATTERING
ON THERMOREFLECTANCE (NONINSULATED

THIN FILMS)

When the film thickness is less than the thermal penetra-
tion depth in the material, electron-boundary scattering can
affect the thermoreflectance signal.27 This arises due to an-
other scattering mechanism for the free electrons. In the case
of electron-boundary scattering, the electron relaxation time
of the free electrons is given by " f

−1="ee
−1+"ep

−1+"b
−1, where "b

−1

is the electron-boundary scattering rate. In this case, the di-

FIG. 3. !Color online" !a" 800 nm thermoreflectance signal for
Au films of varying thickness on a Si substrate assuming an insu-
lated !"b=0" Au/Si interface along with experimental thermoreflec-
tance data taking at 800 nm for thin Au films !film thicknesses are
20, 30, 40, and 50 nm" on Si substrates !Ref. 8". The predicted
thermoreflectance signal of Au/Si at 800 nm assuming no electron-
boundary scattering is much greater !absolute value" than the mea-
sured data, to the point where the measured data appear approxi-
mately zero compared to the predictions. !b" Calculations for !R /R
with varying values for "b

−1. As "b
−1 increases, the magnitude of the

800 nm thermoreflectance signal for 20 nm Au/Si decreases. !c"
!R /R for different Au film thicknesses for Au/Si compared to the
data from Hopkins et al. !Ref. 8" assuming "b

−1=2.0#1016 s−1.
Taking into account electron-boundary scattering drastically im-
proves the predictions of !R /R.

FIG. 2. !Color online" !a" Thermoreflectance signal on a 20 nm Au film on a bulk Si substrate for three different changes in electron
temperatures. The inset shows the thermoreflectance signal for bulk Au for the same three changes in electron temperature. !b" Thermore-
flectance signal of Au film of various thicknesses on a Si substrate.
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phonons in Bi2Te3 at elevated temperatures mainly involves
phonon–phonon processes, as evidenced by the 1/T depen-
dence of the thermal conductivity with temperature.8 The
explanation for the reduction of the thermal conductivity
with temperature within the framework of the Debye model
is the increased scattering rate for phonons of higher fre-
quencies which become increasingly populated as tempera-
ture increases. In this work, we present the results of thermal
conductivity measurements and suggest that the data for
small period superlattices can be explained by scattering at
the interfaces between the constituent layers in a superlattice
in addition to the intrinsic phonon–phonon scattering.

II. EXPERIMENTAL METHOD

Measurements of the effective thermal conductivity nor-
mal to Bi2Te3 /Sb2Te3 superlattices with periods ranging from
40 to 120 Å deposited on GaAs are performed using noncon-
tact pulsed laser heating and thermoreflectance
thermometry.9 The thermoreflectance technique, schemati-
cally depicted in Fig. 1, observes the temporal temperature
decay using a probe laser after a brief heating of the metal-
lized sample surface by the pump beam from a Nd:YAG
laser. Figure 1 is only intended to demonstrate the principle
of the measurement, while the details of the experimental
setup are shown in Fig. 2. The probe beam coupled into a
high-power optical microscope can be focused to the diffrac-
tion limit, while the pump beam has a diameter of around 1
mm at the sample surface to ensure one-dimensional heat
conduction at measurement timescales. Band-pass filters
block the radiation from the pump laser from leaking into the
photodetector. The output of the high-bandwidth silicon pho-
todetector is amplified and coupled into the 2 GHz band-
width signal analyzer, from which the data are acquired and
analyzed by a personal computer.

The laser heating and thermometry, used in this work,
offers advantages over methods based on Joule heating and
electrical-resistance thermometry in patterned bridges. Laser
heating and thermometry can be used to map the variation of

thermal properties in the plane of the layer. It also makes
possible measurements on electrically conducting layers,
such as films studied here, without the use of an insulating
layer, which complicates data interpretation and increases the
uncertainty for Joule-heating methods. Finally, the laser heat-
ing methods do not require patterning, which is an important
benefit for alternative films whose chemical and mechanical
stability may not be well understood for the purposes of
fabrication and processing of microstructures.

The data analysis is performed by solving the heat dif-
fusion equation in the frequency domain

i•!

"n
!
d2#n
dxn

2 , $1%

in a multilayer with boundary conditions given by

kn
d#n$xn!Ln%

dxn
!kn"1

d#n"1$xn"1!0 %

dxn"1
,

$2%
kn"1

d#n"1$xn"1!0 %

dxn"1
!

#n"1$xn"1!0 %##n$xn!Ln%
Rn

,

where #n , kn , and "n are temperature, thermal conductivity,
and diffusivity in nth layer and Rn is thermal resistance be-
tween the layers n and n"1. The output of the pump laser is
sampled and transformed to the frequency domain to obtain
the source term for the diffusion equation, which is then used
to construct the solution in time domain. The solution of the
equation and a least-squares algorithm for the fitting of the
experimental data are directly integrated into the data acqui-
sition software.

In contrast to some of the previous research,9 the present
measurements are performed on films with a much lower
thermal conductivity. This relatively low thermal conductiv-
ity of the films in the present study aids with the measure-
ment because of the long characteristic timescale of the tem-
perature decay, which is on the order of several
microseconds for films of thicknesses of around 1 &m. The
longer timescale of the temperature decay also renders the
details of the temporal shape of the pump beam unimportant
due to the negligible thermal diffusion in the superlattice film
during the heating pulse whose duration is around 8 ns.

FIG. 1. The thermoreflectance method for measuring the vertical thermal
resistance of Bi2Te3 /Sb2Te3 superlattice layers.

FIG. 2. Diagram describing the paths for radiation and electrical signals in
the experimental setup.
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is the increased scattering rate for phonons of higher fre-
quencies which become increasingly populated as tempera-
ture increases. In this work, we present the results of thermal
conductivity measurements and suggest that the data for
small period superlattices can be explained by scattering at
the interfaces between the constituent layers in a superlattice
in addition to the intrinsic phonon–phonon scattering.

II. EXPERIMENTAL METHOD

Measurements of the effective thermal conductivity nor-
mal to Bi2Te3 /Sb2Te3 superlattices with periods ranging from
40 to 120 Å deposited on GaAs are performed using noncon-
tact pulsed laser heating and thermoreflectance
thermometry.9 The thermoreflectance technique, schemati-
cally depicted in Fig. 1, observes the temporal temperature
decay using a probe laser after a brief heating of the metal-
lized sample surface by the pump beam from a Nd:YAG
laser. Figure 1 is only intended to demonstrate the principle
of the measurement, while the details of the experimental
setup are shown in Fig. 2. The probe beam coupled into a
high-power optical microscope can be focused to the diffrac-
tion limit, while the pump beam has a diameter of around 1
mm at the sample surface to ensure one-dimensional heat
conduction at measurement timescales. Band-pass filters
block the radiation from the pump laser from leaking into the
photodetector. The output of the high-bandwidth silicon pho-
todetector is amplified and coupled into the 2 GHz band-
width signal analyzer, from which the data are acquired and
analyzed by a personal computer.

The laser heating and thermometry, used in this work,
offers advantages over methods based on Joule heating and
electrical-resistance thermometry in patterned bridges. Laser
heating and thermometry can be used to map the variation of

thermal properties in the plane of the layer. It also makes
possible measurements on electrically conducting layers,
such as films studied here, without the use of an insulating
layer, which complicates data interpretation and increases the
uncertainty for Joule-heating methods. Finally, the laser heat-
ing methods do not require patterning, which is an important
benefit for alternative films whose chemical and mechanical
stability may not be well understood for the purposes of
fabrication and processing of microstructures.

The data analysis is performed by solving the heat dif-
fusion equation in the frequency domain
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where #n , kn , and "n are temperature, thermal conductivity,
and diffusivity in nth layer and Rn is thermal resistance be-
tween the layers n and n"1. The output of the pump laser is
sampled and transformed to the frequency domain to obtain
the source term for the diffusion equation, which is then used
to construct the solution in time domain. The solution of the
equation and a least-squares algorithm for the fitting of the
experimental data are directly integrated into the data acqui-
sition software.

In contrast to some of the previous research,9 the present
measurements are performed on films with a much lower
thermal conductivity. This relatively low thermal conductiv-
ity of the films in the present study aids with the measure-
ment because of the long characteristic timescale of the tem-
perature decay, which is on the order of several
microseconds for films of thicknesses of around 1 &m. The
longer timescale of the temperature decay also renders the
details of the temporal shape of the pump beam unimportant
due to the negligible thermal diffusion in the superlattice film
during the heating pulse whose duration is around 8 ns.

FIG. 1. The thermoreflectance method for measuring the vertical thermal
resistance of Bi2Te3 /Sb2Te3 superlattice layers.

FIG. 2. Diagram describing the paths for radiation and electrical signals in
the experimental setup.
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superlattices. Journal of Applied Physics, 90:763–767, 2001.Compared to mode-locked femtosecond lasers, also used for
the thermoreflectance measurements,10 a relatively long ti-
mescale of the pulse from Nd:YAG lasers is beneficial in
avoiding initial transients governed by the conduction in the
metal overlayer since the thermal diffusion length during the
pulse is on the order of a micron for high-thermal conduc-
tivity metals such as gold or aluminum. Additionally, the low
repetition rate of 10 Hz, compared to 76 MHz for mod-
elocked lasers, ensures the complete dissipation of thermal
energy between the pulses, which is important for the mea-
surement of low thermal conductivity Bi2Te3 /Sb2Te3 super-
lattices. A mismatch of three orders of magnitude between
the thermal resistances of the metal layer and the superlattice
for the layers of comparable thicknesses also reduces the
measurement uncertainty since the only thermal property of
the metal needed for the analysis is its thermal heat capacity.

Figure 3 shows the experimentally observed shape of the
temperature decay fitted with the exact solution to the heat
equation in the appropriate geometry. The measurement pre-
sented in Fig. 3 was performed on the 0.5 !m thick Bi2Te3
film and agrees with the published data6 for bulk samples in
the direction perpendicular to the cleavage plane, which is in
the range between 0.6 to 0.77 Wm!1 K!1.

III. PHONON TRANSPORT MODELING

The reduction of the thermal conductivity of superlat-
tices, coupled with the high mobility of charge carriers, may
have a significant effect on the thermoelectric figure of merit.
As discussed earlier, previous research used values of the
bulk thermal conductivity in predicting figures of merit, but
it is possible that optimization of the ZT may depend largely
on the decreased thermal conductivity of superlattices. This
effect gains more significance since the tunneling of charge
carriers and lifting of valley degeneracy in a strained quan-
tum well structure may reduce the benefits of the charge
carrier confinement.2,3 Therefore, it is important to under-
stand the physical mechanisms of the thermal conductivity
reduction in Bi2Te3 /Sb2Te3 superlattices.

The mass fraction difference between the constituent
layers in a superlattice structure leads to a formation of mini-
band gaps and augments the umklapp scattering by introduc-
ing additional reciprocal lattice vector.11 However, this scat-
tering mechanism alone cannot account for the observed
strong reduction of the thermal conductivity of the superlat-
tices compared to the bulk samples. The unexpectedly large
reduction of the thermal conductivity can be explained by the
longer than estimated value of 10 Å "Ref. 1# mean free path
of main heat carriers. Recently, Chen12 applied a semiclassi-
cal approach, based on particle transport formalism for
phonons, to investigate superlattice thermal conductivity. In
this work, we model thermal transport in superlattice struc-
tures using the Boltzmann transport equation with the ana-
lytical solutions obtained for the simplified boundary condi-
tions between constituent materials.

The Peierls–Boltzmann transport equation in the relax-
ation time approximation is written as13

V! "$! n#
n
%

"!V! •$! T
&N0
&T , "3#

where n is the departure from the equilibrium state N0 , given
by Bose–Einstein statistics, T is local temperature, V is pho-
non group velocity, and % is the relaxation time. Assuming
constant temperature gradient, a general solution of this
equation is obtained as13

n"!%V! •$! T
&N0
&T !1#F"V ,rB#exp" !

#r!!r!B#
%V $ % , "4#

where r!B is the location of the boundary intercepted along
direction ' as the particle is retraced back along its trajectory,
and F is an arbitrary function not depending on the current
coordinate z and can be suitably chosen to satisfy boundary
conditions.

The mismatch of acoustic properties leads to the thermal
boundary resistance even for perfect interfaces, which is es-
pecially evident for solid/liquid boundaries.14 As opposed to
that, the parameter governing transmission between two me-
dia, the acoustic impedance Z"(V , does not differ greatly
for many solids. While for cryogenic temperatures, the
acoustic mismatch theory correctly predicts the experimen-
tally observed thermal boundary resistance between the sol-
ids, it fails to explain the data at temperatures above around
50 K.14 The generally accepted explanation for this phenom-
enon is the effect of the imperfect interface, which becomes
important as the dominant phonon wavelength approaches
the scale of the interface roughness with increasing tempera-
ture. If any other boundary effects, such as dislocations and
surface contaminants, are ignored, then we can introduce the
transmission probability p to characterize phonon reflection
and transmission near the interface, which for the case of
superlattices, is similar to the specularity parameter for the
solution in a single layer.15

For a single layer, a function F in Eq. "5# is readily
obtained.15 This result can also be extended to include the
effects of additional boundaries apart from the immediately
surrounding layer under consideration. Once function F de-
scribing departure from equilibrium in the near scattering
boundaries is obtained, one can integrate over the contribu-

FIG. 3. The thermoreflectance signal and corresponding curvefit of the so-
lution to the heat equation for the thermal conductivity measurement of
Bi2Te3 thin film of a thickness of 525 nm deposited on GaAs.
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tions to transport from all available modes at a given energy
surface to obtain the next relation for the reduction of mean
free in a direction perpendicular to the boundary:

R!z*," ,p #!1"3!
1

$

F!" ,p #
exp!!z*#"#t ##exp!#"t #

t4 dt .

!5#
Counting the contribution of all phonon frequencies to heat
transport, we can write for the thermal conductivity

k!z*,p ,L #!
1
3 !0

%/T
C!x& ,T #V2'!x& ,T #

$R" z*, L
V'!x& ,T #

,p#d& , !6#

where x&!(&/(kBT) is the dimensionless phonon fre-
quency, V!1500m s#1 is the phonon velocity,8 averaged
over all polarization modes, and %!142K is the Debye
temperature.8 According to the Debye model for the density
of states, the frequency dependent phonon specific heat is13

C!x& ,T #!9nakB$ T% % 3 x&
4 exp!x&#

)exp!x&##1*2
. !7#

The relaxation time for umklapp phonon scattering at high
temperatures is modeled as13

'!& ,T #!!BUT3x&
2 ##1. !8#

Parameter BU is adjusted to give a value of 0.77 Wm#1 K#1

for the bulk thermal conductivity of Bi2Te3. The functional
dependence of phonon relaxation times at temperatures
above the Debye temperature, established by Eq. !8#, ex-
plains well the experimentally observed 1/T dependence of
the Bi2Te3 thermal conductivity.8

IV. RESULTS AND DISCUSSION

The data presented in Fig. 4 show a strong reduction of
the effective thermal conductivity of the Bi2Te3 /Sb2Te3 su-
perlattices compared to that of the bulk Bi2Te3. The thermal

conductivity of the superlattices was measured to be as low
as 0.3 Wm#1 K#1 in the direction perpendicular to the cleav-
age plane. This is more than a factor of two reduction from
the lowest reported bulk value of 0.6 Wm#1 K#1. This is a
remarkably low value considering the crystalline nature of
this material. Figure 5 shows a transmission electron micro-
graph of the 60 Å/60 Å Bi2Te3 /Sb2Te3 superlattice, grown
under conditions16,17 identical to the growth conditions of the
samples under study. The image reveals that good quality
interfaces were formed during the superlattice growth, espe-
cially if one considers the difficulty of sample preparation for
‘‘soft’’ materials, such as Bi2Te3.

Since the thermal conductivity of the bulk Bi2Te3 is low,
it is also of interest to calculate a limit for its value. A study
by Cahill et al.18 showed that for some mixed crystalline
solids, the thermal conductivity at room temperatures ap-
proaches values predicted using the Einstein limit for ther-
mal conductivity, given as18

k train!$ +

6 % 1/3kBn2/3,
i
Vi$ T% i%

2!
0

2 % i /T x3ex

!ex#1 #2
dx , !9#

where kb is Boltzmann constant, n is the atomic number
density, V is the phonon velocity, % is Debye temperature,
and the summation is over three polarization modes. In the
present analysis, the phonon velocities and Debye tempera-
tures for different polarization modes were replaced with the
already averaged values, given in the Sec. III. The observed
superlattice thermal conductivity is still significantly higher
than the estimates based on Eq. !9#.

Figure 4 shows predictions of the effective thermal con-
ductivity normal to layers based on the model developed in
the previous Sec. III, Eqs. !5# and !6#. Also shown is the
lower limit to the thermal conductivity calculated according
to Eq. !9#. The parameter p depends on the relative magni-
tude of the phonon wavelength compared to the mean rough-
ness of the interface and can be related to the interface
roughness and the wavelength of the incident wave as13

p!- ,.#!exp"#
16+3.2

-2 # , !10#

where - is the wavelength and . is the mean interface rough-
ness.

FIG. 4. Thermal conductivity of Bi2Te3 /Sb2Te3 superlattices of a function of
period.

FIG. 5. Transmission electron micrograph of a 60 Å/60 Å Bi2Te3/Sb2Te3
superlattice.
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than 2 lm of linear drift in the vertical and horizontal direction
along the length of the stage. The pump beam was modulated
using a Conoptics Electro-optic modulator at 125 kHz before
being passed through a frequency doubling BBO crystal to
improve signal-to-noise filtering. The pump and probe beam were
focused down using objective lenses to a spot size of 236 lm 6 2
lm and 26 lm 6 0.6 lm, respectively. For the data taken in this
study, the incident pump fluence was set to !2 J/m2.

Each of the prepared samples was thermally characterized via
TTR at temperatures ranging from 78 to 400 K. In order to explic-
itly determine hBD, the measured data are fit to a 1D two-layer
heat conduction model [12] and hBD is adjusted such that the
square of the difference between the raw data and the thermal
model is minimized. An inverse parabolic interpolation technique
is used during fitting to reduce the number of iterations required
for the system to converge. The data of each scan are individually

fit and a single “measured” value of hBD is determined per scan;
these fit values are subsequently averaged.

The temperature-dependent hBD data are presented in Fig. 3.
Each point in the figure represents the average of the ten measured
values at that particular temperature. Error bars represent the
standard deviation of the best fit hBD for the ten scans. As clearly
evident in Fig. 3, different HOPG surface preparations drastically
change the behavior of phonon transport across the Au-HOPG
interface. The as-cleaved sample exhibited the highest values of
hBD across the entire temperature range, followed by the electron
cleaned, and lastly, ion cleaned. The difference between measured
hBD for the as-cleaved and ion cleaned samples is in excess of
300%, demonstrating how greatly surface preparation, and hence,
the physical aspects of the interface, can impact interfacial ther-
mal transport.

4 Theoretical and Experimental Comparison

In addition to the experimental data, Fig. 3 also includes the
elastic and inelastic predictions of phononic thermal transport at
the Au-HOPG interface. From comparison of the experimental
data and the predictive modeling, several important features are
prominent. First, the electron cleaned data demonstrate good
agreement with the inelastic model. This can be explained in the
sense that the electron cleaning effectively removes contaminants
from the HOPG surface without inducing disorder. As a result,
this interface nearly mimics the ideal interface assumed by models
like the one presented above (it has been shown that freshly
cleaved graphite in air has a surface roughness of less than 1 nm
[53]). As a result, the model can accurately capture the behavior
of phonon transport across the Au-HOPG interface. The presence
of contaminants on the surface of the as-cleaved sample should
lead to increased reactivity between Au and HOPG [21], suggest-
ing increased adhesion strength, and hence, higher hBD [24].
Lastly, the ion cleaned HOPG substrate should be highly disor-
dered as a result of the heavy ion bombardment. As has been
shown by Hopkins et al. [13], increased atomic mixing and disor-
der at the interface has a detrimental effect on hBD. While these

Fig. 2 Schematic of transient thermoreflectance setup at University of Virginia.

Fig. 3 Measured thermal boundary conductance as a function
of temperature for various surface preparations of Au-HOPG
compared to the elastic and inelastic modified DMM models
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CL
!TL

!t
= G!Te − TL" #3$

where ! is the linear coefficient to the electron heat capacity,
which for Au is 62.9 J m−3 K−2 !22", Te is the electron tempera-
ture, G is the electron-phonon coupling factor, which character-
izes the rate at which electrons lose energy to the vibrating lattice
!12", S is the laser source term, CL is the lattice heat capacity, and
t is the time. Equations #2$ and #3$ are subject to the initial con-
dition Te#t=0$=TL#t=0$=T0 where T0 is assumed as 300 K. The
traditional source term is given by

S#t$ =
0.94F#1 − R$

dtp
exp%− 2.77& t − 2tp

tp
'2( #4$

where F is the incident laser fluence, R is the reflectivity, d is the
film thickness, and tp is the pump pulse width #185 fs$. To quan-
tify the Fermi relaxation in the TTM formulation, we modify the
standard source term to account for a delayed electron thermali-
zation. The traditional source term in the TTM assumes that after
pulse absorption, the electron system is fully thermalized. This
would mean the peak reflectance would occur )185 fs after the
initial absorption process takes place. As apparent from Fig. 1,
this is clearly not the case as the rise time of the fast transient is
)2 ps. Therefore, we assume the source term in the TTM is
given by !23"

S#t$ =
0.94F#1 − R$

d#tp + tth$
exp%− 2.77& t − 2#tp + tth$

tp + tth
'2( #5$

where tth is the delay in the electron thermalization time after
pulse absorption #i.e., the Fermi relaxation time$. This expression
for the source term of the TTM assumes that there is a delay in
thermalization beyond the pulse width. This is typically true for
laser experiments using femtosecond pulses #on the order of 100
fs$ interrogating metals under relatively low energy perturbations.
Under energetic excitations that increase the electronic density
around the Fermi level or cause a large perturbation of the elec-
tron gas from the Fermi surface, the Fermi relaxation time will
decrease to that which is orders of magnitude less than the
electron-phonon thermalization time and much less than the pulse
width !16". In this case, tth will be negligible compared with tp. In
addition, in thicker films or bulk materials in which diffusion need
be accounted for in the temperature evolution of the system, bal-
listic transport of the electron system can occur during pulse ab-

sorption, stretching out the depth in which the electron system
equilibrates !24". Although in this work we limit this ballistic
transport phenomenon by studying Au films with thicknesses on
the order of the penetration depth, to apply this delayed thermal-
ization source term to thicker films, a correction to the depth of
electronic thermalization must be employed !8".

3.2 Thermoreflectance Model. To fit the TTM to the experi-
mental data, the change in temperature predicted by the TTM is
related to the change in reflectance through an appropriate ther-
moreflectance model !15". A thermoreflectance signal is a change
in the baseline reflectivity of a sample surface resulting from a
change in temperature of the sample. The reflectivity of a bulk
material #film$ at the air #vacuum$/film interface is given by

R =
#n − 1$2 + k2

#n + 1$2 + k2 #6$

where n and k are the real #refractive index$ and imaginary #ex-
tinction coefficient$ parts of the complex index of refraction n̂.
The key to relating Eq. #6$ to the thermoreflectance signal is
knowledge of the temperature dependency of n and k for the film
and substrate !25". The refractive index and extinction coefficient
are related to the complex optical dielectric function "̂="1+ i"2
through !26"

n =
1
*2

!#"1
2 + "2

2$1/2 + "1"1/2 #7$

and

k =
1
*2

!#"1
2 + "2

2$1/2 − "1"1/2. #8$

Now the complex dielectric function can also be expressed as "̂
= "̂intra+ "̂inter, which explicitly separates the contributions due to
intraband transitions #free electrons$ and interband transitions
#bound electrons$. Since we are examining Au with 785 nm
pulses, we only focus on the intraband part "̂intra, which is de-
scribed by the well known Drude model. This intraband model
and its dependency on temperature is discussed in detail in Refs.
!11,15".

The 20 nm thin films in this study have film thicknesses on the
order of the optical penetration depth, so reflection and absorption
at the film/substrate interface can cause a change in the measured
reflectivity of the sample surface due to multiple reflections
propagating in the film. From thin film optics, the reflectivity of a
thin film on a substrate where the incident medium is air is given
by !27"

Rf = r*r #9$

where

r =
#m11 + n̂sm12$ − #m21 + n̂sm22$
#m11 + n̂sm12$ + #m21 + n̂sm22$

#10$

with n̂s being the complex index of refraction of the substrate and
r! is the complex conjugate of Eq. #10$. In Eq. #10$, mi,j is the
component of the characteristic thin film matrix !28" defined as

M = + cos # −
i

n̂f
sin #

− in̂f sin # cos #
, #11$

where #=$dn̂f /c, $ is the angular frequency of the radiation, and
c is the speed of light. The temperature dependencies of the indi-
ces of refraction in this thin film reflectance model follow those of
the Drude model, as previously discussed. Once Eq. #9$ is deter-
mined, the intraband, thin film thermoreflectance model is given
by

Fig. 1 Transient thermoreflectance data taken on a 20 nm Au
film evaporated on a glass substrate fit with the TTM using two
different source terms: „dashed line… the traditional source
term „Eq. „4…… and „solid line… the source term that accounts for
a delay in electron thermalization „Eq. „5……. Accounting for a
delay in electron thermalization gives a much better fit of the
TTM to the experimental data and yields a best fit value for G
that is in much better agreement with previous measurements
of G on Au.

044505-2 / Vol. 133, APRIL 2011 Transactions of the ASME

Downloaded 03 Feb 2011 to 134.253.26.11. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

P. E. Hopkins, L. M. Phinney, and J. R. Serrano. Reexamining electron-
fermi relaxation in gold films with a nonlinear thermoreflectance 

model. Journal of Heat Transfer, 133:044505, 2011

!R

R
=

Rf!Te" − Rf!T0"
Rf!T0"

!12"

With the temperature predictions from the TTM, the predicted
temperature rise after short pulsed laser absorption is then con-
verted to a thermoreflectance signal via Eq. !12" to directly com-
pare the TTM to the experimental data.

4 Discussion
The best fit of the TTM using the thin film intraband thermore-

flectance model is shown in Fig. 1. Two fits are shown: one using
the TTM with the traditional source term !Eq. !4"" and the other
using the source term that accounts for a delay in Fermi relaxation
!Eq. !5"". The best fit electron-phonon coupling factors G using
the parameters described in the text are also presented in the fig-
ure. In the graphical representation of the data, we set the time of
the predicted maximum thermoreflectance signal equal to t=0.
Using the traditional source terms results in a poor fit of the TTM
to the experimental data and gives a value of G of 1.8
"1016 W m−3 K−1, which is low compared with previous mea-
surements of 20 nm Au films in the low fluence limit !2.2–4.0
"1016 W m−3 K−1 depending on film structure" #9,11,29,30$. Ac-
counting for a delay in Fermi relaxation of 1.08 ps after pump
pulse absorption gives a much better fit of the TTM to the experi-
mental data. Use of this Fermi relaxation time leads to a best fit G
of 2.6"1016 W m−3 K−1, in much better agreement with previ-
ously measured values of G in the low fluence limit. The Fermi
relaxation time was determined by fitting the TTM to the data
before the peak in the data at zero delay time using tth as the
fitting parameter. The best fit G from the data taken with
3.1 J m−2, 2.0 J m−2, and 0.7 J m−2 incident fluences was
2.6#0.3 W m−3 K−1, 2.4#0.1 W m−3 K−1, and 2.1#0.2
"1016 W m−3 K−1 for the Au/glass samples and
3.2#0.2 W m−3 K−1, 2.6#0.1 W m−3 K−1, and 2.3#0.2
"1016 W m−3 K−1 for the Au/Si samples, respectively. The slight
fluence and substrate dependency is expected due to electron scat-
tering at the film-substrate interface during the period of electron-
phonon nonequilibrium #9,10,15$. The electron thermalization
time tth showed no sample or fluence dependency. The average
value determined from the thermoreflectance data was
1.10#0.05 ps, in good agreement with the Fermi relaxation time
determined from the electron emission experiments reported by
Fann et al. #17,18$. However, this value for tth is higher than that
reported from previous thermoreflectance measurements on Au
#3,4$.

To understand the reason for the discrepancy between the Fermi
relaxation time measurements in this work and those determined
from previous thermoreflectance studies, we fit the TTM with Eq.
!5" to the thermoreflectance data to determine tth using the thin
film intraband thermoreflectance model !Eq. !12"" and the tradi-
tionally used thermoreflectance model !Eq. !1"" !note that a com-
parison between a intraband thermoreflectance model and the tra-
ditionally used thermoreflectance model on determining G has
been discussed previously" #11$. The Fermi relaxation time deter-
mined through the use of Eq. !12" does not exhibit a fluence
dependency, which is consistent with Fermi liquid theory of hot
electron relaxation; i.e., that a single particle lifetime above the
Fermi level is related to the energy above the Fermi level !tth
$ !E−EF"−2, where E is the electron energy and EF is the Fermi
energy" #31$. However, tth determined through the use of Eq. !1"
shows a strong fluence dependency, decreasing with increased flu-
ence with values ranging from 0.70 ps to 1.10 ps. This is shown in
Fig. 2, which plots the Fermi relaxation times as a function of
incident fluence determined from the fits of the thermoreflectance
data to the TTM with Eq. !5" using the traditionally used ther-
moreflectance model !!Eq. !1"" and the thin film intraband ther-
moreflectance model !Eq. !12"". In the low fluence case, Eq. !12"
can be approximated by Eq. !1" since the temperature rise in the

Au film is relatively small !i.e., for small temperature excursions,
the thermoreflectance of a metal is approximately linear with tem-
perature" #15$, explaining the agreement of the two approaches in
determining tth. This further supports our finding that Fermi relax-
ation in Au occurs %1.1 ps after excitation with a 785 nm !1.58
eV" laser pulse.

5 Summary
In conclusion, we have examined electron relaxation mecha-

nisms in 20 nm Au films with pump-probe themoreflectance using
a thin film, intraband thermoreflectance model. We show that not
accounting for the delayed Fermi relaxation can affect the value
determined for the electron-phonon coupling factor G. Our data
indicate that the Fermi relaxation of a perturbed electron system
occurs approximately 1.1 ps after absorption of a 785 nm, 185 fs
laser pulse. This is in good agreement with electron emission ex-
periments #17,18$ but is higher than the Fermi relaxation time
determined from previous pump-probe thermoreflectance mea-
surements on thin Au films #3,4$. This discrepancy arises due to
not properly accounting for the thermoreflectance response in Au
at high temperatures in the previous works, elucidating the impor-
tance of the use of a proper thermoreflectance model for thermo-
physical property determination in pump-probe experiments.

The relaxation and scattering mechanisms of hot electrons in
solids is a critical parameter in thermal management and design of
micro- and nanoscale devices. As length scales decrease and de-
vice power densities increase, the thermal resistances associated
with the electronic scattering mechanisms studied in this work
become increasingly dominant. For example, consider a 10 nm
gold contact. The thermal resistance associated with electron-
phonon scattering is described by the inverse of the electron-
phonon coupling factor. Therefore, the electron-phonon resistance
of the 10 nm gold contact is %5"10−9 m2 K W−1. This is the
equivalent resistance of 5 nm of SiO2. With Fermi relaxation
times on the same order as the electron-phonon thermalization
times, as shown in this work, there will be an additional resistance
due to electron thermalization mechanisms that is of the same
order as the electron-phonon resistance !i.e., a few nanometers of
SiO2". Therefore, this Fermi relaxation mechanism and subse-
quent thermal resistance must be accounted for in the design and
thermal management of next-generation devices.

Fig. 2 Fermi relaxation times as a function of incident fluence
determined from the fits of the thermoreflectance data to the
TTM with Eq. „4… using the traditionally used thermoreflectance
model „„Eq. „1…… and the thin film intraband thermoreflectance
model „Eq. „11……. The Fermi relaxation time determined through
the use of Eq. „11… does not exhibit a strong fluence depen-
dency, which is consistent with the Fermi liquid theory of hot
electron relaxation, compared with tth determined through the
use of Eq. „1….
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ness used in Eq. !5" was determined from the AES scans, and the
thickness of the film in this study is defined as the distance from
the film surface to the beginning of the mixing layer. The thick-
nesses used for each film are listed in Table 3.

To quantify the spatial change of the elements in the mixing
layer, the Si data points in the first #3 nm after the beginning of
the mixing layer were fitted with a linear trend. The slope of this
line represents the rate of change of the Si concentration during
the first few nanometers of Cr /Si mixing. Since the elemental
concentrations of Cr, C, and O2 all decrease as Si increases, moni-
toring the change in Si with distance into the mixing layer gives a
good indication of the spatial gradient in the mixing region. As
previously mentioned, a total of 50 nm of Cr was deposited during
the fabrication of each sample. The defined mixing layers all ter-
minate at or before 50 nm in the AES profiles, indicating that Si
diffusion into the deposited Cr is the primary diffusion element
causing the two-phase mixing layer. Again, examining the room
temperature depositions, Cr-1 and Cr-4 have similar Si gradients
and Cr-2 and Cr-3 have similar gradients. This is probably a result
of different interdiffusion rates of the Cr and Si during deposition,
resulting from O2 layers or various degrees of roughness on the
substrate surface. The higher O2 levels on the surface of Cr-1
limited interdiffusion, resulting in a slower diffusion of the Si into
the Cr. This is consistent with past studies indicating that Cr and
O2 form a diffusion barrier $36%. However, we see the same type
of gradient in Cr-4, indicating that the Si diffusion could be dic-
tated by the smoothness of the surface. Substrate roughening is
assumed in Cr-2 from the backsputter procedure, and perhaps a
similar degree of roughness is present in Cr-3 since the attempt to
anneal the substrate only lasted for 20 min, as opposed to Cr-4,
which maintained a high chamber temperature for 50 min. A sum-
mary of the mixing layer depth, O2 concentration at the beginning
of the interfacial mixing layer, and slopes of the Si in the AES
profiles is given in Table 3.

Samples Cr-5 and Cr-6 were subjected to higher deposition
temperatures. 50 nm of Cr was deposited on a backsputtered and
annealed substrate at 573 K in Cr-5. Notice that the Si diffusion is
much smoother throughout the mixing layer, and the defined mix-
ing layer is much thinner than the room temperature samples. The
higher temperature and smooth surface probably resulted in much
faster Si diffusion, which would lead to the thinner mixing layer.
This also explains the profile for Cr-6, which exhibits the same
thin mixing layer. This sample was only backsputtered before
10 nm of Cr was deposited; then, the chamber was heated above
the CrSi2 formation temperature. This explains the mixing layer
ending slightly after 50 nm from the Cr film surface !similar to
Cr-2". However, the chamber was heated and maintained above
the CrSi2 formation temperature for 5 min. So, theoretically, this
could have resulted in silicide formation that would not have been
detected in the AES depth profile presented in the Appendix. This
sample !Cr-6" was additionally characterized with XPS $50%, and
no evidence of Cr silicide formation was detected.

Thermal Boundary Conductance at Various Cr ÕSi In-
terfaces

Several TTR scans were taken on each sample, and the average
of the resulting hBD for these scans is reported in Table 3. A
consistent deviation of less than 7% from the mean was calculated
for all the data on each sample. The thermal boundary conduc-
tance of each was determined by scaling the model !Eqs. !5"–!10""
to the TTR data at 100 ps and fitting the model to the data $24%.
This method assumes that the reflectance varies linearly with tem-
perature $24,39,51%. At 100 ps, the temperature gradient in the
metal film is negligible, and the electrons and lattice are in ther-
mal equilibrium. The thermal boundary conductance was treated
as a free parameter and was adjusted to minimize the sum of
squares between the thermal model and the TTR data. Minimiza-
tion was performed using an inverse parabolic interpolation tech-
nique, which normally required less then ten iterations to con-
verge.

To ensure that the TTR data taken with the 10 J m−2 pump can
be linearly related to electron temperature, hBD of Cr-3 was mea-
sured at a variety of pump fluences ranging from
0.5 J m−2 to 10 J m−2. The average hBD measured with varying
pump fluence was 0.139 GW m−2 K−1, which is the same hBD
determined from the various measurements on Cr-3 with
10 J m−2. The deviation among the measurements was less than
4% from the mean, which is less than the #7% deviation among
the samples from repeated measurements at one fluence, as previ-
ously mentioned. This indicates that for the fluence used in this
study !10 J m−2", the assumption that the reflectance varies lin-
early with temperature is valid.

Figure 4 shows the normalized TTR data taken on Cr-1 and
Cr-2 and the best fit of the thermal model to the data using the
thermophysical constants listed in Table 1 and hBD as the fitting
parameter. A best fit hBD of 0.178 GW m−2 K−1 was found for
Cr-1, where Cr-2 showed a 40% reduction in hBD with
0.113 GW m−2 K−1. Examining the corresponding AES profiles of
Cr-1 and Cr-2 !Appendix", it is apparent that the thickness of the
mixing layer and spatial change of the Si content in the mixing
layer can both contribute to varying levels of hBD.

The thermal boundary conductance measured in Cr-1 is consis-
tent with the 0.2 GW m−2 K−1 hBD measurement of a 30 nm Cr
film deposited on a lightly backsputtered Si substrate by Stevens
et al. $24%. However, Cr-1 was not subject to backsputtering,
where Cr-2 was deposited after backsputtering at relatively high
powers for a long time. This is evidence of the extreme sensitivity

Table 3 Summary of results from the AES and TTR data

Sample
ID

Cr film
thickness

!nm"

Mixing
layer
!nm"

O2
!%"

Slope of Si in
mixing layer

!%/nm"
Av. hBD

!GW m−2 K−1"

Cr-1 38 9.5 19 9.7 0.178
Cr-2 37 14.8 14 16.4 0.113
Cr-3 35 11.5 14.2 16.6 0.139
Cr-4 35 10.1 14.6 7.4 0.15
Cr-5 39 5.8 21.5 24.1 0.134
Cr-6 45 7 12.3 28.1 0.124

Fig. 4 TTR data of Cr-1 and Cr-2 fits with the model described
with Eqs. „5…–„10…. A 40% decrease in the best fit hBD from Cr-1
to Cr-2 is observed, with the only change in the experiment
occurring in the deposition conditions „see Table 1….

Journal of Heat Transfer JUNE 2008, Vol. 130 / 062402-5

Downloaded 23 Apr 2008 to 128.143.46.242. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

P. E. Hopkins, P. M. Norris, R. J. Stevens, T. Beechem, and S. Graham. 
Influence of interfacial mix- ing on thermal boundary conductance 
across a chromium/silicon interface. Journal of Heat Transfer, 

130:062402, 2008.

of hBD to interfacial conditions and is indicative of the variability
in the fabrication processes.

The sensitivity of the model to film thickness also needs to be
considered. Since the model assumes a lumped capacitance, a
change in film thickness would change the thermal mass of the
system, affecting the predicted change in temperature. For ex-
ample, assuming that the Cr film thicknesses were actually 50 nm,
the amount of Cr deposited onto the Si substrates during deposi-
tion, the values of hBD determined from the fitting routine could
increase as much as 50%. However, this increase would be com-
mon on all samples maintaining the same trends reported in this
study. As previously mentioned, the Cr film thicknesses were de-
termined from the AES profiles and are listed in Table 3. This
thickness sensitivity also gives more evidence of the effect of
fabrication variability and interfacial conditions on the measured
thermal boundary conductance since hBD measured by Stevens et
al. was slightly higher for a thinner film.

Figure 5 shows the measured hBD of the six Cr samples as a
function of mixing layer thickness. The thermal boundary conduc-
tance in the room temperature samples !Cr-1–Cr-4" decreased
with increasing mixing layer thickness. In these samples, the hBD
ranged from 0.178 GW m−2 K−1 in the sample with a 9.5 nm mix-
ing thickness to 0.113 GW m−2 K−1 in the sample with 14.8 nm of
mixing. In these room temperature samples, the smallest amount
of mixing occurred in Cr-1, which was not subject to any in situ
substrate cleaning. The other room temperature samples, Cr-2–
Cr-4, were subject to backsputter etching, which reduced the oxy-
gen on the Si surface from #19% to #14% !see Table 3" and also
roughened the substrate prior to Cr deposition. The largest mixing
layer thickness and lowest hBD were measured in Cr-2, which
could be a result of the Si substrate being rougher than the other
room temperature samples. When the substrate was heated after
etching, presumably smoothing the surface and reducing surface
defects before room temperature Cr deposition !Cr-3 and Cr-4",
the mixing layer thickness decreased, resulting in a linear increase
in hBD. The measured hBD in Cr-1 deviated from the linear trend
in Cr-2–Cr-4, which could be partly due to the increased O2 con-
centration.

The samples that were subject to non-room-temperature depo-
sitions, Cr-5 and Cr-6, did not demonstrate the same relationship
between hBD and mixing layer. Both samples had much smaller

mixing layer thicknesses. The elevated temperatures imposed on
the Cr during deposition could have introduced impurities or
changed the material structure around the interface or in the film
that was not detectable by AES, therefore introducing another
variable between the high temperature deposited samples and the
room temperature deposited samples.

Figure 6 shows the relationship between measured hBD and the
interface “abruptness” !the slope of the Si content changes with
depth, as previously described". Note that the slope of the spatial
increase of Si is quantified by only considering the first 3 nm in
the mixing layer defined in the AES data. In addition, a very
abrupt interface does not necessarily relate to a small mixing layer
thickness. The apparent trend is a decrease in hBD with an increas-
ingly abrupt interface. The highest hBD values in the room tem-
perature samples !Cr-1–Cr-4" are measured on the samples in
which the Cr was deposited on a smooth Si surface, which created
a more gradual increase in Si content near the interface compared
to the samples in which Cr was deposited at elevated temperatures
!Cr-5 and Cr-6". Chromium and Si represent acoustically matched
materials with nearly identical Debye temperatures !!D!Cr
=630 K and !D!Si=640 K" and, therefore, have similar Debye
cutoff frequencies $45%. By calculating the phonon radiation limit
!PRL" of the Cr /Si system, an upper limit of the hBD is estab-
lished as 1.38 GW m−2 K−1 $23,52%. Any contribution to thermal
boundary conductance by phonons resulting in a value above this
limit would indicate occurring inelastic phonon scattering pro-
cesses $25,26%. The calculated PRL is higher than the measured
hBD; so, elastic scattering is assumed in this analysis.

The DMM, which assumes elastic phonon scattering $9%, can
therefore be applied to the system. In its simplest form, the DMM
can be calculated with

hBD = h1→2 =
1
4&

j

"1,j'
0

#max

$1→2%#
!N1,j

!T
d# !11"

where "1,j is the speed of phonon mode j !longitudinal or trans-
verse" in side 1 !acoustically softer material—here, the Cr film",
$1→2 is the probability of phonon transmission from side 1 into
side 2, and N1,j is the product of the phonon occupation function
and density of states of mode j on side 1. Assuming that the
diffuse scattering from the rough boundary equilibrates the pho-
non system, the Bose-Einstein distribution function can be imple-
mented and hBD of 0.855 GW m−2 K−1 is calculated using a De-
bye approximation. The DMM, like the PRL, also overpredicts the
measured hBD. This has often been associated with poor interface
quality and substrate damage $9,23,24,33%. As shown in this study,

Fig. 5 Average of the measured hBD of each sample as a func-
tion of mixing layer thickness. The room temperature samples
display a linear decrease in hBD with increasing mixing layer
thickness. The samples deposited at higher temperatures „Cr-5
and Cr-6… do not follow this trend, which could be due to de-
fects of a change in the microstructure relative to the room
temperature deposited samples. The error bars represent the
7% deviation from the mean calculated from the data from each
sample, which are the calculated errors associated with the re-
peatability of the data from the experiment.

Fig. 6 Average of the measured hBD of each sample as a func-
tion of rate of Si increase at the beginning of the interfacial
layer. An increase in hBD is observed as the Si spatial change in
the film becomes more gradual. The error bars represent the
7% deviation from the mean calculated from the data from each
sample, which are the calculated errors associated with the re-
peatability of the data from the experiment.
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Overview: Methods for testing k of thin films

• Steady State resistivity approaches
• No variation in time (“Fourier Law”)

• Transient reflectivity and optical methods
• Time dependent (“The heat eq. w/ impulse response”)

• Modulated methods (“The heat eq. w/ frequency dep. source”)
• 3w
• Thermoreflectance-based techniques

• FDTR
• TDTR



Steady state vs. transient vs. 
periodic

Steady state = The Fourier Law Transient = The Heat Equation

q = �@T
@z

⇢C @T
@t = @2T

@z2 + q(t)

Heat capacity 
enters the 

picture

The source 
term can make 

a difference

If source term is periodic (and not “single shot, or instantaneous), then you get a modulated 
temperature on your samples surface

1) This yields both steady state and transient components
2) Makes data analysis easier since you can work in frequency domain

q (t) vs. q (t,!)



Periodic measurements
What separates periodic measurements from 

everything else???? 

�thermal =
q


⇡fC =

q
2
!C

Thermal penetration depth



Angstrom method
Used fixed temperature 

boundary conditions

T (x = 0) = 0�C

T (x = 0) = 100�C
where G is the period of temperature oscillations 

produced by alternating flow of ice water and steam

0 < t < �/2

�/2 < t < �

Frequency dependent 
temperature rise leads to 

temperature fluctuation at end 
of sample with some phase lag  

based on RC



Modified Angstrom method

approximately 8–16 !m for both the pump and probe
beams, depending on the objective lens used.

Since the absorption length of polysilicon is "10 !m at
#!770 nm, we use sputtering to coat some of the cantilevers
with a "100 nm thick aluminum film to ensure that the laser
energy is absorbed at the surface. This aluminum film allows
picosecond acoustic measurements and also simplifies the
analysis of the thermoreflectance measurements that follow.
Additional measurements on adhered cantilevers that are not
coated yield essentially the same results for G . In fact, with
the proper laser wavelength, uncoated samples give a larger
signal with less noise. Except where explicitly stated other-
wise, all results are from aluminum coated cantilevers.

We conduct separate measurements in both the time do-
main and frequency domain. For the TDTR measurements
we use modulation frequencies of 9.8 and 0.58 MHz. At 9.8
MHz, the thermal wave is confined to the cantilever. This
frequency is used to extract the conductance across the Al/
polysilicon interface and the cross-plane thermal conductiv-
ity of the polysilicon. At 0.58 MHz, the thermal wave propa-
gates through the cantilever, enabling sensitivity to the
thermal conductance of the cantilever/substrate interface.
The polysilicon cross-plane thermal conductivity and the in-
terfacial thermal conductances are determined by comparing
the experimental data to thermal models where the property

of interest is a free parameter that is adjusted until the model
fits the data.12

For measurements in the frequency domain we use a
modified Ångström technique. The basic principles of the
Ångström technique are as follows. One end of a long beam
or rod of arbitrary, but uniform, cross section is heated peri-
odically while the other end is kept at a fixed temperature. As
the thermal wave travels along the length of the sample, the
temperature at each location also varies with the same pe-
riod, but with exponentially decaying amplitude. By measur-
ing the thermal decay and phase lag as a function of the
position one can extract the thermal diffusivity of the sample,
and the heat loss from the sample to the environment. This
basic technique has been adapted many times.17,18 We use the
pump beam from the modulated laser system described pre-
viously as the heat source and the probe beam is used to
measure the thermal decay along the length of the cantilever.

If we examine the low frequency limit,

$"
G
hC , %1&

where $ is the angular modulation frequency, G is the ther-
mal conductance from the cantilever, h is the cantilever
thickness, and C is the volumetric heat capacity of the can-
tilever, the one-dimensional heat equation gives

T̃%x &!
P

w!h'G
exp! #x

L " , %2&

where T̃ is temperature, P is the power absorbed from the
laser, w is the width of the cantilever, ' is the lateral thermal
conductivity of the cantilever, x is the distance from the heat
source, and L is the thermal decay length,

L!!h'

G . %3&

Therefore, by measuring the exponential thermal decay at
low frequency one can determine G if the thermal conduc-
tivity of the beam is known.

Here, the delay time between the pump and probe beams
is fixed at "12 ns and the modulation frequency is scanned
in the range of 0.1–100 kHz. The pump and probe beams are
separated along the length of the cantilever by a distance (x .
Again the experimental data are fit using a thermal model in
order to extract the cantilever/substrate thermal conductance
and the in-plane thermal conductivity of the polysilicon.

III. RESULTS
A. Picosecond acoustics

Picosecond acoustics are first used to examine the nature
of the interface on samples that are coated with Al and
samples that are bare. For the coated samples, the pump
pulse is used to heat the 115 nm thick Al film on the surface
of the sample. As a result of heating, the metal film expands
and launches a sound wave through the polysilicon film. The
sound wave is partially reflected when it encounters an inter-
face. When this reflection returns to the surface, it is detected
by the change in reflectivity measured with the probe beam.

FIG. 1. %a& Schematic diagram of the cross section of a free cantilever
fabricated by the Sandia SUMMiT IV™ process. The freestanding cantile-
ver structure is formed by selectively etching a sacrificial oxide layer %1.9
!m thick& out from beneath the beam. %b& SEM micrograph of a cantilever
array showing one ‘‘free’’ and one ‘‘adhered’’ beam. The adhered beam is S
shaped where the adhered region is parallel to the substrate. These beams
are 2.6 !m thick and 10 !m wide.

2103J. Appl. Phys., Vol. 95, No. 4, 15 February 2004 Huxtable, Cahill, and Phinney

Downloaded 04 Feb 2004 to 128.173.190.84. Redistribution subject to AIP license or copyright, see http://jap.aip.org/jap/copyright.jsp

Thermal contact conductance of adhered microcantilevers
Scott T. Huxtablea) and David G. Cahill
Department of Materials Science and Engineering and the Frederick Seitz Materials Research Laboratory,
University of Illinois at Urbana–Champaign, Urbana, Illinois 61801

Leslie M. Phinneyb)
Department of Mechanical and Industrial Engineering, University of Illinois, Urbana, Illinois 61801

!Received 24 March 2003; accepted 14 November 2003"

The thermal contact conductance G for polycrystalline silicon cantilever beams that are adhered to
an underlying substrate is examined using two different optical techniques. Using time-domain
thermoreflectance, we measure G!9"2 MWm#2 K#1 at 25 °C and G!4"1 MWm#2 K#1 at
150 °C. The room temperature value is confirmed using a modified Ångström method, which
establishes a lower limit of G$5 MWm#2 K#1. This contact conductance is a factor of 10–105
greater than values reported for metal–metal and ceramic–ceramic interfaces. The large interfacial
conductance is consistent with the presence of a thin layer of water trapped between the cantilever
and the substrate. The thermal conductivity # of the phosphorus doped polysilicon cantilever is
nearly isotropic with #cross plane!65 Wm#1 K#1, and # in plane!70 Wm#1 K#1 at room
temperature. © 2004 American Institute of Physics. $DOI: 10.1063/1.1639146%

I. INTRODUCTION

A cantilever beam is a key component in many micro-
electromechanical systems !MEMS". The pliancy of these
structures and their close proximity to adjacent surfaces
make these microdevices prone to adhesion upon contact,
resulting in stiction related failure.1 While cantilevers have
been repaired by ultrasonic actuation,2 pulsed Lorentz
forces,3 and laser irradiation,4–8 the nature of the contact
remains unclear. In particular, the thermal contact conduc-
tance G between a cantilever and an underlying substrate has
yet to be examined and may provide insight into the adhe-
sion mechanism involved.

We describe an approach for measuring the cantilever–
substrate interfacial thermal conductance using a combina-
tion of picosecond acoustics,9 time-domain thermoreflec-
tance !TDTR",10–12 and a modified Ångström method.13,14
Picosecond acoustics are used to accurately measure film
thicknesses as well as to shed some light on the nature of the
adhesion between the cantilever and the substrate. The ther-
mal contact conductance across the cantilever/substrate inter-
face and the normal, or cross-plane, thermal conductivity of
the cantilever are extracted with TDTR. The modified Ång-
ström technique provides a secondary measurement of the
interfacial thermal conductance and is used to measure the
lateral, or in-plane, thermal conductivity of the cantilever.

II. EXPERIMENT

The cantilever beams used in this study are fabricated
using the SUMMiT IV™ process15 at Sandia National Labo-
ratories and are shown in Fig. 1. The cantilevers are a lami-

nate made from two polycrystalline silicon !polysilicon" lay-
ers that are deposited by low-pressure chemical vapor
deposition !LPCVD". The polysilicon layers are heavily
doped with phosphorus near solid solubility. The beams are
fabricated on a sacrificial oxide layer that is later etched
away with a 49% HF solution in order to ‘‘release’’ the can-
tilever. The cantilevers are then rinsed twice with de-ionized
water followed by a final rinse with isopropyl alcohol and
are dried on a hot plate at 110 °C.7 During this drying pro-
cess, some cantilevers become adhered to the underlying
substrate. Figure 1!b" is a scanning electron micrograph
!SEM" of the ends of two beams, one of which is adhered,
while the other beam is freestanding. The adhered cantilevers
studied in this work are 2.6 &m thick and are ‘‘S shaped’’
where the adhered region is parallel with the substrate. The
initial gap height for all of the cantilevers is 1.9 &m and
beams with lengths ranging from 500 to 1500 &m and widths
of 10 and 30 &m are examined.

Maboudian and Howe1 made an important distinction
between structures that become adhered during the release
and drying processes !‘‘release-related’’ adhesion" and those
that become permanently adhered during device operation
!‘‘in-use’’ adhesion". All of the cantilevers examined in this
work became adhered during the drying process.

The optical measurements are conducted using a modu-
lated laser system.11,12,16 We use a Ti:sapphire mode-locked
laser to produce a series of subpicosecond pulses with wave-
length '!770 nm at a repetition rate of 80.6 MHz. The laser
output is split into two beams, a ‘‘pump’’ beam and a
‘‘probe’’ beam. The intensity of the pump beam is modulated
with an electro-optic modulator. The optical path length of
the pump beam is then adjusted with a mechanical delay
stage to allow time-domain measurements. Changes in the
intensity of the reflected probe beam appear at the modula-
tion frequency of the pump beam and are measured with a
lock-in amplifier. The 1/e2 beam diameter at the sample is

a"Present address: Dept. of Mechanical Engineering, Virginia Polytechnic
Institute and State University, Blacksburg, VA 24061; electronic mail:
huxtable@vt.edu

b"Currently at Sandia National Laboratories, Albuquerque, NM 87185.
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frequency at a pump–probe separation of 58 !m in Fig. 4"b#.
In the range 0.5! f!5 kHz, the model is sensitive to both g!
and $poly . With the product g!$poly constrained from the
low frequency limit, we find the best fit occurs for $poly
"70 Wm#1 K#1 and g!"1.1 !m. As a check of these fit-
ting parameters, we also examine the frequency dependence
at %x"116 !m in Fig. 4"c# and find that the same values for
$poly and g! again fit the data. This measurement of the
in-plane thermal conductivity is nearly identical to the cross-
plane value extracted from TDTR measurements.

With the in-plane thermal conductivity of the polysilicon
film established, we examine a 10 !m wide cantilever that is
adhered to the substrate. We first look at the exponential
decay of V in at low frequency, shown in Fig. 5"a#. Now the
only fitting parameter in the model is the interfacial thermal
conductance, G int , between the cantilever and the underlying
substrate. However, the exponential decay of V in is con-
trolled by the total thermal conductance from the cantilever,
which includes the conductance through the two low conduc-
tivity dielectric layers. Since the conductances of the oxide,
Goxide"2.2 MWm#2 K#1, and the nitride, Gnitride
"4.1 MWm#2 K#1, are small, the model is not sensitive to
values of G int above &5 MWm#2 K#1 and we are unable to
extract an exact value for the interfacial thermal conduc-
tance. Nevertheless, we are able to establish a lower limit of
G int$5 MWm#2 K#1, which is consistent with the TDTR
measurements. To verify the value of G int obtained from the
low frequency data, we examine the frequency dependence
at a pump–probe separation of 17.4 !m in Fig. 5"b#. Again,
we find that the fit is reasonable.

There is little discernable variation of G int between can-
tilevers. We measure the thermal decay at %x"17.4 !m and
f"4 kHz for 35 cantilevers on two separate samples and all
have G int$5 MWm#2 K#1. These measurements are also
done under vacuum (P&1 Torr), with no distinguishable
difference in the exponential decay length or G .

IV. DISCUSSION

These values for G are large in comparison with previ-
ous measurements on metal–metal25 and ceramic–ceramic26
pressed contacts where the upper limit on G is
&0.01 MWm#2 K#1 for pressures up to several MPa, and
typical values are often up to two orders of magnitude
smaller. However, much of the previous work dealt with
samples that had surface roughness on the order of microns.
Measurements on the current samples with an atomic force
microscope give root mean square "rms# roughness values of
3.4 nm for the bottom surface of the cantilevers and 4.7 nm
for the top surface of the underlying polysilicon layer.

Two recent measurements investigated the conductance
through interfaces where at least one of the samples had
nanometer scale roughness. Ohsone et al.27 examined the
conductance between wafer-like samples of aluminum and Si
and reported values of G approaching 2 MWm#2 K#1 at 10
MPa. Perhaps the work most related to the present study was
conducted recently by Song et al.28 They measured the con-
ductance for polysilicon/silicon nitride microstructures
brought into contact by electrostatic actuation and found G

FIG. 4. Modulated thermoreflectance data for a 30 !m wide free cantilever.
"a# Normalized in-phase voltage as a function of the distance between the
pump and probe beams at a modulation frequency of 200 Hz. These data are
used to fix the product of the effective gap height, g!, and the in-plane
thermal conductivity of the polysilicon, $poly . "b# Frequency dependence of
the in- and out-of-phase signals for a pump/probe separation distance of 58
!m. With $polyg! fixed from the low frequency data in "a# the frequency
dependence is used to extract $poly"70 Wm#1 K#1 in the in- plane direc-
tion. "c# Frequency dependence of the in- and out-of-phase signals for a
pump/probe separation of 116 !m. These data are fit using the value of $poly
determined in "b# in order to confirm the result. The laser beam diameter is
16 !m for all three measurements.
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that may exist between the sample and external test hardware
!19". Finally, since 3! is a nondestructive technique, certain de-
vice geometries and material systems used in the high-powered
microelectronic device systems of interest can be examined in
their as-used conditions or with minimal post processing.

In this study, the thermal conductivity of polycrystalline silicon
suspended bridge structures are measured with the 3! technique.
To the knowledge of the authors, this represents the first measure-
ments of polysilicon bridges with the 3! technique. The thermal
conductivity of these same structures is also measured with a
steady state resistance method, which allows for comparisons
among the thermal conductivity measurement techniques. The
suspended structures are fabricated using the Sandia Ultraplanar
Multilevel MEMS Technology #SUMMiT V™$ process !22,23".
In Sec. 2, the SUMMiT V™ process is described along with the
test samples. The specific 3! setup, analysis method, and assump-
tions are explained in Sec. 3. Section 4 presents the temperature
dependent 3! thermal conductivity results and compares them to
the steady state measurements. The differences between the two
measurements can be ascribed to contact and bond pad effects, for
which steady state techniques must carefully account but which
the 3! technique is insensitive in the frequency domain. There-
fore, these effects can be treated as an offset in 3! analysis !16".

2 Suspended Test Structures
The SUMMiT V™ process !22" involves four structural n-type

#phosphorous-doped$ polysilicon layers with a fifth layer as a
ground plane. The polysilicon layers are separated by sacrificial
oxide layers that are etched away during the final release step. The
two topmost layers, Poly3 and Poly4, are nominally 2.25 "m in
thickness, while the bottom two, Poly1 and Poly2, are nominally
1.0 "m and 1.25 "m in thickness, respectively. The ground
plane, Poly0, is 300 nm in thickness and lies above an 800 nm
layer of silicon nitride and a 630 nm layer of silicon dioxide. The
sacrificial oxide layers between the structural layers are each
roughly 2.0 "m thick.

The thermal conductivity test structures are fabricated from the
Poly4 layer and are nominally 2.25 "m thick. Test structures
were designed with a width of 10 "m and four lengths: 200 "m,
300 "m, 400 "m, and 500 "m. The fixed-fixed bridge ends at
bond pads, which are layered structures that mechanically anchor
the beam to the substrate and provide a location for wire bonding
to the package. The wires are bonded to a 700 nm layer of Al that
is deposited on top of the bond pad. Figure 1 is an image of a
10 "m wide and 200 "m long suspended bridge test structure
used in this study with the bond pads and bond wires visible.

3 3! Experimental Considerations
As previously mentioned, the thermal conductivity of the Poly4

SUMMiT V™ bridge structures were measured with both steady
state and 3! techniques. Details of the steady state experimental
setup, analysis, assumptions, and possible errors are described in

Refs. !11,24". A description of the 3! setup used for measure-
ments on the Poly4 SUMMiT V™ bridge structure follows. Fig-
ure 2 shows a schematic of the electrical circuit with the data
acquisition components of the experimental setup. This is essen-
tially the same setup as Cahill’s original experiment !14,15" only
the use of a SR830 digital signal processing #DSP$ lock-in ampli-
fier with higher harmonic detection removes the need for a fre-
quency tripling circuit. This lock-in greatly simplifies the circuit
since it was used for the input current, reference signal, and mea-
surement of the third harmonic #3!$ voltage. The ac sinusoidal
input current, which was supplied by the lock-in amplifier, was
passed through the sample and resistor of fixed resistance. Passing
the resulting voltage drops through AD534 differential amplifiers
reduces unwanted noise by producing a signal equal to the voltage
drop across the sample and fixed resistor, respectively. The result-
ing signals were then differenced by the lock-in amplifier. Differ-
encing the two resulting voltages across the sample and fixed
resistor removed the majority of unwanted noise. The differenced
voltage signal contains both ! and 3! components. The lock-in
amplifier was used to detect the small resulting 3! component by
comparing the differenced voltage signal with the input current
#supplied by the lock-in amplifier$.

The temperature dependent data were obtained while slowly
heating and cooling the test structures in a liquid nitrogen cooled
Henriksen cryostat that was pumped down to less than 1 mTorr.
Only the sample is in the temperature controlled vacuum; the
fixed resistor is wired in the circuit in ambient so that it experi-
ences minimal temperature fluctuations. The voltage dissipated

Fig. 1 Optical microscope image of a 10 "m wideÃ200 "m
long test structure fabricated using the SUMMiT V™ process.
The bond pads are 100 "m wide and 300 "m long. Two wires
bonded to bond pad are visible in the image. The connections
to the package are outside of the image.

Fig. 2 Schematic representing circuit and data acquisition
equipment in the 3! measurements. The sample is the polysili-
con microbridge structure, and the fixed resistance varied de-
pending on the sample. The value of the fixed resistance was
chosen to be slightly higher than the maximum resistance
across the sample †14‡. During testing, this value was set to be
slightly higher than the room temperature resistance of the
sample.
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across the sample and fixed resistor was determined with Agilent
34401A multimeters, and then the resistance across the test sec-
tion was determined at each temperature. Since the majority of the
resistance between the voltage probes on the bond pads lies in the
bridge structure, the 3! data were analyzed with the relationship
between 3! voltage and thermal conductivity derived by Lu et al.
!21" for one-dimensional conduction along rodlike structures,
given by

V3! #
4V3L

"4kAR2$1 + %2!#&2

dR

dT
%1&

where V and V3! are the voltage dissipated across the bridge
structure and the third harmonic of the voltage detected across the
bridge structure, respectively; L is the length of the bridge struc-
ture %the additional length from the bridge-bond pad connection
was neglected since the lateral resistance in the bond pad is con-
sidered negligible compared with the resistance along the bridge
structure&; k is the thermal conductivity of the bridge structure; A
is the cross-sectional area of the bridge structure; R is the electri-
cal resistance measured across the bridge structure; ! is the an-
gular frequency of the ac supplied to the circuit; and # is the
characteristic thermal time constant for the axial thermal process,
which for this one-dimensional thermal process is defined as #
=L2C /"2k !21", where C is the heat capacity of the structure, and
dR /dT is the change in the electrical resistance over the tempera-
ture range for the measurements. The electrical resistance as a
function of temperature was determined from the voltage drop
across the test section %ts& and fixed resistor %fr& and the resistance
of the fixed resistor by Rts=RfrVts /Vfr. The measured dR /dT of the
200 $m, 300 $m, 400 $m, and 500 $m long bridges were
0.226 % /K, 0.328 % /K, 0.443 % /K, and 0.554 % /K, respec-
tively. The temperature dependent resistance values measured us-
ing the steady state experimental technique were similar:
0.224 % /K, 0.334 % /K, 0.454 % /K, and 0.553 % /K, respec-
tively. The electrical resistance of the test section exhibited a lin-
ear trend with temperature over the entire temperature range of
interest; therefore dR /dT was constant. 3! data were taken over a
wide range of frequencies. At relatively low frequencies, where
the thermal wavelength is much larger than the length of the struc-
ture, !# approaches zero and the resulting 3! voltage is fre-
quency independent. In this limit, Eq. %1& becomes

V3! #
4V3L

"4kAR2

dR

dT
%2&

and the thermal conductivity can be easily determined from the
in-phase portion of V3!.

Figure 3 shows the V3! response on a 200 $m microbridge test
structure at 294 K along with the best fit of Eq. %1& using k and #
as fitting parameters. The thermal conductivity is determined from
the low frequency data, where the 3! response is frequency inde-
pendent. The time constant # then determines the curvature of the
3! response at higher frequencies. The best fit thermal conductiv-
ity of this structure is 66 W m−1 K−1. The thermal time constant
# of this structure is 1.199 ms, as shown from the best fit of Eq. 1
in Fig. 3. Equation %1&, solved with two other time constants of
#=0 s and #=10 ms, is also shown in this figure.

During testing, the frequency range was swept from 5 rad s−1

to 10,000 rad s−1 during data collection at room temperature and
low temperature %85 K&. This identified the region of frequency
independent V3! and also determined the maximum and minimum
time constants of the structure over the temperature range. Data
were taken at temperatures ranging from 85 K to 294 K. The
temperature of the cryostat was ramped at 1.0 K/min and only a
few selected frequencies in the frequency independent V3! range
%low frequencies& were applied to the circuit so that the frequency
range was swept approximately three times before the chamber
changed 1 K.

4 Results
Figure 4 shows Eq. %1& fit to 3! data on the different length

bridge structures taken at 85 K and 294 K. The thermal conduc-
tivity k and time constant #, determined from Eq. %1&, are also
shown in this figure. The data and Eq. %1& fit are normalized for
clarity since the value of V3! is different for each bridge structure.
As the bridge length decreases, the thermal time constant also
decreases. This is expected since a shorter bridge structure will
take less time to equilibrate. In addition, the time constant in each
structure decreases as the temperature decreases. This causes the
region of frequency independent V3! response to span a longer
frequency range. Figure 5 summarizes the thermal time constant
results from the data shown in Fig. 4. The time constant, which
increases at higher temperatures, is related to the phonon mean
free path and equilibration time. At lower temperatures, the pho-
non mean free path is longer than at higher temperatures, and the
bridge structures take less time to equilibrate. The longer bridge
structures also take more time to equilibrate than the shorter
bridge structures since the longer bridge structures create more
scattering events along the length of the bridge, which in turn
leads to longer equilibration time.

Figure 6 compares the thermal conductivity of the four bridge
structures taken with the 3! technique to the thermal conductivity
determined with the steady state method. The thermal conductiv-
ity 3! data are reported in increments of 1.0 K. As previously
motioned, there were approximately three frequency sweeps taken
before the sample changed 1 K, so each data point in the 3!
represents the statistical average of three measurements. The stan-
dard deviation among the three measurements at each temperature
increment is less than 2% for all temperatures; the sizes of the
data points are greater than the uncertainty among the three mea-
surements at each temperature.

Notice there is a length dependency in the thermal conductivity
measurements, which could arise from the contact resistance at
the bridge/bond pad junction !24". This dependency is far less
apparent in the 3! data taken at lower temperatures, but at higher
temperatures, the same dependency exists between the 3! and the
steady state measurements. Some of the length dependency error
has been considered in the steady state analysis by examining
bond pad heating !24". Some length dependency error could also
result from the geometry of the test structure; for example, the
electrical connections are placed on the bond pads and not on the
suspended test structure. This could add to the measured electrical

Fig. 3 Sensitivity of Eq. „1… to the thermal time constant !. A
best fit thermal conductivity k is 66 W m−1 K−1. The thermal
conductivity of the test structures is easily determined by iden-
tifying the region of frequency independent V3" and fitting Eq.
„2… to the data.
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3w vs. steady state

rion value based on the thermal conductivity measurements given
by

8!"!d + w"T0
3L2

#2dwk
$ 1 !6"

Taking the 500 %m bridge at 294 K with a measured k of
67 W m−1 K−1 yields a criterion value of 2.35&10−3, using Eq.

!6", which is certainly low enough to neglect radiation heat loss
#7$.

As previously mentioned, electrical and thermal resistances in
the bond pads not associated with the test structure for which the
3' measurements are insensitive in the frequency domain can be
treated as an offset to the measured thermal conductivity #16$.
Electrical resistance and bond pad offsets were neglected in the

Fig. 6 Thermal conductivity measured with the 3! „filled squares… and
steady state „empty circles… †11‡ techniques as a function of bridge length at
four different temperatures. The dependency of the data on bridge length is
shown by the slope of the best fit line to the data. The bridge length depen-
dency is essentially nonexistent in the lower temperature 3! data, which is
apparent by comparing the thermal conductivity trends with bridge length
represented by the slopes of the best fit line to the data that are listed in the
figures.

Fig. 7 Temperature dependent thermal conductivity data on the polysilicon
bridge test structures. The 3! and steady state measurements are both
presented for comparison. The differences between the two sets of data
determined from the different measurement techniques can be explained by
the effects of bond pad heating and thermal boundary resistance between
the Al wire bonded film and the bond pad.
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that may exist between the sample and external test hardware
!19". Finally, since 3! is a nondestructive technique, certain de-
vice geometries and material systems used in the high-powered
microelectronic device systems of interest can be examined in
their as-used conditions or with minimal post processing.

In this study, the thermal conductivity of polycrystalline silicon
suspended bridge structures are measured with the 3! technique.
To the knowledge of the authors, this represents the first measure-
ments of polysilicon bridges with the 3! technique. The thermal
conductivity of these same structures is also measured with a
steady state resistance method, which allows for comparisons
among the thermal conductivity measurement techniques. The
suspended structures are fabricated using the Sandia Ultraplanar
Multilevel MEMS Technology #SUMMiT V™$ process !22,23".
In Sec. 2, the SUMMiT V™ process is described along with the
test samples. The specific 3! setup, analysis method, and assump-
tions are explained in Sec. 3. Section 4 presents the temperature
dependent 3! thermal conductivity results and compares them to
the steady state measurements. The differences between the two
measurements can be ascribed to contact and bond pad effects, for
which steady state techniques must carefully account but which
the 3! technique is insensitive in the frequency domain. There-
fore, these effects can be treated as an offset in 3! analysis !16".

2 Suspended Test Structures
The SUMMiT V™ process !22" involves four structural n-type

#phosphorous-doped$ polysilicon layers with a fifth layer as a
ground plane. The polysilicon layers are separated by sacrificial
oxide layers that are etched away during the final release step. The
two topmost layers, Poly3 and Poly4, are nominally 2.25 "m in
thickness, while the bottom two, Poly1 and Poly2, are nominally
1.0 "m and 1.25 "m in thickness, respectively. The ground
plane, Poly0, is 300 nm in thickness and lies above an 800 nm
layer of silicon nitride and a 630 nm layer of silicon dioxide. The
sacrificial oxide layers between the structural layers are each
roughly 2.0 "m thick.

The thermal conductivity test structures are fabricated from the
Poly4 layer and are nominally 2.25 "m thick. Test structures
were designed with a width of 10 "m and four lengths: 200 "m,
300 "m, 400 "m, and 500 "m. The fixed-fixed bridge ends at
bond pads, which are layered structures that mechanically anchor
the beam to the substrate and provide a location for wire bonding
to the package. The wires are bonded to a 700 nm layer of Al that
is deposited on top of the bond pad. Figure 1 is an image of a
10 "m wide and 200 "m long suspended bridge test structure
used in this study with the bond pads and bond wires visible.

3 3! Experimental Considerations
As previously mentioned, the thermal conductivity of the Poly4

SUMMiT V™ bridge structures were measured with both steady
state and 3! techniques. Details of the steady state experimental
setup, analysis, assumptions, and possible errors are described in

Refs. !11,24". A description of the 3! setup used for measure-
ments on the Poly4 SUMMiT V™ bridge structure follows. Fig-
ure 2 shows a schematic of the electrical circuit with the data
acquisition components of the experimental setup. This is essen-
tially the same setup as Cahill’s original experiment !14,15" only
the use of a SR830 digital signal processing #DSP$ lock-in ampli-
fier with higher harmonic detection removes the need for a fre-
quency tripling circuit. This lock-in greatly simplifies the circuit
since it was used for the input current, reference signal, and mea-
surement of the third harmonic #3!$ voltage. The ac sinusoidal
input current, which was supplied by the lock-in amplifier, was
passed through the sample and resistor of fixed resistance. Passing
the resulting voltage drops through AD534 differential amplifiers
reduces unwanted noise by producing a signal equal to the voltage
drop across the sample and fixed resistor, respectively. The result-
ing signals were then differenced by the lock-in amplifier. Differ-
encing the two resulting voltages across the sample and fixed
resistor removed the majority of unwanted noise. The differenced
voltage signal contains both ! and 3! components. The lock-in
amplifier was used to detect the small resulting 3! component by
comparing the differenced voltage signal with the input current
#supplied by the lock-in amplifier$.

The temperature dependent data were obtained while slowly
heating and cooling the test structures in a liquid nitrogen cooled
Henriksen cryostat that was pumped down to less than 1 mTorr.
Only the sample is in the temperature controlled vacuum; the
fixed resistor is wired in the circuit in ambient so that it experi-
ences minimal temperature fluctuations. The voltage dissipated

Fig. 1 Optical microscope image of a 10 "m wideÃ200 "m
long test structure fabricated using the SUMMiT V™ process.
The bond pads are 100 "m wide and 300 "m long. Two wires
bonded to bond pad are visible in the image. The connections
to the package are outside of the image.

Fig. 2 Schematic representing circuit and data acquisition
equipment in the 3! measurements. The sample is the polysili-
con microbridge structure, and the fixed resistance varied de-
pending on the sample. The value of the fixed resistance was
chosen to be slightly higher than the maximum resistance
across the sample †14‡. During testing, this value was set to be
slightly higher than the room temperature resistance of the
sample.
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! T!0,t "!T0
T!L ,t "!T0
T!x ,"#"!T0 ,

!2"

where Cp , $, R , and % are the specific heat, thermal conduc-
tivity, electric resistance and mass density of the specimen at
the substrate temperature T0 , respectively. R!!(dR/dT)T0.
L is the length of the specimen between voltage contacts, and
S the cross section of the specimen. We have assumed that
the electric current was turned on at t!"# .

Let &(x ,t) denote the temperature variation from T0 ,
i.e., &(x ,t)!T(x ,t)"T0 , Eqs. !1" and !2" then become

'

't &!x ,t ""(
'2

'x2 &!x ,t ""c sin2 )t &!x ,t "!b sin2 )t ,

!3"

! &!0,t "!0
&!L ,t "!0
&!x ,"#"!0,

!4"

where (! $/%Cp is the thermal diffusivity, and b
! I0

2R/%CpLS , c! I0
2R!/%CpLS .

Using the impulse theorem, &(x ,t) can be represented as
the integral of the responses of the specimen to the instant
‘‘force’’ b sin2)t at each time interval:

&!x ,t "!"
"#

t
z!x ,t;*"d* , !5"

where z(x ,t;*) satisfies

'z
't"(

'2z
'x2"c sin2 )t z!0, !6"

! z!0,t "!0
z!L ,t "!0
z!x ,*#0 "!b sin2 )* .

!7"

z(x ,t;*) can be expanded in the Fourier series:

z!x ,t;*"! +
n!1

#

Un! t;*"sin
n,x
L . !8"

Substituting Eq. !8" into Eq. !6", we have

+
n!1

# #dUn

dt #$ n2- "c sin2 )t %Un&sin n,x
L !0, !9"

where -.L2/,2( is the characteristic thermal time constant
of the specimen for the axial thermal process.

The term c sin2)t can be neglected if n2/-$c , or
equivalently

I0
2R!L

n2,2$S %1. !10"

Condition !10" means that the heating power inhomoge-
neity caused by resistance fluctuation along the specimen
should be much less than the total heat power. This condition
is usually held. For example, in a typical measurement one
could have I0!10mA, R!!0.1//K, L!1 mm, S
!10"2 mm2, and $!100W/mK, the left-hand side of Eq.
!10" is then about 10"3 even for the n!1 case.

After dropped off the c sin2)t term, the solution of the
ordinary differential Eq. !9" is

Un! t;*"!Cn!*"e" !n2/-"(t"*), !11"

where Cn(*) can be determined using the initial condition in
Eq. !7", together with the relation +n!1

# 0211
"("1)n2/n,3 sin n,x/L!1 for 0&x&L:

Cn!*"!
2b11"!"1 "n2

n,
sin2 )* . !12"

Using Eqs. !11" and !12", Eq. !8" becomes

z!x ,t;*"

! +
n!1

#

sin
n,x
L

2b11"!"1 "n2

n,
sin2 )* e" !n2/-"(t"*).

!13"

Substituting Eq. !13" into Eq. !5" and remembering that
&(x ,t)!T(x ,t)"T0 , we obtain the temperature distribution
along the specimen:

T!x ,t ""T0!&0+
n!1

#
11"!"1 "n2

2n3

'sin
n,x
L #1"

sin!2)t#4n"

!1#cot2 4n
& , !14"

where cot4n!2)-/n2, and &0!2-b/, ! 2I0
2R/(,$S/L) is

the maximum dc temperature accumulation at the center of
the specimen. &0 is only $ dependent. The information of Cp
is included in the fluctuation amplitude of the temperature
around the dc accumulation.

Figure 2 illustrates how the amplitude of such a tempera-
ture fluctuation depends on the frequency of the electric cur-
rent. The amplitude reaches the maximum as )-→0, i.e.,
when the thermal wavelength 5$L !where 5 is defined as
5!!(/2)". But it shrinks to zero along the line of the av-
eraged temperature accumulation when )-$1 (5%L).

The temperature fluctuation will result in a resistance
fluctuation, which can be calculated as

6R!
R!
L "

0

L
1T!x ,t ""T02dx . !15"

FIG. 1. Illustration of the four-probe configuration for measuring the spe-
cific heat and thermal conductivity of a rod- or filament-like specimen is
shown. The specimen is heat sunk to the sapphire substrate through the four
electric contacts, but the part in between the two voltage contacts needs to
be suspended, to allow the temperature variation. A high vacuum is needed
and a thermal shielding is preferred to eliminate the radial heat current from
the specimen to the environment.
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CHAPTER 2

MEASURING THE THERMAL CONDUCTIVITY OF THIN FILMS:
3 OMEGA AND RELATED ELECTROTHERMALMETHODS

Chris Dames

Department of Mechanical Engineering, University of California at Berkeley, 6107 Etcheverry
Hall, Berkeley CA 94720-1740, USA; E-mail: cdames@berkeley.edu

This review describes the major electrothermal methods for measuring the thermal conduc-
tivity of thin films in both cross-plane and in-plane directions. These methods use microfab-
ricated metal lines for joule heating and resistance thermometry. The 3! method for cross-
plane measurements is described thoroughly, along with a related DC method. For in-plane
measurements, several methods are presented for suspended and supported films. Various
practical matters are also discussed, including parasitic thermal resistances, background sub-
traction, and instrumentation issues. The review contains sufficient detail to be accessible to
researchers new to the field of thin film thermal conductivity measurements, and also includes
information relevant for 3! measurements of bulk substrates. The review also contains new
analytical results for the variable-linewidth 3! method, the related heat spreader method,
and the distinction between isothermal and constant flux heater approximations.

1. INTRODUCTION

1.1 Motivation, Purpose, and Scope

Thin films, superlattices, graphene, and related planar materials are of broad technolog-
ical interest for applications including transistors, memory, optoelectronic devices, opti-
cal coatings, micro-electromechanical systems, photovoltaics, and thermoelectric energy
conversion. Thermal performance is a key consideration in many of these applications,
motivating experimental efforts to measure the thermal conductivity k of these films.

The thermal conductivity of thin film materials is usually smaller than that of their bulk
counterparts, sometimes dramatically so. For example, at room temperature, k of a 20 nm
Si film can be a factor of five smaller than its bulk single-crystalline counterpart,1 and k

along the plane of a single layer of encapsulated graphene is at least 10 times smaller than
the corresponding value for bulk graphite.2 Such thermal conductivity reductions generally
occur for two basic reasons. First, compared to bulk single crystals, many thin film syn-
thesis technologies result in more impurities, disorder, and grain boundaries, all of which
tend to reduce the thermal conductivity. Second, even an atomically perfect thin film is ex-
pected to have reduced thermal conductivity due to boundary scattering, phonon leakage,
and related interactions. Both basic mechanisms generally affect in-plane (kx) and cross-
plane (kz) transport differently, so that the thermal conductivity of thin films is usually
anisotropic, even for materials whose bulk forms have isotropic k.
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sponse and the phase lag between the pump and the temperature
response depend on thermal conductivity, as previously demon-
strated !17–20". In this work, we monitor phase lag because it is
less sensitive than amplitude to intensity instabilities that plague
diode lasers.

Frequency dependent phase data from FAFDTR is fitted to a
conduction model using the sample’s thermal conductivity as the
lone fitting parameter. The sample thermal conductivity is identi-
fied as the thermal conductivity providing the best match between
model and experiment. Validation of FAFDTR is herein reported
for both bulk and thin film samples with thermal conductivities
spanning three orders of magnitude. A detailed error analysis is
provided.

2 Experimental Setup
The experimental setup for FAFDTR is shown in Fig. 1#a$. The

pump is a high powered #%1 W max$ 660 nm fiber coupled diode
laser #Jenoptik$. Its power is periodically modulated using an ex-
ternal laser diode controller #ILX Lightwave$ driven by a wave-
form generator #National Instruments$. The probe beam is a low
powered #%5 mW max$ 635 nm fiber coupled diode laser #Thor-
labs$, which emits a constant power beam. Both pump and probe
beams are coupled into multimode fibers at the sources, and then
merged into a single multimode fiber by a fused fiber coupler #OZ
Optics$. An in-line 635 nm bandpass filter is inserted between the

probe laser and the fiber coupler to eliminate back reflection of the
pump beam into the probe laser diode. The pump and probe
beams exit into freespace through a collimator, as perfectly
aligned parallel beams with Gaussian intensity profiles.

Once in free space, a beam-splitter samples 1% of the com-
bined beams for presample noise measurement by photodiode
#PD$ B #Thorlabs PDA36A$. The remaining 99% is directed
through a microscope objective lens to the sample surface. Objec-
tives of 10!, 20!, and 50! magnifications were used in the
current study. In order to identify the spot size, reference samples
patterned with regularly spaced grids were fabricated. The re-
flected image of the focused spot on the patterned surface is
shown in Fig. 1#b$.These images, taken by a CCD camera, were
fitted using the Gaussian intensity distributions "#r$#e−#r2/rspot

2 $.
Our fits indicate that the spot radii are 56$3 %m, 26$1.3 %m,
and 9.6$0.5 %m for 10!, 20!, and 50! objectives, respec-
tively. The error represents the 95% confidence interval of the spot
radius, accounting for deviations that may result when focusing
onto unpatterned samples.

The focused pump beam imparts a periodic heat flux on the
sample surface that results in a periodic temperature change
within the sample. The phase and amplitude of temperature, rela-
tive to the heat flux, at the sample surface are related to the sam-
ple’s thermal properties #thermal conductivity k, heat capacity cp,
and density &$. The periodic temperature variation in the top layer
T1,' results in a periodic change in the reflectivity of the surface
R' due to the temperature dependence of reflectivity. The coeffi-
cient of thermoreflectance, (#)probe$, defined as (#)probe$
= !1 /R0#)probe$"!dR#)probe$ /dT", quantifies the change in reflectiv-
ity as a function of temperature, where R0#)probe$ is the nominal
reflectivity of the surface at the probe wavelength. Note that
(#)probe$ depends strongly on both the choice of sample material
and the probe wavelength.

Hence, the periodic reflectivity variation is written in terms of
the periodic temperature variation T1,' as

R' = (#)probe$R0#)probe$T1,' #1$
When the probe beam is reflected from the surface, it will pick up
a small periodic signal due to R'.

Isignal,' = IprobeR' #2$
The amplitude of Isignal,' is sensitive to instabilities in the probe
laser power so we instead monitor the phase of Isignal,' relative to
the pump Ipump,'; this phase difference is directly related to the
thermal conductivity of the sample. The postsample beams are
reflected back through the beam-splitter and then through a
635 nm bandpass filter so that only the probe beam reaches pho-
todiode A. The phase of the voltage signal from photodiode
A is measured using a lock-in amplifier #SR830 Stanford
Research Systems$ and is mathematically defined as *signal
= tan−1!Im#Isignal,'$ /Re#Isignal,'$".

The local steady state temperature rise of the sample can be
estimated as +Tavg=Qavg / #2&2,rspotk$, where Qavg is the time-
averaged laser power absorbed by the sample !10", for example,
for a typical Si sample with k=137 W /m K, rspot=9.6 %m, and
Qavg=50 mW, and has +Tavg=7.6 K. Caution should be taken to
minimize +Tavg for low thermal conductivity samples by using
low pump laser power or low duty-cycle periodic modulation that
result in low Qavg. For the room temperature validation results
presented here, +Tavg was maintained below 10 K.

3 Signal to Noise Ratio Considerations
Although the exact amplitude of Isignal,' is not used by

FAFDTR, its order of magnitude is important for achieving ad-
equate SNRs. Favorable SNRs result from optimizing FAFDTR’s
signal strength and rejecting noise. Higher magnification lenses
give FAFDTR higher SNRs because the same power focused into
a smaller spot that generates higher heat flux and increased am-

Fig. 1 Experimental setup and spot radius calibration. „a…
FAFDTR uses fiber coupled diode lasers to produce pump
„shown in red… and probe „shown in blue… beams of that are
subsequently merged into a single fiber, leading to perfect
pump-probe alignment at the sample surface. The pump power
is periodically modulated „dashed line…, resulting in a periodic
temperature change of the sample surface. Due to the tempera-
ture dependant reflectivity of the sample, when the probe beam
is reflected, it too becomes modulated. The phase lag between
the periodic signals of the pump beam and reflected probe
beam varies with modulation frequency and is used to evaluate
the sample’s thermal conductivity. Details of the setup are ex-
plained in the text. „b… CCD images of the pump beam reflected
from patterned samples were used to determine the spot radius
of our beam at the sample surface for 10!, 20!, and 50!
lenses. Arrays of dots, with known dot-dot pitch „10 "m…, were
used for calibration. „Color online only.…
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5 Validation of FAFDTR with Bulk and Thin Film
Reference Samples

Bulk samples !i.e., having thicknesses much greater than Lp" of
amorphous silicon dioxide SiO2, Sr0.03La0.97TiO3 !SLTO", and
single-crystal silicon !Si" coated with 100 nm thick Nb films were
measured. Data and fits of phase lag, based on Eq. !6" with best
matched ksub, are shown in Fig. 2!a". As anticipated, the phase lag
increases asymptotically to 45 deg as frequency is increased. The
extracted values of ksub are compared with reference values in
Table 1; the reported uncertainties are discussed in the uncertainty
analysis section. Measured values of rspot and literature values of
the specific heat and density of our samples #26$ were assumed as
fixed inputs to the model, and are listed in Table 1. In most cases,
the interface resistance between the Nb film and the bulk sample
is expected to be negligibly small. One exception is the Si sub-
strate; the thin native SiO2 layer !%1 nm" between the Nb film
and our Si reference samples resulted in a well studied thermal
resistance at the interface between Si and SiO2 #27–29$. For ther-
mally grown SiO2, an interface conductance of hint
%30 MW /m2 K has been recently reported #28,29$ and was as-
sumed here.

FAFDTR was also validated against four thin films on Si sub-
strates. Samples included thermally grown SiO2 films of 40n m
and 100 nm, a 600 nm parylene film, and a 1.6 !m poly-3-
hexylthiophene !P3HT" film. The SiO2 films were measured using
a NanoSpec film thickness measurement system. The parylene
was deposited using a PDS 2010 Labcoter 2 made by Specialty
Coating Systems. The deposition process evaporates a precursor
that is pyrolized leaving parylene-n deposited on the surface. The
P3HT was purchased from Sigma Aldrich, dissolved in chloro-
form, and dropcast onto the sample surface following the prepa-
ration from #30$. The thicknesses of parylene and P3HT films
were measured directly using a contact profilometer with experi-
mental error of %1 nm.

FAFDTR data and fits of phase lag, based on Eq. !6" with best
matched kfilm, are shown in Fig. 2!b" for all films. The extracted
values of kfilm are compared with reference values in Table 1. For
the SiO2 films, an interface conductance of hint%30 MW /m2 K
was again used. For the polymer films, the interface conductance
is much higher than the film conductance and hence did not sen-
sitively influence evaluation of the film properties.

For k spanning three orders of magnitude, FAFDTR’s estimate

Fig. 2 FAFDTR data, fits, and comparison to reference samples. „a… Measured phase lag between the surface temperature
and the applied heat flux for bulk samples; solid lines show the best fit of the model to the experimental data. „b… Phase lag
data and best fit for thin film samples. „c… Comparison between thermal conductivity measured by FAFDTR „kFAFDTR… and the
reference thermal conductivity of our samples „kref…. A linear fit to these points has a slope of 1.02, indicating that FAFDTR
is accurate for measurement of kÈ0.1–100 W/m K. „d… FAFDTR’s ability to measure high thermal conductance thin film
samples is demonstrated by comparing the reference thermal conductance „href=kref /Lfilm… to the FAFDTR prediction of
thermal conductance „hFAFDTR=kFAFDTR/Lfilm…. A linear fit to these points has a slope of 1.02, indicating that FAFDTR is
accurate for measurement of hfilmÈ0.1–35 W/m K.
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frequency-dependent phase shift into the measured signal. In
order to determine the true phase of the pump laser imping-
ing on the sample, a portion of the pump light after the EOM
can be split off and sent to a reference photodetector that is
identical to the primary photodetector. The reference photo-
detector serves as the reference for the lock-in amplifier. The
optical path length between the reference detector and the
EOM should be made equal to the sum of the path length
between the EOM and the sample and the path length be-
tween the sample and the probe detector. The error intro-
duced by path mismatch scales linearly with frequency; at 10
MHz modulation, a 1 cm difference in optical paths trans-
lates to a phase error of roughly 0.1°.

The second setup, shown in Fig. 1!b", is based on a
pulsed laser and is similar to setups commonly used for
TDTR. This is the arrangement we have used to generate all
the data presented in this work. A Ti-sapphire laser emits a
train of 150 fs long pulses at a repetition rate of 80 MHz. The
center wavelength is 815 nm and the power per pulse is
roughly 15 nJ. Each pulse is split into pump and probe
pulses, and the probe pulses are delayed relative to the pump
pulses with a mechanical stage. The pump beam passes
through an EOM and bismuth triborate crystal that doubles
the pump light frequency. Dielectric mirrors and color filters

isolate the pump beam from the detector, allowing us to mea-
sure relatively rough samples since the filters are not affected
by scattering of the pump beam into different polarizations
and angles. More details on our setup are given elsewhere.14

Due to the high pulse repetition rate of the Ti-sapphire
laser, in thermal measurements there is not sufficient time for
the sample to return to equilibrium between laser pulses, and
this ultimately introduces a thermal wave into the sample at
the EOM modulation frequency.12,15,16 Like in the cw sys-
tem, a lock-in amplifier records the amplitude and phase re-
sponse of this thermal wave, and these quantities are related
to the properties of the sample. In this setup, the reference
detector approach can also be used to determine the pump
beam phase, although a sharp low-pass filter would be
needed to remove the harmonic response at the laser pulsing
frequency. An alternative method is to adjust the phase of the
lock-in at each frequency until the out-of-phase component
of the signal is constant as the stage moves across the zero-
delay time.12 This is the approach we employ in our system.
The phase correction can be determined once over the range
of modulation frequencies and then automatically added dur-
ing subsequent measurements.

III. ANALYSIS

A. Theory

The ideal lock-in amplifier measures the fundamental
harmonic component of the probe signal at the modulation
frequency !0 and rejects all other components. The output is
the amplitude A and phase " of the fundamental component
of the probe signal with respect to the reference wave. Math-
ematically, the solution can be expressed as a complex num-
ber Z!!0" such that the output of the lock-in amplifier for a
reference wave ei!0t is given by

Aei!!0t+"" = Z!!0"ei!0t. !1"
In the case of pulsed pump and probe beams12,15

Z!!0" = # #
k=−$

$

H!!0 + k!s"eik!s%, !2"

where % is the delay time between pump and probe pulses, !s
is the laser pulsing frequency, H!!0" is the thermal frequency
response of the sample weighted by the intensity of the probe
beam, and # is a factor including the thermoreflectance co-
efficient of the sample and the power in the pump and probe
beams. This result assumes the sample responds as a linear
system and behaves as a continuum; these conditions are
usually met for small temperature excursions and delay times
greater than $100 ps.

The weighted sample frequency response, H!!0", is ob-
tained by solving the heat diffusion equation for a Gaussian
heat source !the pump beam" impinging on a multilayer stack
of materials and weighting the resulting temperature distri-
bution at the top surface by the Gaussian intensity distribu-
tion of the probe beam. A full treatment of this problem can
be found elsewhere.12,15 Here we repeat the essential ele-
ments necessary to understand our results.

(a)

(b) E.O.M.
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FIG. 1. !Color online" Two possible experimental arrangements for FDTR.
!a" A system based on cw lasers. Laser 1 !the pump laser" is passed through
an EOM and provides the modulated heat source, while laser 2 !the probe
laser" measures the thermoreflectance signal. Both beams are directed co-
axially through a single objective lens onto the sample. A matched reference
detector is used to determine the true phase of laser 1 at the sample. !b" A
system based on a pulsed laser. Each pulse is split into pump and probe
pulses. Probe pulses are delayed relative to the pump pulses with a mechani-
cal stage. The pump beam passes through an EOM and a second harmonic
generation crystal before being directed onto the sample.
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For a single slab of material in the frequency domain,
the temperature !t and heat flux f t on the top side of the slab
are related to the temperature !b and heat flux fb on the
bottom side through

!!b

fb
" = # cosh$qd%

− 1
"zq

sinh$qd%

− "zq sinh$qd% cosh$qd%
&!!t

f t
" . $3%

Here d is the layer thickness, "z the cross-plane thermal con-
ductivity and

q2 =
"rk

2 + #ci$

"z
, $4%

where # is the density, c is the specific heat capacity, and "r
and "z are the radial and cross-plane thermal conductivities,
respectively. The heat flux boundary condition at the top
layer f t is given by the Hankel transform of a Gaussian spot
with power A0 and 1 /e2 radius w0

f t =
A0

2%
exp'− k2w0

2

8
( . $5%

Multiple layers are handled by multiplying the matrices
for individual layers together

!!b

fb
" = MnMn−1 ¯ M1 = !A B

C D
"!!t

f t
" , $6%

where Mn is the matrix for the bottom layer. An interface
conductance G is treated by taking the limit as the heat ca-
pacity of a layer approaches zero and choosing "z and d such
that G="z /d. If the bottom surface of the nth layer is as-
sumed to be adiabatic, or if the nth layer is treated as semi-
infinite, then in both cases Eq. $6% reduces to C!t+Dft=0 and
the surface temperature will be given by

!t =
− D

C
ft. $7%

If the thickness of the bottom layer is greater than the ther-
mal penetration depth at the lowest frequency )2& /$0,
where & is the thermal diffusivity of the layer; then the semi-
infinite boundary condition is an accurate description of the
physical situation. Otherwise a finite thickness for the final
layer must be used in the solution.

The final frequency response H$$% in real space is
found by taking the inverse Hankel transform of Eq. $7%
and weighting the result by the probe intensity distribu-
tion, which is taken as a Gaussian spot with 1 /e2 radius w1
$Ref. 12%

H$$% =
A0

2%
*

0

'

k'− D

C
(exp!− k2$w0

2 + w1
2%

8
"dk . $8%

This result is inserted into Eq. $2%. The measurement of
individual materials physical properties is performed as an
inverse problem, minimizing the error between the lock-in
phase data and the phase of Eq. $2% via a nonlinear least-
squares algorithm. When cw lasers are used instead of a
pulsed laser, the thermal analysis is identical but instead of
Eq. $2% we have

Z$$0% = (H$$0% . $9%

B. Sensitivity analysis

We consider the basic system of a bulk homogenous
material coated with 100 nm of Al for sensitivity analysis.
Figure 2 shows the calculated phase for an FDTR measure-
ment with sapphire as the substrate. Solutions are shown
over a frequency range of 50 kHz–20 MHz for both a pulsed
laser system with delay time fixed at )=500 ps and the cw
solution. We obtain similar results to Fig. 2 for materials
over a wide range of thermal diffusivities. The curves have
sufficient structure to potentially extract three parameters
from the data. Heat transfer in the sample dictates when this
is actually possible and is explored later in this section.

We quantify the sensitivity of the phase signal to a pa-
rameter x in a manner similar to that of Gundrum et al.,17

Sx =
d*

d ln x
, $10%

where the phase * is in radians. Equation $10% is evaluated
for the following substrate parameters: thermal conductivity
k, volumetric heat capacity C, and the metal-substrate ther-
mal interface conductance G. All subsequent sensitivity
analysis is done for the case of a pulsed FDTR system at a
time delay of 500 ps. Similar results are obtained for differ-
ent delay times and also for the case of the cw system. The
pump and probe laser spot radii are both 6 +m 1 /e2 unless
otherwise stated. The results are shown in Fig. 3 for $a% sili-
con with a thermal diffusivity of 8.9,10−5 m2 /s, $b% sap-
phire with a thermal diffusivity of 1.5,10−5 m2 /s, and $c%
Pyrex glass with a thermal diffusivity of 7.8,10−7 m2 /s.

In the cases of silicon and sapphire, all three sensitivities
vary differently over most of the frequency range and it is
possible to extract all three of these parameters from a data
set. For the case of Pyrex glass, however, the sensitivity to
the boundary conductance is low and the sensitivity to the
thermal conductivity and heat capacity are very similar over
most of the frequency range. The measurement will be in-
sensitive to boundary conductance and only one of the pa-
rameters, thermal conductivity or heat capacity can be deter-
mined in this case.
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FIG. 2. $Color online% The calculated phase response for cw and pulsed
FDTR measurements of 100 nm of Al on sapphire over the range 50 kHz–20
MHz.
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This latter result is explained by the fact that a different
sensitivity to substrate thermal conductivity and heat capac-
ity arises solely from radial heat transport. In the one-
dimensional limit, the periodic thermal response depends
only on the thermal effusivity of the substrate, !kC.12 This is
true for any multilayer system where the substrate layer is
semi-infinite. When the thermal penetration depth is much
smaller than the laser spot sizes, the periodic response ap-
proaches the one-dimensional limit and we cannot determine
both k and C of the substrate. This effect is visible in Fig. 3,
where at high frequencies, the sensitivities to k and C ap-
proach each other. The frequency where they begin to come
together depends on the laser spot sizes and thermal penetra-
tion depth, which in turn depends on the thermal diffusivity
of the substrate and the modulation frequency. We have
found that we can reliably determine both substrate thermal
conductivity and heat capacity if the difference in sensitivi-
ties is !0.05 at the bottom of the frequency range. For a
frequency range of 25 kHz–20 MHz and laser spot radii on
the order of 10 "m, this corresponds to a substrate thermal
diffusivity !3#10−6 m2 /s. Also, because separation of the
sensitivities arises from radial transport, we can only accu-
rately determine both k and C if the substrate is nearly iso-
tropic or has a known anisotropy.

Other modulated photothermal methods have been used

to determine both the diffusivity and thermal conductivity
of an absorbing film on a known substrate, either by varying
the modulation frequency and assuming one-dimensional
transport4 or by scanning the probe spot over the heated re-
gion and observing the phase change with probe spot
position.9 Our approach works for an unknown substrate and
does not require that the probe spot be scanned across the
heated region. We have found that it is also possible to ex-
tract both k and C from a single TDTR measurement if the
modulation frequency is sufficiently low. However, FDTR is
significantly more robust for this purpose because changing
frequency regimes has a stronger effect on the sensitivities
than changing the delay time between laser pulses at a single
frequency. We have found, however, that we can achieve
similar results to FDTR by simultaneously fitting TDTR
scans from two or more widely spaced frequencies "for ex-
ample, 0.1, 1, and 10 MHz#. This “hybrid” approach may in
some cases be more convenient and offers the additional pos-
sibility of fitting TDTR measurements at successively lower
frequencies to determine the properties of a layered or inho-
mogenous material at different depths.

We now focus on the sensitivity of the measurement to
radial thermal transport. As discussed above, at low frequen-
cies, the thermal penetration depth is comparable to the fo-
cused laser spots sizes, typically $10 "m and radial trans-
port becomes a factor. At high frequencies, the measurement
approaches a one-dimensional solution and only cross-plane
thermal conductivity matters. Previously, it was shown how
multiple TDTR measurements at different frequencies could
be used to measure anisotropic thermal conductivity.15 Here,
we consider the sensitivity of a single FDTR measurement to
anisotropic thermal conductivity.

Figure 4 shows the sensitivity parameter Sx for x=$z, the
cross-plane thermal conductivity $r, the radial or in-plane
thermal conductivity, and G, the metal-substrate thermal
boundary conductance, calculated for single-crystal quartz, a
material with a thermal conductivity of 10.8 W/mK parallel
to the c-axis, taken here as the cross-plane direction, and 6.2
W/mK perpendicular to the c-axis. As expected, sensitivity
to the cross-plane thermal conductivity remains significant
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Frequency-domain thermoreflectance is extended to the characterization of thin metals films on low
thermal diffusivity substrates. We show how a single noncontact measurement can yield both the
thickness and thermal conductivity of a thin metal film with high accuracy. Results are presented
from measurements of gold and aluminum films 20–100 nm thick on fused silica substrate. The
thickness measurements are verified independently with atomic force microscope cross sections, and
the thermal conductivity measurements are verified through electrical conductivity measurements
via the Wiedemann–Franz law. The thermoreflectance thermal conductivity values are in good
agreement with the Wiedemann–Franz results for all the films at least 30 nm thick, indicating that
our method can be used to estimate electrical conductivity along with thermal conductivity for
sufficiently thick films. © 2010 American Institute of Physics. #doi:10.1063/1.3289907$

I. INTRODUCTION

Thin metal films are essential for a vast array of tech-
nologies in optics and microelectronics. The thickness, den-
sity, thermal conductivity, and electrical conductivity of
these films are all critical parameters affecting their perfor-
mance in a given application. As a result, numerous tech-
niques have been developed to characterize these properties.
Of particular interest are noncontact methods, due to their
nondestructive nature and the ease with which they can be
incorporated into manufacturing processes.

Many of the methods that have been developed are
based on photothermal phenomena. These fall into the cat-
egories of frequency-domain methods based on a modulated
laser heating source,1–8 and time-domain methods based on
the sample response to a short laser pulse, such as time-
domain thermoreflectance !TDTR".9–12 Recently, the authors
have introduced a frequency-domain thermoreflectance
!FDTR" method13 that combines some of the advantages of
TDTR, such as good sensitivity for submicron thin films and
a straightforward coaxial laser spot geometry, with the ad-
vantages of modulated photothermal methods, such as rela-
tive experimental simplicity due to lack of a moving delay
stage and the ability to explore a range of thermal penetra-
tion depths with a single measurement.

In this work, we show how FDTR can be applied to thin
metal films on low thermal diffusivity substrates such as
glass or quartz. We simultaneously determine the thickness
or density of a metal film, and the film thermal conductivity.
From the thermal conductivity, we can obtain the electrical
conductivity through the well-known Wiedemann–Franz
!WF" law.14

Separately, each of these topics has been addressed with
various methods. Film thickness, for example, can be deter-
mined by profilometry, by picosecond acoustics provided the

sample has a strong thermoelastic response,15 or with a
modulated thermal wave approach.5 Techniques for measur-
ing the thermal conductivity in thin metal films are less com-
mon. These include scanning probe techniques such as scan-
ning Joule microscopy,16 and photothermal methods where a
probe laser spot is moved over a pump laser spot and a
three-dimensional thermal model is used to determine film
conductivity based on the signal phase as a function of the
spot separation.3,8,17

Our FDTR approach has several advantages. The mea-
surement geometry—coaxial laser spots passed through a
single objective lens—allows for simple alignment and a
straightforward two-dimensional analytical thermal model.
Additionally, because the measurement covers a wide fre-
quency range, the sensitivity to film thermal mass and ther-
mal conductivity separate into different transport regimes,
allowing both properties to be determined simultaneously.
Thus, from a single noncontact measurement we obtain the
critical structural and transport properties of the metal film.

II. BACKGROUND

A complete description of the FDTR method can be
found in.13 The essential features are that a modulated laser
heating source, called the pump beam, impinges on a sample,
while a second, unmodulated beam is reflected off the
sample and directed into a photodetector. Both pump and
probe beams are coaxially directed through a single micro-
scope objective and focused to spots 10–20 !m in diameter.
The laser beams can be pulsed or continuous-wave !cw". In
the case of pulsed beams, the pump and probe beams typi-
cally originate from the same laser and are divided with a
beamsplitter. An optical delay separates the pump and probe
pulses by a time ".

If the sample is a metal film on a substrate, the incoming
pump light is absorbed by the film and converted into heat.
The reflectivity is in turn proportional to the film surface
temperature. The phase and amplitude response of the probea"Electronic mail: aarons@.mit.edu.
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conductivity is varied !25%. In this case the solutions con-
verge at high frequency where lateral transport is negligible.
Finally in Fig. 1!c" data and fits from 22, 64, and 102 nm Au
films are shown. We obtained similarly good fits for 30–100
nm Al films on fused silica.

At least five measurements were made on several Al and
Au films 20–100 nm thick, and the values for film thermal
conductivity and thickness were obtained simultaneously. In
our calculations, we assumed typical thermal interface con-
ductances of 150 and 75 MW /m2 K for the Al/fused silica
boundary and Au/fused silica boundary, respectively, al-
though as we explain later, sensitivity analysis shows that
changing these has a negligible impact on the result.

Film thicknesses were independently determined using
multiple atomic force microscope !AFM" cross sections of
scratched regions !Asylum Research, MFP-3D system". A
sample of the cross-sectional images are shown in Fig. 2.
The 22 nm thick Au film showed signs of agglomeration and
the films was not smooth; in this case the mean value was
taken as the thickness. In Fig. 3, the thickness values deter-
mined via FDTR are plotted against the AFM values and the
two sets are in good agreement. We have assumed the den-
sity of the bulk metals in determining film thickness; as we
discuss later, if the film properties deviate from bulk proper-
ties, this will lead to an error.

Two sets of room-temperature film thermal conductivity
data are shown in Fig. 4 for !a" gold and !b" aluminum. The
first set !circles" was obtained via FDTR simultaneously with
the thickness data shown in Fig. 3. The error bars indicate
two standard deviations based on five to six measurements at
different locations on the sample. The generally larger error
bars for the thinner films reflect the fact that thinner films
transport less heat and therefore make the measurement less
sensitive. The second set of measurements !squares" are ob-
tained from electrical conductivity measurements via the WF
law, which states

k/" = LT , !4"

where k is the thermal conductivity, " is the electrical con-
ductivity, T is the temperature, and L is the Lorenz number.
Electrical conductivity measurements were obtained via the
van der Pauw method using a Hall effect measurement sys-
tem !Lakeshore model 7604", and the thermal conductivity
was then determined using the experimentally determined
Lorenz numbers for Al and Au.14

The thermal conductivities obtained directly from FDTR
and indirectly via the electrical conductivity are in good
agreement, with a discrepancy of 1%–5%. The notable ex-
ception is the 22 nm Au film, where the measured thermal
conductivity is 40% higher than the value predicted by the
WF law. Similar findings at room temperature have been
reported in films of platinum20 and gold21 thinner than 30
nm, where it is believed that grain boundary scattering ef-
fects reduce the electrical conductivity more than the thermal
conductivity. At low temperatures the effect is amplified,
since the carrier wavelengths become longer compared to
grain size.

There are other plausible explanations for the deviation
from the WF law. As is clear from Fig. 2, the morphology of
the 22 nm gold film is not smooth, and there are multiple
heat paths through the film. These include near field radiation
in the gaps, electron tunneling, and molecular air conduction
through gaps. There are also multiple electron and phonon
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FIG. 2. !Color online" AFM cross sections for the gold films in this study.
The thinnest film exhibited agglomeration and was much less smooth than
the others; mean thickness was approximately 22 nm.
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FIG. 4. !Color online" Thermal conductivity data obtained for !a" Au and !b"
Al films on fused silica substrates. Circles are values obtained with the
FDTR method, while the squares are values computed from electrical con-
ductivity measurements using the WF law.
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conductivity is varied !25%. In this case the solutions con-
verge at high frequency where lateral transport is negligible.
Finally in Fig. 1!c" data and fits from 22, 64, and 102 nm Au
films are shown. We obtained similarly good fits for 30–100
nm Al films on fused silica.

At least five measurements were made on several Al and
Au films 20–100 nm thick, and the values for film thermal
conductivity and thickness were obtained simultaneously. In
our calculations, we assumed typical thermal interface con-
ductances of 150 and 75 MW /m2 K for the Al/fused silica
boundary and Au/fused silica boundary, respectively, al-
though as we explain later, sensitivity analysis shows that
changing these has a negligible impact on the result.

Film thicknesses were independently determined using
multiple atomic force microscope !AFM" cross sections of
scratched regions !Asylum Research, MFP-3D system". A
sample of the cross-sectional images are shown in Fig. 2.
The 22 nm thick Au film showed signs of agglomeration and
the films was not smooth; in this case the mean value was
taken as the thickness. In Fig. 3, the thickness values deter-
mined via FDTR are plotted against the AFM values and the
two sets are in good agreement. We have assumed the den-
sity of the bulk metals in determining film thickness; as we
discuss later, if the film properties deviate from bulk proper-
ties, this will lead to an error.

Two sets of room-temperature film thermal conductivity
data are shown in Fig. 4 for !a" gold and !b" aluminum. The
first set !circles" was obtained via FDTR simultaneously with
the thickness data shown in Fig. 3. The error bars indicate
two standard deviations based on five to six measurements at
different locations on the sample. The generally larger error
bars for the thinner films reflect the fact that thinner films
transport less heat and therefore make the measurement less
sensitive. The second set of measurements !squares" are ob-
tained from electrical conductivity measurements via the WF
law, which states

k/" = LT , !4"

where k is the thermal conductivity, " is the electrical con-
ductivity, T is the temperature, and L is the Lorenz number.
Electrical conductivity measurements were obtained via the
van der Pauw method using a Hall effect measurement sys-
tem !Lakeshore model 7604", and the thermal conductivity
was then determined using the experimentally determined
Lorenz numbers for Al and Au.14

The thermal conductivities obtained directly from FDTR
and indirectly via the electrical conductivity are in good
agreement, with a discrepancy of 1%–5%. The notable ex-
ception is the 22 nm Au film, where the measured thermal
conductivity is 40% higher than the value predicted by the
WF law. Similar findings at room temperature have been
reported in films of platinum20 and gold21 thinner than 30
nm, where it is believed that grain boundary scattering ef-
fects reduce the electrical conductivity more than the thermal
conductivity. At low temperatures the effect is amplified,
since the carrier wavelengths become longer compared to
grain size.

There are other plausible explanations for the deviation
from the WF law. As is clear from Fig. 2, the morphology of
the 22 nm gold film is not smooth, and there are multiple
heat paths through the film. These include near field radiation
in the gaps, electron tunneling, and molecular air conduction
through gaps. There are also multiple electron and phonon
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scattering mechanisms. All these effects will depend on the
detailed morphology of the film. In addition, because the Au
film was both soft and very thin, making contact for the
electrical measurements was challenging, and despite our
careful attempts it is possible that poor contact is causing the
lower apparent electrical conductivity.

Because our FDTR approach measures the total in-plane
thermal conductivity while electrical measurements give
only the electronic contribution, we believe that combining
FDTR with electrical measurements in carefully designed
experiments could isolate some of the transport mechanisms
and shed light on the details of the transport physics in very
thin metal films. We are planning on addressing some of
these issues in a future work.

It is useful to consider the sensitivity of the measurement
to various parameters of interest. We define the sensitivity of
the measurement to a property x as

Sx = d!/d ln x , !5"

where we take the phase in radians. We consider an 80 nm
film of Au deposited on a fused silica substrate, Fig. 5!a",
and sapphire substrate, Fig. 5!b", and plot the sensitivity to
film thickness, lateral thermal conductivity, and the metal-
substrate boundary conductance.

At high frequencies, the thermal penetration depth, given
by #2" /#0 where " is the substrate thermal diffusivity and
#0 is the modulation frequency, is small compared to the
spot radii, and transport approaches the one-dimensional
situation. In this case, sensitivity to in-plane thermal conduc-
tivity is low. Sensitivity to cross-plane thermal conductivity,
not shown, is essentially zero because there is no significant
temperature gradient across the film thickness due to the high
metal thermal diffusivity. Sensitivity to film thickness is
strong at high frequency and falls off at lower frequencies.
The different behavior of the sensitivities in different ranges

is what allows the lateral thermal conductivity and film
thickness to be determined simultaneously. For the fused
silica substrate !thermal diffusivity=8.46$10−7 m2 /s", sen-
sitivity to the interface conductance is very low, since the
low substrate thermal diffusivity is the primary barrier to
cross-plane heat flow. For the sapphire substrate !thermal
diffusivity=1.5$10−5 m2 /s" the sensitivity to the interface
is greater, and the sensitivity to the in-plane thermal conduc-
tivity is also reduced because a larger portion of heat is con-
ducted in the substrate. This effect limits this method to the
study of films on low-diffusivity substrates.

Although the sensitivity to film thickness is shown in
Fig. 5, it is the thermal mass of the metal film !%cpd where %
is the density, cp is the specific heat capacity, and d is the
film thickness" that is actually affecting the heat flow. This is
because there is essentially no temperature gradient across
the film. Therefore, from the film thermal mass, if two of the
three properties %, cp, and d are known from an independent
measurement or are assumed to have the same values as
those of bulk solids, the remaining property can be deter-
mined. For example, if film thickness is know from picosec-
ond acoustics or profilometry, and assuming cp is the same as
for the bulk metal, we have a way to determine the density of
thin metal films. On the other hand, if the film thickness is
unknown but the density is close to that of the bulk, film
thickness can be determined.

IV. SUMMARY

The FDTR method was applied to the analysis of thin
metal films on low thermal diffusivity substrates. Both the
thermal mass and thermal conductivity of Au and Al films in
the range of 20–100 nm were determined simultaneously
from a single measurement. If the film thickness is measured
independently, the thermal mass yields the metal film den-
sity; if bulk density is assumed then an estimate of film
thickness is obtained. From the thermal conductivity and the
WF law, the electrical conductivity of the films can be esti-
mated in temperature and size regimes where the law is
valid. Outside these regimes, the FDTR technique can be
used in conjunction with electrical measurements to explore
size effects on thermal and electrical transport in thin films.
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TDTR

The lock-in amplifier measures the fundamental compo-
nent of the probe signal at the modulation frequency, !0, and
rejects all other harmonic components. This is shown in Fig.
2!d". The output will be the amplitude, A, and phase, ", of
the fundamental component of the probe signal with respect
to the reference wave at every delay time #. Mathematically,
the solution takes the form of a “transfer function,” a com-
plex number Z!!0" such that the output of the lock-in ampli-
fier for a reference wave ei!0t is given by

Aei!!0t+"" = Z!!0"ei!0t. !3"

The transfer function can be represented in two ways. The
first, given by Capinski and Maris10 is in terms of the im-
pulse response of the sample, h!t",

Z!!0" =
$QQprobe

T #
q=0

%

h!qT + #"e−i!0!qT+#", !4"

where Q is the power per pump pulse, Qprobe is the power per
probe pulse, and $ is a constant that includes the thermore-
flectance coefficient and gain of the electronics. A math-
ematically equivalent form was later given by Cahill11 in
terms of the sample frequency response, H!!",

Z!!0" =
$QQprobe

T2 #
k=−%

%

H!!0 + k!s"eik!s#, !5"

where again !0 is the reference frequency and !s$2& /T.
The equivalence of Eqs. !4" and !5" stems from the fact that,
in a LTI system, the impulse response and frequency re-
sponse are Fourier transform pairs. In practice, Eq. !4" may
be more convenient for numerical simulations, while Eq. !5"
is more convenient for cases where an analytical heat trans-
fer solution is more easily obtained in the frequency domain.

In the limit that the time between pulses, T, becomes
infinite, both expressions reduce to the impulse response as a
function of delay time, #,

lim
T→%

$QQprobe

T #
q=0

%

e−i!0#h!qT + #" =
$QQprobe

T
h!#"e−i!0#

!6"

since at very long times, h!qT+#" decays to zero for all
terms where q!0. In this limiting case, the phase shift is
simply the delay between the pump and probe pulses divided
by the modulation frequency, as expected, and the amplitude
of the signal can be directly interpreted as the response of
the sample to a single pulse. In this case, the relevant time
and length scales are those associated with the single-pulse
response.

In the other limit, as T approaches zero, the expression
approaches the frequency response !i.e., the steady periodic
response at !0",

lim
T→0

$QQprobe

T2 #
q=0

%

e−i!0#h!qT + #"T =
$QQprobe

T2 H!!0" . !7"

In this case, the relevant time and length scales are those
associated with the steady periodic response.

In the intermediate range, where the decay time of the
system is not much longer or shorter than the pulse period T,
the signal has elements of both the impulse response and the
steady frequency response and the two effects cannot be eas-
ily separated.

To examine this further, we take a simple exponential
system as a model and see how the measured signal changes
as the decay rate and laser pulse period are varied. Although
the thermal response of a sample is more complex, the basic
features of the accumulation effects will be the same. The
impulse response and frequency response of the simple sys-
tem are given by

h!t" = e−at, !8"

Time (a.u.)

(a)

(b)

(c)

(d)

Temperature
Probe pulses

Pump pulses

Temperature
Pump pulses

Pump pulses

Temperature
Probe pulses

Reference wave

Measured signal

FIG. 2. !Color online" !a" The pump beam input to the sample modulated by
the fundamental component of the EOM. !b" The surface temperature of the
sample in response to the pump input. !c" The probe pulses arrive at the
sample delayed by a time, #, and are reflected back to a detector with an
intensity proportional to the surface temperature. !d" The fundamental har-
monic components of the reference wave and measured probe wave. The
amplitude and phase difference between these two waves is recorded by the
lock-in amplifier at every delay time.
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transform of a Gaussian spot with power A0 and 1 /e2 radius
w0. The surface temperature from Eq. !12" then becomes

f = #− D

C
$ A0

2!
exp#− k2w0

2

8
$ . !14"

The frequency response H in real space is found by taking
the inverse Hankel transform and then weighing the result by
the probe intensity distribution, which is taken as a Gaussian
spot with 1 /e2 radius w1,11

H!"" =
A0

2!
%

0

#

k#− D

C
$exp#− k2!w0

2 + w1
2"

8
$dk , !15"

where w0 and w1 are the pump and probe 1 /e2 radii, respec-
tively. This solution for the frequency response is inserted
into Eq. !5", which is solved numerically. In practice, an
upper limit of integration in Eq. !15" on the order of
10 /&w0

2+w1
2 is sufficient for the integral to converge, al-

though if both radii become less than '5 $m this value may
need to be increased.

The case where the two beam spots are offset may also
be used to study thermal transport. Li et al.17 used this ge-
ometry and a numerical simulation to determine the thermal
properties of multilayer thin films by varying the frequency
of modulated continuous-wave beams. Here we extend Eq.
!15" to obtain an analytical solution for the case where the
pump spot is separated by a distance x0 from the probe spot
in the Cartesian plain. In this case, some of the symmetry is
lost and H!"" is given by

H!"" = # 2

!w1
2$%

−#

# %
0

#

%!&!x − x0"2 + y2"

&exp#− 2!x2 + y2"
w1

2 $dydx , !16"

where %!&!x−x0"2+y2"=%!r" is given by

%!r" = %
0

#

kJ0!kr"#− D

C
$# A0

2!
$exp#− k2w0

2

8
$dk , !17"

and J0 is a zero-order Bessel function of the first kind. While
Eq. !16" is not as convenient to evaluate as Eq. !15", it is still
tractable numerically. In our TTR implementation, we have
found that sensitivity to radial transport is of similar order
for offset spots compared to aligned spots. However, align-
ment of offset beam spots is somewhat more challenging
than coaxial spots because the offset, which is typically on
the order of microns, must be accurately determined. In the
case of aligned spots, optimal overlap is indicated when the
signal is maximized.

IV. SENSITIVITY TO RADIAL TRANSPORT

The one-dimensional, single-pulse solutions for a 100
nm layer of Al on two substrates, Si and SiO2, are plotted in
Fig. 4 over 12.5 ns, the time between pulses from the Ti:sap-
phire oscillator. Silicon has a relatively high thermal conduc-
tivity, 148 W /m K at room temperature, while the conduc-
tivity of SiO2 is two orders of magnitude lower,
'1.4 W /m K. In both cases, but especially for SiO2, the
response clearly does not decay to zero before the next pulse

arrives. Therefore, accumulation effects will be important.
The solution will take on aspects of the steady periodic re-
sponse, and the associated thermal length scale, L
'&2' /"0, compared to the spot size will determine the sen-
sitivity of the solution to radial transport.

We use a multidimensional least-squares minimization
routine to vary the physical parameters of interest to match
the output of the lock-in amplifier to Eq. !5". Either the am-
plitude or phase data can be compared to Eq. !5" for fitting.
In practice, we find that fitting to the phase produces more
reliable results because it is slightly less noisy and removes
any difficulties associated with normalization. This approach
is similar to fitting to the ratio of in-phase and out-of-phase
components of the lock-in signal.18 Fitting the phase does
introduce the problem of determining the true phase of the
thermal signal with respect to the lock-in reference wave.
The signal cables, EOM, and photodiode all have their own
response, which collectively can be represented by the trans-
fer function Zinst, such that for a given input exp!i"t" the
output will be given by

Ainst exp!i"t + (inst" = Zinst exp!i"t" , !18"

where (inst is the phase delay introduced by the instrumen-
tation. Thus to fit the phase data, we need a way to determine
(inst and subtract it from the measured phase. One way to do
this is to split off a small fraction of the modulated pump
beam and measure its phase directly with the detector. A
second method, which we employ, is to make use of the fact
that the out-of-phase, or imaginary, part of Eq. !5" should be
constant as the delay time crosses )=0.11 After the data are
collected, the change in the out-of-phase signal, *Y0, and
in-phase signal, *X0, are noted as the delay time crosses
)=0. From this the phase introduced by the instrumentation
is computed from *(=tan−1!*Y0 /*X0" and is subtracted
from the measured signal.18

To quantify the sensitivity of the signal to radial conduc-
tion, we define the phase sensitivity to a parameter x in a
manner similar to that of Gundrum et al.:7

0 2000 4000 6000 8000 10000 12000
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FIG. 4. !Color online" The one-dimensional single-pulse solutions for a 100
nm layer of Al on two substrates, Si and SiO2, over 12.5 ns, the time
between pulses from the Ti:sapphire oscillator.
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We report on the thermal boundary conductance across structurally-variant GaSb/GaAs interfaces
characterized by different dislocations densities, as well as variably-rough Al/GaSb interfaces. The
GaSb/GaAs structures are epitaxially grown using both interfacial misfit !IMF" and non-IMF
techniques. We measure the thermal boundary conductance from 100 to 450 K with time-domain
thermoreflectance. The thermal boundary conductance across the GaSb/GaAs interfaces decreases
with increasing strain dislocation density. We develop a model for interfacial transport at
structurally-variant interfaces in which phonon propagation and scattering parallels photon
attenuation. We find that this model describes the measured thermal boundary conductances well.
© 2011 American Institute of Physics. #doi:10.1063/1.3581041$

Thermal transport across solid interfaces, which is a ma-
jor inhibitor of heat flow in nanosystems,1 is quantified by
the thermal boundary conductance, hK. This quantity is the
proportionality constant that relates the heat flux across an
interface, qint, to the temperature drop associated with the
interfacial region, !T, i.e., hK=qint /!T. Although a tremen-
dous amount of work has focused on measurements and
theory of thermal transmission across solid interfaces assum-
ing a perfectly abrupt or “flat” junction between two materi-
als !see Refs. 1 and 2 for extensive reviews", measurements
of thermal transport across nonideal interfaces are much less
frequently studied. Recently, Hopkins et al.3 found that RMS
roughness at Al/Si interfaces and elemental mixing at Cr/Si
interfaces4,5 causes variations in hK at room temperature.
Collins and Chen6 found that the surface chemistry at dia-
mond surfaces can affect hK across Al/diamond interfaces
over a wide temperature range. Understanding the role of
imperfect structure at solid interfaces and its role in hK is of
utmost importance to further engineer thermal conduction in
nanostructures.

In this work, we measure hK across GaSb/GaAs inter-
faces with time-domain thermoreflectance !TDTR". We grow
GaSb films on GaAs substrates via two different epitaxial
techniques leading to different dislocation densities around
the GaSb/GaAs boundary. In addition, these different growth
techniques cause the dislocation densities of the GaSb films
to vary, thus changing the surface morphology of the films.
Therefore, we also study the effect of dislocation density and
interface roughness on hK at Al/GaSb interfaces, as a thin
100 nm Al film is deposited on the GaSb surface for TDTR
measurements. We quantify the phonon scattering with a
variation in the diffuse mismatch model !DMM" !Ref. 7" in
which phonon propagation and scattering parallels photon
attenuation. These thermal results have implications for the

design, growth, and selection of materials in laser diodes and
other gallium-based optoelectronics.

We grow 500 nm of GaSb on GaAs substrates using
solid-source molecular beam epitaxy. The lattice mismatch
between the two Ga-based binaries is 7.78%. This highly
mismatched system reaches its critical thickness within the
first monolayer and has the tendency to form islands with
interfacial arrays of 90° lomer misfit dislocations.8 The is-
lands coalesce with further growth and eventually tend to
become a planar surface. However, the process of coales-
cence leads to 60° misfit dislocations that can very easily
turn into threading dislocations.9 We grow one GaSb film via
the interfacial-misfit array !IMF" growth mode, a particular
growth mode that allows us to achieve large scale IMF dis-
location array networks through the use of Sb-rich surface
reconstructions resulting in GaSb grown on GaAs with sig-
nificantly reduced threading dislocations.10 The threading
dislocations for a non-IMF growth of GaSb on GaAs is typi-
cally 109–1011 dislocations per square centimeter, while in
the case of the IMF growth mode the threading dislocation
density ranges between 5"106–5"108 dislocations per
cm2. The threading dislocations were measured using plan-
view and cross-section transmission electron microscopy.11,12

Along with the threading dislocations in the material, we
also observe that the screw type dislocations are significantly
reduced in the IMF sample compared to non-IMF samples.
Figure 1 shows atomic force microscopy !AFM" images of
the GaSb film surface for the non-IMF #!a" and !b"$ and IMF
#!c" and !d"$ samples. The effect of the high density of screw
dislocations is apparent on the surface of the non-IMF
sample #Fig. 1!b"$. The rms roughnesses on the GaSb sur-
faces are 1.7 nm and 2.3 nm for the IMF and non-IMF
growth techniques, respectively.

We measure hK at the Al/GaSb and GaSb/GaAs inter-
faces with TDTR; typical experimental descriptions of
TDTR and details of the thermal and lock-in analyses for
thin-film systems are described elsewhere.13–15 We collecta"Electronic mail: pehopki@sandia.gov.
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cannot be fitted by a single value of the thermal effusivity.
When a thermal conductivity of !=3 W m−1 K−1 is chosen
to fit the data for Vout /"Vin in the high-frequency limit, the
data at low f fall below the predictions of the thermal model
by a factor of !0.7 implying that thermal conductivity is a
factor of !2 larger at lower f .

We analyze the data quantitatively by fitting the calcula-
tions of a diffusive model to our measurements. Since we do
not expect that the thermal conductance of the interface be-
tween the Al film and the samples depends on heating fre-
quency, we fix the thermal conductance and vary the thermal
conductivity of the samples as the only free parameter. Typi-
cal examples of this fitting procedure are shown in Fig. 1. We
summarize the thermal conductivity ! measured in this way
as a function of the modulation frequency f in Fig. 3. As
already indicated by the data shown in Fig. 2, the thermal
conductivity for all materials we have studied except thick
layers of semiconductor alloys is constant throughout the
frequency range, 0.1# f #10 MHz. For InGaP, InGaAs, and
SiGe, however, ! increases monotonically as the frequency
decreases from 10 to 0.6 MHz and remains approximately
constant for frequency less than 0.6 MHz. The thermal con-
ductivity of InGaAs measured at low frequencies
"!6.2 W m−1 K−1# is comparable to the thermal conductivity
of a 1600 nm InGaAs thin film "!5.5 W m−1 K−1# measured
using the 3$ method5 and thermal conductivity of a bulk
sample "!6.4 W m−1 K−1# derived from a thermal diffusivity
measurement.20 We note that an early study reported thermal
conductivity of bulk InGaAs as !4.8 W m−1 K−1 measured
by steady-state heating.21

We have also measured the thermal conductivity of sev-
eral samples of InGaP and InGaAs where the thickness h of
epitaxial alloy layers are much thinner than the h=2010 nm
InGaP and h=3330 nm InGaAs layers discussed above. Data
for thinner layers are compared to the frequency dependence
of thick layers in Fig. 4. To create a common x axis for this
plot, we convert the modulation frequency to a thermal pen-

etration depth d, defined as the depth from the sample sur-
face where the temperature is e−1 of surface temperature, d
=$! /%Cf . The dependence of ! on h and d is remarkably
similar, see Fig. 4.

To gain qualitative insight into the mechanisms that un-
derlie our experimental findings, we construct a simple iso-
tropic continuum model describing lattice thermal conductiv-
ity, following the work of Morelli et al.22 In this model, the
phonon dispersion is isotropic and linear. We treat the longi-
tudinal and transverse modes separately, and as explained in
Ref. 22, we set the cutoff frequencies by the acoustic phonon
frequencies at the zone boundary14 to take into account only
acoustic phonons up to the maximum frequencies at zone
boundary. The speed of sound and cutoff frequencies used in
the model are derived from the phonon dispersion in the
%100& direction. We assume the Grüneisen constants, &L and
&T, to be 1.0 and 0.7 for all crystals and alloys, and obtain
the longitudinal and transverse phonon velocities, vL and vT
of the crystals from Refs. 14, and use the average values for
the alloys. As we have done previously,23 we deviate from
the approach of Ref. 22 and substitute a high temperature
form for the N-process relaxation rate 'N

−1=BN$2T. We fix
the relative anharmonic scattering strengths of umklapp and
normal processes, BU and BN, by Eqs. 11"b#, 12"b#, and "25#
of Ref. 22, and obtain absolute values of the anharmonic
scattering strengths from fits to the thermal conductivities14

of the crystals and virtual crystals "for alloys#. This analysis
yields BU

L =1.7 for GaAs, 1.0 for InP, 2.1 for InGaAs, and 0.8
for InGaP, in units of 10−19 s K−1. We calculate the strength
of Rayleigh scattering in InGaP and InGaAs alloys using the
dimensionless parameter (, see Eq. "16# of Ref. 22, that
describes the strength of phonon scattering by mass disorder.
We do not consider Rayleigh scattering by the differences in
atomic size or bond strength because these contributions to (
are not well known and, in any case, should oppose each
other so that the total correction to ( is relatively small.23 We

FIG. 3. Room temperature thermal conductivity of single crys-
tals of Si, InP, and GaAs; a 1 )m thick layer of amorphous SiO2;
and epitaxial layers of semiconductor alloys as a function of the
modulation frequency used in the measurement. Data for 2010 nm
thick InGaP, 3330 nm thick InGaAs, and 6000 nm thick Si0.4Ge0.6
are shown as open circles, filled circles, and open triangles,
respectively.

FIG. 4. Comparison of the frequency and thickness dependences
of the room temperature thermal conductivity of III-V semiconduc-
tor alloys. Data for 2010 nm InGaP "triangles# and 3330 nm
InGaAs "circles# acquired at different frequencies "open symbols#
are plotted as a function of penetration depth, d=$! /%Cf , where !
is thermal conductivity of thick layers at low frequency, C is the
heat capacity per unit volume, and f is the modulation frequency.
Also included are data for epitaxial layers of different thicknesses
measured at low f with d*h "filled symbols# plotted as a function
of the layer thickness h. The dashed line is the calculated thermal
conductivity using the isotropic continuum model described in the
text for InGaAs that limits the mean free path of the phonons to the
layer thickness.
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!!!" =
d"

d!
#

"n+1 − "n

dn+1 − dn
, !2"

where "n+1 and "n are the thermal conductivities measured
at two adjacent modulation frequencies, and dn+1 and dn are

the corresponding penetration depths. The thermal conduc-
tivity distribution of InGaAs and InGaP derived using this
approach is plotted in Fig. 6 using !!!" from Eq. !2" and !
= !dn+1+dn" /2.

IV. SUMMARY

In summary, we report in this paper experimental evi-
dence of frequency dependence of thermal conductivity in
epitaxial semiconductor alloys. We demonstrate that the fre-
quency dependence is fundamentally related to the thickness
dependence of the epitaxial layers, as phonons of mean free
paths longer than the penetration depth traverse the tempera-
ture gradient ballistically and do not contribute to the thermal
conductivity measured by the experiment. Hence, frequency
dependent measurements can be a convenient method for
probing the phonon distributions of materials.
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experimental uncertainties in the determination of !!!". The major
source of experimental uncertainty is the setting of the absolute
value of the phase of the reference channel of the rf lock-in ampli-
fier and, at the lowest modulation frequencies, the correction
needed to account for the optical pulses that leak through the pulse
picker. The precision of the thermal conductivity measurements is
approximately 1% at modulation frequencies of 10 MHz, 7% at
0.6 MHz, and 10% at 350 kHz.
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76:075207, 2007.cannot be fitted by a single value of the thermal effusivity.
When a thermal conductivity of !=3 W m−1 K−1 is chosen
to fit the data for Vout /"Vin in the high-frequency limit, the
data at low f fall below the predictions of the thermal model
by a factor of !0.7 implying that thermal conductivity is a
factor of !2 larger at lower f .

We analyze the data quantitatively by fitting the calcula-
tions of a diffusive model to our measurements. Since we do
not expect that the thermal conductance of the interface be-
tween the Al film and the samples depends on heating fre-
quency, we fix the thermal conductance and vary the thermal
conductivity of the samples as the only free parameter. Typi-
cal examples of this fitting procedure are shown in Fig. 1. We
summarize the thermal conductivity ! measured in this way
as a function of the modulation frequency f in Fig. 3. As
already indicated by the data shown in Fig. 2, the thermal
conductivity for all materials we have studied except thick
layers of semiconductor alloys is constant throughout the
frequency range, 0.1# f #10 MHz. For InGaP, InGaAs, and
SiGe, however, ! increases monotonically as the frequency
decreases from 10 to 0.6 MHz and remains approximately
constant for frequency less than 0.6 MHz. The thermal con-
ductivity of InGaAs measured at low frequencies
"!6.2 W m−1 K−1# is comparable to the thermal conductivity
of a 1600 nm InGaAs thin film "!5.5 W m−1 K−1# measured
using the 3$ method5 and thermal conductivity of a bulk
sample "!6.4 W m−1 K−1# derived from a thermal diffusivity
measurement.20 We note that an early study reported thermal
conductivity of bulk InGaAs as !4.8 W m−1 K−1 measured
by steady-state heating.21

We have also measured the thermal conductivity of sev-
eral samples of InGaP and InGaAs where the thickness h of
epitaxial alloy layers are much thinner than the h=2010 nm
InGaP and h=3330 nm InGaAs layers discussed above. Data
for thinner layers are compared to the frequency dependence
of thick layers in Fig. 4. To create a common x axis for this
plot, we convert the modulation frequency to a thermal pen-

etration depth d, defined as the depth from the sample sur-
face where the temperature is e−1 of surface temperature, d
=$! /%Cf . The dependence of ! on h and d is remarkably
similar, see Fig. 4.

To gain qualitative insight into the mechanisms that un-
derlie our experimental findings, we construct a simple iso-
tropic continuum model describing lattice thermal conductiv-
ity, following the work of Morelli et al.22 In this model, the
phonon dispersion is isotropic and linear. We treat the longi-
tudinal and transverse modes separately, and as explained in
Ref. 22, we set the cutoff frequencies by the acoustic phonon
frequencies at the zone boundary14 to take into account only
acoustic phonons up to the maximum frequencies at zone
boundary. The speed of sound and cutoff frequencies used in
the model are derived from the phonon dispersion in the
%100& direction. We assume the Grüneisen constants, &L and
&T, to be 1.0 and 0.7 for all crystals and alloys, and obtain
the longitudinal and transverse phonon velocities, vL and vT
of the crystals from Refs. 14, and use the average values for
the alloys. As we have done previously,23 we deviate from
the approach of Ref. 22 and substitute a high temperature
form for the N-process relaxation rate 'N

−1=BN$2T. We fix
the relative anharmonic scattering strengths of umklapp and
normal processes, BU and BN, by Eqs. 11"b#, 12"b#, and "25#
of Ref. 22, and obtain absolute values of the anharmonic
scattering strengths from fits to the thermal conductivities14

of the crystals and virtual crystals "for alloys#. This analysis
yields BU

L =1.7 for GaAs, 1.0 for InP, 2.1 for InGaAs, and 0.8
for InGaP, in units of 10−19 s K−1. We calculate the strength
of Rayleigh scattering in InGaP and InGaAs alloys using the
dimensionless parameter (, see Eq. "16# of Ref. 22, that
describes the strength of phonon scattering by mass disorder.
We do not consider Rayleigh scattering by the differences in
atomic size or bond strength because these contributions to (
are not well known and, in any case, should oppose each
other so that the total correction to ( is relatively small.23 We

FIG. 3. Room temperature thermal conductivity of single crys-
tals of Si, InP, and GaAs; a 1 )m thick layer of amorphous SiO2;
and epitaxial layers of semiconductor alloys as a function of the
modulation frequency used in the measurement. Data for 2010 nm
thick InGaP, 3330 nm thick InGaAs, and 6000 nm thick Si0.4Ge0.6
are shown as open circles, filled circles, and open triangles,
respectively.

FIG. 4. Comparison of the frequency and thickness dependences
of the room temperature thermal conductivity of III-V semiconduc-
tor alloys. Data for 2010 nm InGaP "triangles# and 3330 nm
InGaAs "circles# acquired at different frequencies "open symbols#
are plotted as a function of penetration depth, d=$! /%Cf , where !
is thermal conductivity of thick layers at low frequency, C is the
heat capacity per unit volume, and f is the modulation frequency.
Also included are data for epitaxial layers of different thicknesses
measured at low f with d*h "filled symbols# plotted as a function
of the layer thickness h. The dashed line is the calculated thermal
conductivity using the isotropic continuum model described in the
text for InGaAs that limits the mean free path of the phonons to the
layer thickness.

FREQUENCY DEPENDENCE OF THE THERMAL… PHYSICAL REVIEW B 76, 075207 "2007#

075207-3



The “thermal conductivity 
accumulation function”

Henry and Chen, J. Computational and 
Theoretical Nanoscience 5, 1 (2008).



So why can’t we do this with 
FDTR? We can!

phonon-like modes have a MFP spectrum that lies below 60 nm.
The thermal conductivity of amorphous materials also has a
contribution from non-propagating modes that have been called
diffusons30. Because these modes do not propagate, there will be
no observable transition between diffusive and ballistic transport
as the BB-FDTR heating frequency is increased. This frequency-
independent data is consistent with measurements of SiO2 thin
films where there was no observed thermal conductivity
reduction from bulk due to boundary scattering24,31. In Pt,
electrons with MFPs B10 nm (ref. 32) are the dominant heat
carriers, and strong electron–phonon coupling ensures that they
are in thermal equilibrium with the lattice33. Thus, the thermal
conductivity of Pt shows no Lp dependence.

In intrinsic c-Si, we probe Lp from 0.3–8.0 mm and find that
phonons with MFPs longer than 1 mm contribute 40±5% to the
bulk thermal conductivity. We also note that 95±6% of the bulk
thermal conductivity is obtained at the lowest heating frequency
(200 kHz, LpE8 mm). This result underscores the importance of
using low heating frequencies or steady-state measurements when
attempting to measure bulk thermal conductivities. Relative to
direct thermal conductivity measurements of c-Si thin films12 and
nanowires8, kaccum at the film thickness or wire diameter is lower.
In these nanostructures, phonons with MFPs greater than the
limiting dimension are not excluded (as they are in BB-FDTR)
and contribute to thermal conductivity with a MFP similar to the
limiting dimension. Compared with intrinsic c-Si, the MFP
spectrum of doped c-Si has a reduced slope, indicating that
dopants broaden the MFP spectrum by adding an additional
phonon scattering mechanism. Phonons scattered by dopants are
forced to contribute to the thermal conductivity at a shorter MFP
then they would in the intrinsic crystal.

The nature of thermal transport in amorphous solids is a long-
standing question in solid-state physics34. Often, as in our results
for SiO2, the thermal conductivity can be described in terms of
diffusons (that is, non-propagating modes). In contrast, our MFP
spectrum for the 500 nm a-Si film shows that 35±7% of its bulk
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Figure 2 | BTE predictions for the BB-FDTR experiment. (a) Spatial
variation of the temperature oscillation amplitude for diffusive transport
(corresponding to the lowest heating frequency in b and c) and ballistic
transport (corresponding to the highest heating frequency in b and c) from
the Fourier law (dashed line) and the LBM solution to the BTE for a grey
material (solid line), all for a periodic surface heat flux. (b) Amplitude of the
surface temperature oscillation and (c) perceived thermal conductivity
plotted versus normalized penetration depth. When Lp4MFP, the Fourier
and BTE predictions match, and BB-FDTR experiments measure a bulk
thermal conductivity. When LpoMFP, the Fourier law underpredicts the
surface temperature oscillation amplitude, which is perceived as a reduced
thermal conductivity, here and in BB-FDTR experiments.
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Figure 3 | Material-dependent phonon MFP spectra. MFP spectra for
intrinsic c-Si, doped c-Si, a-Si (500 nm film), amorphous SiO2 and Pt near
room temperature. The thermal conductivity of SiO2 is independent of Lp,
suggesting that the MFPs of energy carriers are shorter than 60 nm. The
MFP spectrum of Pt is independent of Lp because of short electron MFPs
(B10 nm) and strong electron–phonon coupling in the metal. The MFP
spectra of intrinsic c-Si and doped c-Si increase with Lp and show that
micron-long MFPs contribute significantly to bulk thermal conductivity at
T¼ 300 K. The MFP spectrum of the 500 nm a-Si film shows that
propagating phonons with MFPs 4100 nm contribute 35±7% to its
thermal conductivity (for a-Si, we have used our maximum value for
normalization).
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the surface (DTS) as a function of Lp in Fig. 2b and the perceived
thermal conductivity based on DTS in Fig. 2c. The temperature
amplitudes predicted by the Fourier law are plotted for
comparison. At low heating frequencies, where Lp4MFP, the
BTE solution matches the Fourier prediction. As frequency
increases and Lp decreases, however, the BTE-predicted DT
becomes larger than that predicted by the Fourier law, indicating
an onset of ballistic phonon transport. In this case, phonons can
travel ballistically through the thermally affected zone without
scattering, as depicted in Fig. 1c. In the context of the BB-FDTR
experiments, the BTE results should be interpreted as an
observation of the transition of one phonon mode from
diffusive to ballistic transport as the heating frequency is
increased. Consistent with the BB-FDTR experiments, the BTE
predicts a reduced thermal conductivity compared with bulk as
the heating frequency is increased.

Experimental phonon MFP spectra. By fitting our experimental
data (which includes ballistic effects) with a purely diffusive

model, we find an effective thermal conductivity. Our inter-
pretation is that this effective thermal conductivity is kaccum from
equation (1), where only diffusive phonons that have MFPoLp
contribute (that is, we are physically imposing L*¼ Lp). This
interpretation is the same as that of Koh and Cahill16, and
consistent with Minnich et al.1 and Johnson et al.19,20 who
instead used the laser spot diameter and transient grating period
as the cutoff dimensions. To generate a phonon MFP spectrum,
the measured thermal conductivity at the median frequency
of the ith fitting window (f1,i) is plotted as a function of
the corresponding penetration depth, Lp;i¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ki=Cpf1;i

p

(see Supplementary Methods).
Phonon MFP spectra for SiO2, intrinsic c-Si, doped c-Si, a-Si

(500 nm film) and single crystal Pt near room temperature are
compared in Fig. 3. The thermal conductivities are normalized by
their bulk values24,25,27–29. Shaded regions indicate uncertainty
due to uncertainty in the thickness and thermal conductivity of
the Au-Cr transducer, the laser spot-size, G, and the measured
phase response (see Methods). In SiO2, Lp,i from 60–900 nm yield
a constant value of thermal conductivity, which suggests that any
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Figure 1 | BB-FDTR experiments reveal a heating frequency-dependent thermal conductivity. (a) Schematic of BB-FDTR technique used to measure
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So why can’t we do this with spot 
size? We can!

Minnich et al, PRL 107, 095901 (2011).

Spot size varies number of “phonons” sampled in volume

compared to the results of the first-principles calculations.
The consistency between these two approaches is encour-
aging, and indicates that our technique is accurately mea-
suring the thermal conductivity contributions from different
phonon MFPs.

In summary, we have demonstrated the first experimen-
tal technique which can measure the MFPs of phonons
relevant to thermal conduction across a wide range of
length scales and materials. While empirical expressions
and simple relaxation time models have traditionally been
the only means to estimate MFPs, our technique enables a
direct measurement of how heat is distributed among
phonon modes. Although our demonstration of the thermal
conductivity spectroscopy technique is for length scales in
the tens of microns range, the technique can be extended to
an arbitrary length range and to arbitrary materials by
changing the heater dimension using related optical tech-
niques or lithographically patterned heaters. Our success-
ful application of the technique at submicron length scales
in sapphire, GaAs, and Si membranes will be described in
subsequent publications. Considering the crucial impor-
tance of the knowledge of MFPs to understanding and
engineering size effects, we expect the technique to be
useful for a variety of energy applications, particularly
for thermoelectrics.
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FIG. 3 (color online). Thermal conductivity accumulation
distribution experimental measurements (symbols) and first-
principles calculations (lines) of natural silicon versus MFP. The
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different locations and modulation frequencies. The dashed line
is an extrapolation of the first-principles calculations to long
wavelengths; the extrapolation is required because of the finite
number of reciprocal space points used in the calculation.
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Time domain thermoreflectance (TDTR)
Temporal regimes in TDTR
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Now let’s look at a few specific examples….

FANTASTIC temporal resolution (limited by pulse width)
Pulse absorption (~100 fs)

Fermi relaxation and 
ballistic transport (few 

hundred fs)

Electron-phonon coupling 
(a few ps)

Thermal diffusion 
(hundreds of ps to ns)

Strain propagation in film 
(10’s of ps)



Time domain thermoreflectance (TDTR)
Some TDTR References
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Time domain thermoreflectance (TDTR)
Electron thermalization and scattering (<10 ps)

Kuo and Qiu [10] extended the PTS model to simulate the melting of metal films
exposed to picosecond laser pulses. The present work extends the numerical solution
of the one-dimensional PTS model to include both melting and evaporation effects
on irradiation of metal with much shorter pulses, of femtosecond duration. Heating
above the normal melting and boiling temperatures is allowed by including the
appropriate kinetic relations in the computation. Therefore, the main difference
between this work and prior work is that evaporation process and its effect on energy
transfer and material removal is studied. It is seen that with increasing pulse energy,
there is considerable superheating and the solid–liquid interface temperature ap-
proaches the boiling temperature. However, the surface evaporation process does not
contribute significantly to the material-removal process.

NUMERICAL MODELING

In general, the conduction of heat during a femtosecond pulsed laser heating
process is described by a nonequilibrium hyperbolic two-step model [4]. The equa-
tion for this model are given below:

CeðTeÞ
qTe

qt
¼ $H %Q$ GðTe $ TlÞ þ S ð1Þ

Figure 1. Three stages of energy transfer during femtosecond laser irradiation (adapted from [2]).
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Re-examining Electron-Fermi
Relaxation in Gold Films With a
Nonlinear Thermoreflectance Model
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In this work, we examine Fermi relaxation in 20 nm Au films with
pump-probe themoreflectance using a thin film, intraband ther-
moreflectance model. Our results indicate that the Fermi relax-
ation of a perturbed electron system occurs approximately
1.10!0.05 ps after absorption of a 785 nm, 185 fs laser pulse.
This is in agreement with reported values from electron emission
experiments but is higher than the Fermi relaxation time deter-
mined from previous thermoreflectance measurements. This dis-
crepancy arises due to thermoreflectance modeling and elucidates
the importance of the use of a proper thermoreflectance model for
thermophysical property determination in pump-probe
experiments. !DOI: 10.1115/1.4002778"

Keywords: Fermi relaxation, electron-electron scattering, ther-
moreflectance

1 Introduction
The relaxation of a perturbed electron gas into a Fermi distri-

bution directly influences electronic scattering processes that drive
electrical and thermal transport, laser induced chemical reaction
and phase transitions, and optical interactions with solids. Ul-
trashort pulsed laser systems provide a unique measurement capa-
bility to examine the Fermi relaxation dynamics through pump-
probe thermoreflectance as the transient changes in the
thermoreflectance data are related to the Fermi relaxation time
!1–4" and electron-phonon thermalization time !5–11" in a metal.
These times, and corresponding thermal properties such as the
electron-phonon coupling factor !12" G, are determined from the
pump-probe thermoreflectance data by fitting rate-relaxation mod-
els, such as the two-temperature model #TTM$ !13", to the experi-
mental data. However, the key step in this process is relating the
models to the thermoreflectance data. A common and traditional
procedure to relate the models to the data is by assuming that the
thermoreflectance response "R /R is directly related to the elec-
tron and phonon temperature changes through !14"

"R

R
= a"Te + b"TL #1$

where a and b are the coefficients determined by scaling the elec-
tron and lattice temperature changes "Te and "TL, respectively, to
the thermoreflectance data at various pump-probe delay times.
Although this approach is valid for small perturbations in electron
temperature, at high electron temperatures, the thermoreflectance
response of metals can become highly nonlinear !11,15". This

nonlinearity has been shown to lead to errors in measurements of
G if not properly taken into account. However, the Fermi relax-
ation of the electron system after short pulse laser absorption has
not been as rigorously studied using pump-probe thermoreflec-
tance as electron-phonon thermalization. Previous works by Sun
et al. !3,4" used pump-probe thermoreflectance and a similar rela-
tion to Eq. #1$ to show that gold exhibits a Fermi relaxation time
of about 0.500 ps, far greater than the theoretical Fermi relaxation
time in Au #40 fs$ !16". However, electron emission experiments
conducted by Fann et al. !17,18" measured the Fermi relaxation
time of a perturbed electron systems as %1 ps, twice as high as
that determined from pump-probe thermoreflectance.

In this work, we analyze pump-probe thermoreflectance data
from Au films with a modified TTM and an intraband #nonlinear$
thickness dependent thermoreflectance model !15". We determine
the Fermi relaxation time #F in Au from the thermoreflectance
data as %1.1 ps, in good agreement with the measurements from
electron emission by Fann et al. !17,18", and show that not ac-
counting for the highly nonlinear thermoreflectance in Au can
cause a decrease in the prediction of #F and G, lending insight into
the discrepancy in reported Fermi relaxation times for Au in the
literature.

2 Experimental Details
Two 20 nm Au films were evaporated on a single crystalline,

lightly doped Si substrate and a glass microscope cover slide
#Corning 2947$. We measure the transient thermoreflectance re-
sponse of the two Au films with the thermoreflectance setup de-
scribed in detail in Ref. !19". In short, the laser pulses in our
thermoreflectance setup emanate from a Spectra Physics Mai Tai
with a repetition rate of 80 MHz, 90 fs pulse width, and a central
wavelength of 785 nm. The pump pulses are further modulated
with an electro-optic modulator #EOM$ operating at 11 MHz and
the probe pulses are time delayed using a mechanical delay stage.
Due to dispersion introduced by the EOM, the pump pulses are
broadened to 185 fs as measured at the sample location. The co-
axial pump and probe pulses are focused onto the sample surface
to a 1 /e2 spot radius of 17 $m. The reflectance data collected
with a photodiode is locked into the pump modulation frequency
to give the thermoreflectance signal #"R /R$ as a function of
pump-probe delay time. The raw data were adjusted to account for
electronic noise !20" and thermal accumulation from the pump
pulses !21" by monitoring the imaginary component of the ther-
moreflectance response and the pump phase. The temporal ther-
moreflectance responses of the two 20 nm Au thin film samples
#Au/Si and Au/glass$ are monitored after excitation with three
different incident laser fluences, 0.7 J m−2, 2.0 J m−2, and
3.1 J m−2. A representative thermoreflectance data set is shown in
Fig. 1 for the 20 nm Au/glass sample measured with 3.1 J m−2

incident pump fluence. In the graphical representation of the data,
we set the time of maximum thermoreflectance signal equal to t
=0.

3 Data Analysis

3.1 Two-Temperature Model. To quantitatively analyze the
electron thermalization processes observed in the thermoreflec-
tance data, we turn to the TTM. The two-temperature model in the
thin film limit #i.e., film thickness is less than the ballistic pen-
etration depth of the electrons ensuring minimal temperature gra-
dient in the film$ is given by !8"
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1 Introduction
The relaxation of a perturbed electron gas into a Fermi distri-

bution directly influences electronic scattering processes that drive
electrical and thermal transport, laser induced chemical reaction
and phase transitions, and optical interactions with solids. Ul-
trashort pulsed laser systems provide a unique measurement capa-
bility to examine the Fermi relaxation dynamics through pump-
probe thermoreflectance as the transient changes in the
thermoreflectance data are related to the Fermi relaxation time
!1–4" and electron-phonon thermalization time !5–11" in a metal.
These times, and corresponding thermal properties such as the
electron-phonon coupling factor !12" G, are determined from the
pump-probe thermoreflectance data by fitting rate-relaxation mod-
els, such as the two-temperature model #TTM$ !13", to the experi-
mental data. However, the key step in this process is relating the
models to the thermoreflectance data. A common and traditional
procedure to relate the models to the data is by assuming that the
thermoreflectance response "R /R is directly related to the elec-
tron and phonon temperature changes through !14"

"R

R
= a"Te + b"TL #1$

where a and b are the coefficients determined by scaling the elec-
tron and lattice temperature changes "Te and "TL, respectively, to
the thermoreflectance data at various pump-probe delay times.
Although this approach is valid for small perturbations in electron
temperature, at high electron temperatures, the thermoreflectance
response of metals can become highly nonlinear !11,15". This

nonlinearity has been shown to lead to errors in measurements of
G if not properly taken into account. However, the Fermi relax-
ation of the electron system after short pulse laser absorption has
not been as rigorously studied using pump-probe thermoreflec-
tance as electron-phonon thermalization. Previous works by Sun
et al. !3,4" used pump-probe thermoreflectance and a similar rela-
tion to Eq. #1$ to show that gold exhibits a Fermi relaxation time
of about 0.500 ps, far greater than the theoretical Fermi relaxation
time in Au #40 fs$ !16". However, electron emission experiments
conducted by Fann et al. !17,18" measured the Fermi relaxation
time of a perturbed electron systems as %1 ps, twice as high as
that determined from pump-probe thermoreflectance.

In this work, we analyze pump-probe thermoreflectance data
from Au films with a modified TTM and an intraband #nonlinear$
thickness dependent thermoreflectance model !15". We determine
the Fermi relaxation time #F in Au from the thermoreflectance
data as %1.1 ps, in good agreement with the measurements from
electron emission by Fann et al. !17,18", and show that not ac-
counting for the highly nonlinear thermoreflectance in Au can
cause a decrease in the prediction of #F and G, lending insight into
the discrepancy in reported Fermi relaxation times for Au in the
literature.

2 Experimental Details
Two 20 nm Au films were evaporated on a single crystalline,

lightly doped Si substrate and a glass microscope cover slide
#Corning 2947$. We measure the transient thermoreflectance re-
sponse of the two Au films with the thermoreflectance setup de-
scribed in detail in Ref. !19". In short, the laser pulses in our
thermoreflectance setup emanate from a Spectra Physics Mai Tai
with a repetition rate of 80 MHz, 90 fs pulse width, and a central
wavelength of 785 nm. The pump pulses are further modulated
with an electro-optic modulator #EOM$ operating at 11 MHz and
the probe pulses are time delayed using a mechanical delay stage.
Due to dispersion introduced by the EOM, the pump pulses are
broadened to 185 fs as measured at the sample location. The co-
axial pump and probe pulses are focused onto the sample surface
to a 1 /e2 spot radius of 17 $m. The reflectance data collected
with a photodiode is locked into the pump modulation frequency
to give the thermoreflectance signal #"R /R$ as a function of
pump-probe delay time. The raw data were adjusted to account for
electronic noise !20" and thermal accumulation from the pump
pulses !21" by monitoring the imaginary component of the ther-
moreflectance response and the pump phase. The temporal ther-
moreflectance responses of the two 20 nm Au thin film samples
#Au/Si and Au/glass$ are monitored after excitation with three
different incident laser fluences, 0.7 J m−2, 2.0 J m−2, and
3.1 J m−2. A representative thermoreflectance data set is shown in
Fig. 1 for the 20 nm Au/glass sample measured with 3.1 J m−2

incident pump fluence. In the graphical representation of the data,
we set the time of maximum thermoreflectance signal equal to t
=0.

3 Data Analysis

3.1 Two-Temperature Model. To quantitatively analyze the
electron thermalization processes observed in the thermoreflec-
tance data, we turn to the TTM. The two-temperature model in the
thin film limit #i.e., film thickness is less than the ballistic pen-
etration depth of the electrons ensuring minimal temperature gra-
dient in the film$ is given by !8"

%Te
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= − G!Te − TL" + S#t$ #2$
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We study the scattering mechanisms driving electron-phonon relaxation in thin gold films via pump-
probe time-domain thermoreflectance. Electron-electron scattering can enhance the effective rate of
electron-phonon relaxation when the electrons are out of equilibrium with the phonons. In order to
correctly and consistently infer electron-phonon coupling factors in films on different substrates, we
must account for the increase in steady-state lattice temperature due to laser heating. Our data
provide evidence that a thermalized electron population will not directly exchange energy with
the substrate during electron-phonon relaxation, whereas this pathway can exist between a
non-equilibrium distribution of electrons and a non-metallic substrate. VC 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4833415]

A thorough understanding of the relaxation mechanisms
of hot electrons in solids is critical to an array of applica-
tions. For example, laser processing of solids with sub-
picosecond laser pulses relies on rapid absorption of the
pulse energy by electrons, traversal of these hot electrons
away from the surface, and subsequent electron-phonon
interactions that lead to melting, ablation, and spallation.1–6

The rate of electronic relaxation during and after pulse
absorption dictates the electron and phonon temperatures. As
a result, electron-phonon coupling is a critical pathway of
energy conversion due to the non-equilibrium induced by
short pulse laser heating.

Despite this, the fundamental scattering mechanisms
driving hot electron relaxation with a surrounding lattice are
still very much up for debate. In Kaganov’s original deriva-
tion,7 the electron-phonon coupling factor, G, was hypothe-
sized to be constant at temperatures much greater than the
Debye temperature, i.e., T ! HD. This hypothesis was later
derived using superconducting theory8 and confirmed experi-
mentally.9 However, these confirming measurements were
conducted in a regime of negligible electron-phonon
non-equilibrium (i.e., Te " Tp # Tp, where Te and Tp are
the electron and phonon temperatures, respectively). When
Te " Tp is large, additional electronic scattering mechanisms
beyond the electron-phonon interaction can affect the rate at
which the electron system loses energy; these mechanisms
include electron scattering at grain boundaries,10 defects,11

material interfaces,12–14 and d-band holes.5,6,15 Generally
speaking, many of these mechanisms are relatively unstudied
due the lack of experimental evidence demonstrating the
interplay between Te and Tp and their subsequent influence
on electron-phonon relaxation.

In response, we perform a series of measurements
designed to investigate the influence of electron temperature,
interfacial structure, and lattice temperature on electron
relaxation dynamics in Au films after short pulse laser heat-
ing. By measuring the effective electron-phonon coupling
factor, Geff , in Au films on rough Si substrates, we find that
interfacial roughness only affects electron-phonon relaxation
at high Te.

13,16 In addition, we measure Geff in Au films on
glass substrates and find that Geff is independent of substrate
so long as changes in Tp that arise from steady-state laser
heating are accounted for. Furthermore, we present a consist-
ent set of analyses to interpret pump-probe reflectivity data,
correlate these data to thermal responses of the electron and
phonon systems, and describe interactions between them
with a two temperature model (TTM).17 Using this proce-
dure, we are able to show that transient reflectivity data in
the low perturbation limit can be used to calculate the
electron-electron and electron-phonon collisional frequen-
cies (!ee and !ep, respectively). We use these results to eval-
uate the current understanding of electron relaxation and the
influence of Te and Tp, thereby providing a more comprehen-
sive picture of electron dynamics in thin films during and
after short pulse laser heating.

Our experiments are carried out using the time-domain
thermoreflectance (TDTR) technique, which is described in
detail elsewhere.18–20 Several aspects of our apparatus
deserve explicit attention in the context of the present work:
(i) the pump path is frequency doubled from 1.55 to 3.1 eV;
(ii) the pump and probe pulses at the sample surface are
approximately 400 and 200 fs, respectively (pump pulses are
stretched due to extra optics along the pump path, e.g., the
electro-optic modulator); (iii) pump and probe 1=e2 radii are
6:160:7lm and 5:2 6 0:6lm, respectively; and (iv) the aver-
age probe power incident on the sample surface is 9 mWa)Electronic mail: phopkins@virginia.edu
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while the pump power is varied between 9 and 116 mW.
Absorption of the pump pulses by the electrons in the Au
films yields electron temperatures that are initially higher
than the phonon temperature. This temperature difference
creates a situation in which electron-phonon relaxation is the
primary mechanism driving electronic cooling. We monitor
the change in reflectivity of the sample with the probe beam
at the frequency with which we modulate the pump beam
(11.39 MHz). The measured signal can be correlated to elec-
tron temperature with an appropriate reflectivity model.

We evaporate 20 nm Au films on Si and glass substrates
and several of the Si substrates are roughened prior to Au
deposition (details of sample preparation and characteriza-
tion are given in Ref. 21). Film thicknesses are confirmed via
picosecond acoustics.22,23 We calculate the absorbed power
in the Au films with thin-film-on-substrate optics calcula-
tions24,25 and confirm these calculations with near normal
(<5!) reflectivity measurements of the pump and probe
beams. Our measurements and calculations agree to within
5%.

Example TDTR data taken on a 20 nm Au film on a Si
substrate using two different incident pump laser powers
(corresponding to the listed calculated absorbed laser fluen-
ces) are plotted in Fig. 1. We use the procedure that we have
outlined previously to determine the rate of electron relaxa-
tion.26 Since our probe beam energy is well below the inter-
band transition threshold of Au (Ref. 1) and our maximum
electron temperatures do not excite d-band electrons,15 we
use a Drude-based thermoreflectivity model in our analy-
sis.27,28 We do not expect a substantial change in conduction
band number density due to interband transitions induced by
the pump pulse.29,30

In order to properly convert the measured change in
reflectivity to the change in temperature, we must have

accurate knowledge of the electron-electron and electron-
phonon collisional frequencies. For metals, these frequencies
are dependent on temperature: !ee ¼ AeeT2

e and !ep ¼ BepTp.
Typically, the scattering coefficients Aee and Bep are esti-
mated from low temperature electrical resistivity data.31 This
is valid for temperatures at which the electron density of
states is relatively constant in energy space; for Au, this cor-
responds to Te # 3; 500 K.15 However, this is assumption is
not valid for metals with highly varying densities of states
around the Fermi energy. To ensure the generality of our
work, we establish a procedure to directly measure the scat-
tering coefficients from TDTR data that can be applied to
any metallic system. This is described below with our proce-
dure for measuring Geff in our samples.

Electron relaxation in our thin films is described by our
modified variation of the TTM to account for a film with
thickness less than the ballistic electron relaxation length
and a delayed electron thermalization time.17,26 Thermal
coupling between the electron and phonon systems in the Au
films is governed by Geff ; Geff is distinct from the intrinsic
rate of electron-phonon coupling in a metal, G, since G
should not be affected by electron-electron or electron-
interface scattering.15 However, the measured response in a
film is a convolution of all of these relaxation mechanisms.

Before fitting the TTM to our TDTR data to determine
Geff , we must relate the measured change in reflectivity to
the change in electron temperature due to the laser pulse. To
do so, we require knowledge of thermoreflectance model
parameters Aee and Bep. We replace Geff in the TTM with32

Geff ¼
p2mev2

s ne

6
Aee Te þ Tpð Þ þ Bepð Þ; (1)

where me is the free electron mass, vs is the Debye speed of
sound, and ne is the free electron number density. With Aee

and Bep as free parameters, we fit the TTM to low-fluence
TDTR data and find Aee ¼ 1:5' 107 K(2 s(1 and Bep

¼ 1:3' 1011 K(1 s(1, which are in excellent agreement with
literature values.2,33 We caution that this approach may not
necessarily be valid when electron scattering mechanisms
with different temperature dependencies are prominent.
As we expect these coefficients to be constant in Au for
Te # 3; 500 K (the onset of d-band transitions and a change
in free electron density in gold), we use these best-fit scatter-
ing coefficients as constants throughout the remainder of our
analysis. This approach should be valid to determine !ee and
!ep for any metal given relatively small perturbations of the
electron temperature (i.e., Te ( Tp # Tp), offering a robust
method to measure electron scattering frequencies.

Using our values of Aee and Bep, we fit the TTM to our
TDTR data by normalizing the peak electron temperature to
the peak in our data and adjusting Geff . We fit the data before
the peak by accounting for a delay in thermalization of the
electron system.26 In agreement with the previous data on
electron thermalization time in Au,26,34–38 we find thermal-
ization time of the excited electrons in our experiments is
between 800 fs to 1.1 ps. This implies that the electron
system is nearly fully thermalized during electron-phonon
relaxation, as discussed by Guo et al.14 We find that for all
fluences and samples, only minor adjustments to Aee and Bep

FIG. 1. TDTR data on 20 nm Au/Si samples at two different fluences (circles
and squares) and corresponding fits using the thermoreflectance model and
TTM described in the text. At low fluences (blue circles and line) and corre-
spondingly low electron temperatures, the best fit model results in Geff that
is in good agreement with the previous measurements (Refs. 9 and 26). At
high fluences (red squares and line) which results in larger temperature dif-
ferences between the electrons and phonons, the best fit model results in an
increase in Geff . Assuming the TTM parameters are constant with tempera-
ture, the model agreement with the data is poor at high fluences (dashed
line).
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We study the electron and phonon thermal coupling mechanisms at interfaces between gold films
with and without Ti adhesion layers on various substrates via pump-probe time-domain thermore-
flectance. The coupling between the electronic and the vibrational states is increased by more than a
factor of five with the inclusion of an !3 nm Ti adhesion layer between the Au film and the non-
metal substrate. Furthermore, we show an increase in the rate of relaxation of the electron system
with increasing electron and lattice temperatures induced by the laser power and attribute this to
enhanced electron-electron scattering, a transport channel that becomes more pronounced with
increased electron temperatures. The inclusion of the Ti layer also results in a linear dependence of
the electron-phonon relaxation rate with temperature, which we attribute to the coupling of electrons
at and near the Ti/substrate interface. This enhanced electron-phonon coupling due to electron-
interface scattering is shown to have negligible influence on the Kapitza conductances between the
Au/Ti and the substrates at longer time scales when the electrons and phonons in the metal have
equilibrated. These results suggest that only during highly nonequilibrium conditions between the
electrons and phonons (Te" Tp) does electron-phonon scattering at an interface contribute to ther-
mal boundary conductance. VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4914867]

I. INTRODUCTION

Nonequilibrium dynamics within and between the elec-
tronic and vibrational states in solids govern a variety of phe-
nomena in materials physics. For example, the weak
coupling between these two states is known to limit thermal
transport in various metals, such as Au and Cu.1–3 The volu-
metric transfer of energy between these two energetic states
is defined by the electron-phonon (e-p) coupling factor. This
energy relaxation mechanism between the fundamental
energy carriers has been studied for quantum dots,4 nano-
rods5 and more notably for homogenous metal films, which
has been extensively studied through theoretical and experi-
mental approaches.3,6–14 Laser pulses with sub-picosecond
resolution have been used to track the non-equilibrium ther-
mal relaxation mechanisms of the metal films through tradi-
tional pump-probe techniques.8,10,13,15,16 However, the
fundamental scattering processes driving this energy trans-
port are still unclear. For example, at elevated laser fluences,
grain boundaries, lattice defects, and interfaces could play a
significant role in the relaxation of the electron gas in the
metal. In addition, we have recently shown that electron-
electron (e-e) scattering can enhance the effective rate of e-p
relaxation when the electrons are highly out of equilibrium
with the surrounding lattice.17

The purpose of our current study is to investigate the
electron energy transfer processes occurring at and near the
film-substrate interfaces, and how these processes affect

thermal transport at different time scales after short pulsed
laser heating. Immediately after excitation with an ultrashort
laser pulse, the electron gas in a metal can be heated to several
thousand degrees above the lattice temperature due to the
large differences in their specific heats. Pump-probe thermore-
flectance measurements allow the capability to examine the
Fermi relaxation dynamics, e-p relaxation as well as phonon-
phonon thermalization processes by relating the change in
reflectivity of the sample surface to various rate-relaxation
models. For example, the e-p coupling factor, G, for a thin Au
film on a dielectric substrate can be determined by fitting
the initial rise and the fast transient decay of the TDTR signal
in the first few picoseconds (as shown in Fig. 1) to the
two-temperature model (TTM).18 The e-p nonequilibrium
dynamics also governs the generation and propagation of
acoustic-phonon pulses19,20 through the homogeneous thin
film that is characterized by the oscillatory TDTR signal in
the 10–100 ps time regime of Fig. 1. The longer pump-probe
delay times of up to several nanoseconds are generally fitted
by heat conduction model to back out thermal properties such
as the thermal conductivities of the film and the substrate and
the thermal boundary conductance (TBC).21–23 In this work,
we will analyze the different time scales represented in Fig. 1
for a series of Au films on various substrates. Specifically,
we study the influence of interfacial properties on the rate of
e-p equilibration and the effect of this initial relaxation pro-
cess on the heat transport at different time scales in these
nanosystems.

Typically, heat transport across metal/non-metal interfa-
ces is found to be dominated by phonon-phonon scatteringa)Electronic mail: phopkins@virginia.edu
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electrons in the sample, according to the thin film optics
approach explained in Refs. 48 and 49. We take precaution
to make sure that the absorbed fluence does not increase the
conduction band number density due to d-band excitations.
This is because the Drude-based thermoreflectance model
only takes into account the change in reflectivity due to intra-
band transitions.50 The probe energy is well below the inter-
band transition threshold for Au (2.4 eV) supporting our use
of the aforementioned intraband thermoreflectance model.
Even at the maximum absorbed laser fluence, we estimate
that the conduction band number density will only be per-
turbed by <2%.51 Note that the effective electron tempera-
tures in our predictions from the modified TTM do not
exceed 3000 K. Above this temperature, the conduction band
number density is changed due to d-band transitions that
cause a change in the chemical potential and occupied den-
sity of states, rendering the thermoreflectance model ineffec-
tive.44,52 The thermoreflectance model requires the proper
knowledge of the e-e and e-p collisional frequencies, which
are !ee ¼ AeeT2

e and !ep¼BepTp, respectively.50 In Ref. 17,
we have shown a method by which the scattering coefficients
can be calculated for any metallic nanosystem given rela-
tively small perturbations of the electron temperature.

We analyze the magnitude of the thermoreflectance sig-
nal using the values of Aee and Bep determined for Au/Ti/Si,
Au/Ti/Al2O3, and Au/Ti/SiO2 systems. The thermoreflectance
model is fit to the experimental data by normalizing the peak
electron temperature to the peak in the reflectance signal while
iterating Geff until the minimum error between the model and
the data are produced. Figure 2 compares the TDTR data and
TTM fits for a 20.0 nm Au film on a fused silica substrate
(red square) and a 15.7 nm Au/2.8 nm Ti on fused silica sub-
strate (blue circle). The fast transient decay in the signal for
Au/Ti/fused silica shows that the inclusion of the Ti adhesion
layer significantly decreases the electron relaxation time and
causes an increase in the measured Geff values.

III. RESULTS AND DISCUSSION

A. Ballistic transport and electron scattering at the
interface

Figure 3 shows the measured values of Geff as a function
of total temperature of the electronic and vibrational states
in Au films with Ti adhesion layers on three substrates
(sapphire, silicon and fused silica). We define total tempera-
ture as the sum of the maximum lattice and electron tempera-
tures predicted via our TTM analysis. Due to the relatively
lower thermal effusivities of the fused silica and sapphire
substrates compared to that of silicon, there is an additional
temperature rise in the metal which we refer to as DC heat-
ing, DTDC. This temperature rise of the metal bi-layers can
be estimated through the expression,53

DTDC ¼
1" Rð Þ _q

k 2px2
0 þ 2px2

1

! "1=2
: (2)

Here _q is the incident laser power, R is the reflectivity, k is
the thermal conductivity of the substrate, and x0 and x1 are
pump and probe radii, respectively. Not accounting for this
DC heating results in an under prediction of the rate of e-p
relaxation.17

For comparison, Fig. 3 also plots the Geff values for
samples without the Ti layer. The agreement between the
measured Geff for these samples suggests that the mecha-
nisms driving e-p relaxation are intrinsic to Au films and in-
dependent of the Si and fused silica substrates along with the
interfacial region between the Au and the substrate.
However, with the inclusion of the thin Ti layer, the depend-
ency of Geff on the substrate becomes prominent and the Geff

increases by as much as five fold in the electron temperature

FIG. 2. TDTR data on Au/fused silica (red square) and Au/Ti/fused silica
(blue circle) samples at room temperature and corresponding best fits using
the modified TTM with a nonlinear thermoreflectance model.17 The data are
normalized by the maximum magnitude of the signal from the lock-in
amplifier.

FIG. 3. Geff as a function of maximum effective electron temperature plus
maximum phonon temperature from DC laser heating for Au/Ti/fused silica
(blue circle), Au/Ti/Si (red square), and Au/Ti/sapphire (black triangle). For
comparison, we have also plotted Geff values for Au/Si and Au/fused silica.
The hollow symbols represent data for Au films with a thickness of 40 nm
with Ti adhesion layer on different substrates. After accounting for DTDC in
Tmax

p (due to local heating of the Au lattice), TTM fits to the Au/fused silica
data results in similar temperature trends between the determined Geff for
Au/fused silica and Au/Si systems. However, we observed a much larger
enhancement in Geff for systems with the inclusion of the Ti layer.
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Effects of electron scattering at metal-nonmetal interfaces
on electron-phonon equilibration in gold films

Patrick E. Hopkins,a! Jared L. Kassebaum, and Pamela M. Norris
Department of Mechanical and Aerospace Engineering, University of Virginia, P.O. Box 400746,
Charlottesville, Virginia 22904-4746, USA

!Received 8 October 2008; accepted 8 December 2008; published online 26 January 2009"

Electron scattering at interfaces between metals and dielectrics is a major concern in thermal
boundary conductance studies. This aspect of energy transfer has been extensively studied and
modeled on long time scales when the electrons and phonons are in equilibrium in the metal film.
However, there are conflicting results concerning electron-interface scattering and energy transfer in
the event of an electron-phonon nonequilibrium, specifically, how this mode of energy transfer
affects the electron cooling during electron-phonon nonequilibration. Transient thermoreflectance
!TTR" experiments utilizing ultrashort pulsed laser systems can resolve this electron-phonon
nonequilibrium, and the thermophysical property relating rate of equilibration to electron-phonon
scattering events G can be quantified. In this work, G in Au films of varying thicknesses are
measured with the TTR technique. At large fluences !which result in high electron temperatures", the
measured G is much larger than predicted from traditional models. This increase in G increases as
the film thickness decreases and shows a substrate dependency, with larger values of G measured on
more conductive substrates. The data suggest that in a highly nonequilibrium system, there could be
some thermal energy lost to the underlying substrate, which can affect G. © 2009 American
Institute of Physics. #DOI: 10.1063/1.3068476$

I. INTRODUCTION

The occurrence of electron-phonon nonequilibrium in
metal films is an important consideration in many nanoappli-
cations. For example, a greater understanding of electron-
phonon scattering and subsequent energy transport has made
it possible for microelectronic engineers to develop field ef-
fect transistors that achieve high radio-frequency !rf" power
levels in microwave radar and communications transmitter
applications.1 However, with these high rf power levels come
extremely large thermal fluxes !!1 kW cm−2" that can in-
hibit sufficient power dissipation away from active/heat gen-
eration regions causing self-heating, increased operation
temperatures, and thermal cycling that degrade device gain
and efficiency.2 With the continued size reduction and in-
creased operation frequencies envisioned in these devices,
heat dissipation is becoming a growing challenge due to
large resistances from electron-phonon coupling.1,3,4 An
added challenge is dealing with the thermal resistance from
the electron-phonon nonequilibrium at the active layer/
substrate interface. This electron-phonon nonequilibrium is
also critical in, for example, advancement of ablation and
laser machining of materials,5–7 understanding spin dynamics
in magnetic materials,8–12 and further development of ul-
trashort pulsed laser systems.13,14

The thermal relaxation between the electron and phonon
systems is efficiently observed with ultrashort pulsed laser
techniques.15 Electron-phonon nonequilibrium resulting from
pulsed laser heating can be divided into three characteristic

time intervals.16,17 Consider an ultrashort laser pulse that is
incident on the surface of a solid. The earliest of the time
intervals, the length of which is termed as the relaxation time
"ee, is typically of 10–100 fs for metals.18 This time repre-
sents the time it takes for the excited electrons to relax into a
Fermi distribution through electron-electron !e-e" collisions.
These e-e collisions dominate electron-phonon !e-p" colli-
sions during this time interval. Ballistic transport of the elec-
trons also occurs during this time and the depth to which the
electrons ballistically travel is significantly larger than the
optical penetration depth in s- and p-band metals.16,19 Once
equilibrium is achieved within the electron system, the
higher temperature electrons transmit energy to the lattice
through e-p scattering processes as the electrons conduct en-
ergy deeper into the film away from the thermally excited
region.20,21 The e-p interactions eventually lead to the two
subsystems reaching an equilibrium temperature within a
time determined by the specific heats of the systems and the
electron-phonon coupling factor.15 This electron-phonon re-
laxation time "ep is typically on the order of 1 ps for metals
and is inversely related to the electron-phonon coupling fac-
tor G,22 which is typically on the order of
1016–1017 W m−3 K−1 for metals.16 Once e-p equilibrium is
achieved, thermal transport is accurately described by the
Fourier law as the thermal energy is transmitted deeper into
the film at a rate proportional to the thermal conductivity of
the material.

Electron-phonon relaxation at metal-nonmetal surfaces
has been examined by several groups, mainly in imbedded-
metal-nanoparticle geometries, with conflicting results.23 For
example, Arbouet et al.24 found that electron-phonon relax-
ation time decreased !i.e., electron-phonon power transfer,

a"Present address: Engineering Sciences Center, Sandia National Laborato-
ries, P.O. Box 5800, Albuquerque, NM 87185-0346. Electronic mail:
pehopki@sandia.gov.
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metal and couple their energy directly to the 
non-metal as opposed to losing energy to the 
metallic lattice.  This mechanism of interfacial 
thermal transport of highly excited electrons 
has not been extensively studied, and its effect 
on material modification in high-power short-
pulse laser processing is unknown.  Until the 
recent work by the PI, it was assumed, for 
most metal/non-metal interfaces, that the 
electrons and phonons must equilibrate in the 
metal before energy is transferred over to the 
non-metal via phonon-phonon interactions;11,57 
these mechanisms of coupling are depicted in 
Fig. 1 as pathway A and B.  This completely 
ignores this novel mechanism of 
nonequilibrium electron-interface scattering 
resulting in phonon emission in the substrate, 
which was experimentally and theoretically investigated by the PI19,20,47,58,59 and recently also 
demonstrated by Guo et al.60 This electron interfacial pathway is depicted by pathway C in Fig. 1.   

This confinement of thermal energy due to interfaces and resulting interfacial conductance between thin 
films can result in varying degrees of localization of laser-deposited energy and corresponding material 
modification. For example, a sub-surface melting and resolidification of Au-Cu and Ag-Cu layered 
systems leading to modification of interfacial structure was predicted in recent atomistic simulations.61,62 
Clearly, an understanding of high-power short-pulsed interactions with nanosystems, surfaces, and 
interfaces is of utmost importance to elucidate the fundamental physics driving material processing 
phenomenon with short-pulses.  Furthermore, with proper knowledge of the effect that interfaces have on 
energy transport in the electronically excited states, the control over energy confinement and resulting 
material modification can be realized for films, multi-layers and nanostructured targets. 

Therefore, the objective of the proposed research program is to explore the effect of ultrafast 
excitations and interfacial conditions of thin films materials to a state of strong electron-phonon 
nonequilibrium on the evolution of the deposited energy and structural transformations driving 
material processing and manipulation with high-power pulsed lasers.  Through an in-depth 
experimental effort, this project will study short-pulsed laser interactions with thin films and layered 
systems under ambient and high-pressure environments. Different target geometries and microstructures 
will be used to investigate the role of the interfacial properties on electron-phonon equilibration and 
energy confinement in complex multiphase and multicomponent targets. Physical insights into the 
material behavior under conditions of strong electronic excitation will provide guidance in the selection of 
irradiation conditions (pulse width, peak intensity, and repetition rate) targeted at expanding the 
capabilities of laser material processing and enabling new laser-driven applications. 

 
2. General overview of proposed research program 

The inadequate physical understanding of the processes that control the temporal and spatial energy 
confinement in short-pulsed laser interactions with materials inhibits the advancement of laser processing 
applications. Therefore, the overarching goal of the proposed work is investigate electronic excitation 
parameters and the material response to high-power, short-pulsed laser excitation at different spatial and 
temporal scales.  In particular, this project will investigate the combined effects of 1) temporal width 
of the laser pulse, 2) pulse energy, 3) laser repetition rate, and 4) sample geometry on short-pulsed 
laser processing of nanostructured materials in an effort to control the level of electron excitation 
and resulting energy density and confinement based on laser and interfacial parameters.  The focus 
of the proposed study is on the parameters that affect carrier scattering and energy density redistribution 

 
Figure 1. Schematic (left) and resistor network (right) 
depicting the pathways of thermal transport at a 
metal/non-metal interface. 
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Influence of interfacial properties on thermal transport at gold:silicon
contacts

J. C. Duda,1,a) C.-Y. P. Yang,2 B. M. Foley,1 R. Cheaito,1 D. L. Medlin,2 R. E. Jones,2

and P. E. Hopkins1,b)

1Department of Mechanical and Aerospace Engineering, University of Virginia, Charlottesville,
Virginia 22904, USA
2Sandia National Laboratories, Livermore, California 94550, USA

(Received 24 December 2012; accepted 11 February 2013; published online 26 February 2013)

We measure the Kapitza conductances at Au:Si contacts from 100 to 296 K via time-domain
thermoreflectance. Contacts are fabricated by evaporating Au films onto Si substrates. Prior to
Au deposition, the Si substrates receive pretreatments in order to modify interfacial properties,
i.e., bonding and structural disorder. Through the inclusion of a Ti adhesion layer and the
removal of the native oxide, Kapitza conductance can be enhanced by a factor of four at 296 K.
Furthermore, interfacial roughness is found to have a negligible effect, which we attribute to the
already low conductances of poorly bonded Au:Si contacts. VC 2013 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4793431]

Solid-solid contacts will dictate the overall thermal per-
formance of a given device when its characteristic lengths
approach the mean-free-paths of the pertinent thermal car-
riers due to the fact that these interfaces provide additional
sites for carrier scattering.1,2 In semiconductor technologies,
thermal transport is often mediated by phonons. While many
early attempts to quantify the phonon mean-free-path relied
heavily on the gray approximation (where a single value is
assumed regardless of phonon frequency or wavevector), it
has recently become commonplace to consider the entire
spectrum of mean-free-paths in a given material.3–5 For
example, it has been shown that the mean-free-paths of pho-
nons contributing to thermal transport in Si can span from a
few Ångstr€oms to upwards of several microns.6,7 This range
of scales overlaps with that of the architectures typical of
Si-based nanostructures and devices, thereby indicating that
interfaces can be a primary source of thermal resistance in
such systems.

While Au:Si contacts remain ubiquitous in modern elec-
tronics, thermal characterization remains limited. Tas et al.8

employed picosecond acoustics to study the influence of
interfacial bonding at Au:Si contacts via ion implantation,
effectively identifying how interface non-idealities, e.g., the
presence of impurities or weak bonding, can affect low fre-
quency phonon transmission. In that work, they found that
ion implantation led to higher transmission coefficients,
which they attributed to interfacial stiffening. Stevens et al.9

measured the room temperature Kapitza conductance at an
interface between a thin Au film and Si substrate to be
71 MW m!2 K!1 via pump-probe optical thermometry,
although no details about interfacial properties were pro-
vided. However, this missing information is critical, as inter-
facial structure10–15 and bonding16–21 can have a marked
effect on thermal transport. For example, Oh et al.22 meas-
ured the thermal conductance at junctions between transfer-
printed and sputtered Au films and hydrogen-terminated Si

where conductances were 43 and 119 MW m!2 K!1 at room
temperature, respectively. This threefold difference in con-
ductance between the two interfaces comprised of the same
materials illustrates how dramatically interfacial properties
can affect thermal transport.

In this letter, we report low-frequency coherent phonon
transmissivities, T, and Kapitza conductances, hK, at Au:Si
contacts from 100 to 296 K as measured via time-domain ther-
moreflectance (TDTR). A series of Au:Si contacts were fabri-
cated by evaporating thin Au films onto Si substrates. Prior to
Au deposition, the Si substrates received pretreatments in
order to modify interfacial properties, i.e., structure and bond-
ing. Changes in structure were achieved through etching to
control both interfacial roughness and the presence of an ox-
ide layer, while changes in bonding were achieved through
the inclusion of a Ti adhesion layer. The influence of interfa-
cial roughness was found to have a significant effect on low-
frequency ("80 GHz) coherent phonon transmission, but a
much smaller and non-monotonic effect on Kapitza conduct-
ance. The addition of a Ti adhesion layer and the removal of
the native oxide layer separately resulted in nearly twofold
increases in Kapitza conductance at 296 K. The data indicate
that poor adhesion between film and substrate (absence of a Ti
adhesion layer) or structural and compositional disorder (pres-
ence of a native a:SiO2 layer) drastically reduce the tempera-
ture dependence of Kapitza conductance, indicating that
interfacial non-idealities impede anharmonic phonon-phonon
interactions that would otherwise contribute to interfacial ther-
mal transport. Finally, these data suggest that the properties of
the interface can have an equivalent, if not greater, influence
on Kapitza conductance than the inherent vibrational mis-
match between the materials comprising the interface.

To begin, prime-grade, boron-doped h100i silicon wafers
were cleaved and sequentially cleaned with methanol, ace-
tone, isopropanol, and deionized water. Between each succes-
sive clean, the samples were dried with nitrogen. After
cleaning, samples were treated with a 5:1 buffered oxide etch
(BOE) for 30 s to remove the native oxide, rinsed in deionized
water, and dried again with nitrogen. Several samples (B, C,

a)Electronic mail: duda@virginia.edu.
b)Electronic mail: phopkins@virginia.edu.
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Experimental Investigation of Size Effects on the Thermal Conductivity
of Silicon-Germanium Alloy Thin Films
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We experimentally investigate the role of size effects and boundary scattering on the thermal

conductivity of silicon-germanium alloys. The thermal conductivities of a series of epitaxially grown

Si1!xGex thin films with varying thicknesses and compositions were measured with time-domain

thermoreflectance. The resulting conductivities are found to be 3 to 5 times less than bulk values and

vary strongly with film thickness. By examining these measured thermal conductivities in the context of a

previously established model, it is shown that long wavelength phonons, known to be the dominant heat

carriers in alloy films, are strongly scattered by the film boundaries, thereby inducing the observed

reductions in heat transport. These results are then generalized to silicon-germanium systems of various

thicknesses and compositions; we find that the thermal conductivities of Si1!xGex superlattices are

ultimately limited by finite size effects and sample size rather than periodicity or alloying. This

demonstrates the strong influence of sample size in alloyed nanosystems. Therefore, if a comparison is

to be made between the thermal conductivities of superlattices and alloys, the total sample thicknesses of

each must be considered.

DOI: 10.1103/PhysRevLett.109.195901 PACS numbers: 65.40.!b, 63.22.!m, 63.50.Gh, 68.37.!d

Silicon-germanium structures continue to be the focus
of tremendous investment due to their widespread integra-
tion in thermoelectric power generation, optoelectronic
devices, and high-mobility transistors. For example, bulk
Si1!xGex is an established high temperature thermoelectric
material demonstrating a figure of merit, ZT, approaching
unity at " 1100 K [1]. Moreover, there has been much
interest in engineering silicon-germanium systems for
high ZT thermoelectrics by the manipulation of thermal
properties via interface scattering effects. For these rea-
sons, the thermal properties of Si1!xGex systems have been
studied extensively in a variety of material forms including
superlattices of different period lengths [2–6], alloy-based
superlattices [7,8], superlattice nanowires [9], doped
Si1!xGex superlattices and bulk alloys [5,10,11], and nano-
structured bulk alloys [12]. These investigations have been
accompanied with theoretical studies that have elucidated
the underlying nature of phonon transport in these systems
[10,13–16]. Most previous works allude to the fact that
Si1!xGex-based superlattice structures exhibit thermal
conductivities lower than the so-called alloy limit. These
superlattices are often compared to SiGe alloy samples of
much larger thicknesses. This neglects the potential size
effects associated with the finite sample thicknesses of
alloys and total sample thickness of superlattices, a fact
that is often overlooked due to the assumption of strong
phonon scattering at alloy sites. Here, in contrast, we show
that these size effects associated with total sample size

must be considered in the analysis and comparison of
alloys and superlattices.
This idea is reinforced by recent computational and

theoretical investigations into thermal conductivity of
nanostructured Si1!xGex systems. For example, when
implementing nonequilibrium molecular dynamics simu-
lations, Landry and McGaughey [17] found that the calcu-
lated values of thermal conductivity of a Si0:5Ge0:5 alloy
were strongly dependent on the size of the simulation cell
(more so than in a homogeneous Si domain [18]). Also via
nonequilibrium molecular dynamics, Chen, Zhang, and Li
[19] found that the thermal conductivities of Stillinger-
Weber–type Si1!xGex nanowires were substantially below
those values obtained by Skye and Schelling [20], where
the Green-Kubo approach was used to predict the thermal
conductivities of bulk Si1!xGex alloys. Finally, Garg et al.
[21] used density functional perturbation theory to study the
spectral dependence of thermal conductivity in Si1!xGex
alloys and found that more than half of the heat-carrying
phonons had mean-free paths greater than 1 !m.
Whereas copious effort has been invested in quantifying

the thermal conductivity of more complex nanostructured
Si1!xGex systems (i.e., superlattices, nanowires, etc.),
there are far fewer reports that focused on experimentally
investigating Si1!xGex thin-film alloy thermal transport
[2,6,7,22,23]. In response, we measure the thermal con-
ductivity of thin-film Si1!xGex alloys with thicknesses
ranging from 39 to 427 nm along with different alloy
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Figure 3 | Structural and microstructural characterization of superlattice samples from both series. a,b, High-resolution, short angular-range ✓–2✓ XRD
scan of a (STO)6/(CTO)6 superlattice centred on the NGO 220 substrate peak (a) and (STO)74/(BTO)1 superlattice peaks centred on the STO 002
substrate peak (b). Both the superlattice peaks and the thickness fringes suggest the high degree of interface abruptness in the samples.
c, A high-resolution reciprocal space map of the (STO)2/(CTO)2 superlattice centred on the NGO 332 substrate peak. The map clearly shows that the
superlattice film is coherently strained to the substrate. The colour scale bar indicates intensity in arbitrary units (log scale). d, Surface topography of a
200 nm (STO)2/(CTO)2 thick superlattice film on a STO (001) substrate. The image clearly shows the presence of smooth step edges with unit-cell
height. e,f, High-angle annular dark-field (HAADF) STEM images of (STO)2/(CTO)2 (e) and STEM-EELS image (dimensions 35 nm⇥3.6 nm) of a
(STO)30/(BTO)1 superlattice (f) revealing the presence of atomically sharp interfaces with minimal intermixing in the samples studied. A schematic of the
crystal structures is shown on the right in f. Chemical formulae of the component materials of the superlattice are colour-coded to match the false-colour
of the atomic-resolution STEM-EELS image on the left (Sr, orange; Ba, purple; Ti, green).

In conclusion, we have provided the first unambiguous
evidence for the crossover of phonon scattering from particle-
like (incoherent) to wave-like (coherent) processes in high-
quality, epitaxial perovskite oxide superlattices. The results are
in agreement with several theoretical predictions, and are much

stronger evidence for coherent phonon transport than the often-
reported ballistic transport experiments7–9. We have also shown
sufficient evidence to eliminate extraneous or spurious effects,
which could have alternatively explained the observed thermal
conductivity minimum in these superlattices. Our work opens up
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Crossover from incoherent to coherent phonon
scattering in epitaxial oxide superlattices
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Elementary particles such as electrons1,2 or photons3,4 are
frequent subjects of wave-nature-driven investigations, unlike
collective excitations such as phonons. The demonstration of
wave–particle crossover, in terms of macroscopic properties,
is crucial to the understanding and application of the wave
behaviour of matter. We present an unambiguous demon-
stration of the theoretically predicted crossover from diffuse
(particle-like) to specular (wave-like) phonon scattering in
epitaxial oxide superlattices, manifested by a minimum in
lattice thermal conductivity as a function of interface density.
Wedo so by synthesizing superlattices of electrically insulating
perovskite oxides and systematically varying the interface
density, with unit-cell precision, using two different epitaxial-
growth techniques. These observations open up opportuni-
ties for studies on the wave nature of phonons, particularly
phonon interference effects, using oxide superlattices asmodel
systems, with extensive applications in thermoelectrics and
thermal management.

Macroscopic coherent transport of particles in materials takes
advantage of their wave rather than their particle nature. Such
phenomena are the consequence of the quantum-mechanical
nature of particles such as electrons, photons and phonons.
Despite widespread and versatile demonstrations of coherent wave
transport of electrons1,2 and photons3,4, demonstrations of coherent
wave transport of phonons have been limited to spectroscopic
experiments5,6. Typical experiments on the wave nature of phonons
have focused on the generation and detection of short-lived,
largely monochromatic optical and acoustic phonons using laser
pump–probe techniques5 and superconducting tunnel junctions6,
or, alternatively, the ballistic wave nature of phonons at length scales
comparable to their wavelength7–9. Despite these advancements in
accessing coherent phonons using spectroscopic techniques, owing
to the short coherence length of phonons, demonstration of wave
effects onmacroscopic thermal transport quantities has been elusive
so far. The presence of defects, interfaces, surface imperfections,
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anharmonicity and mode conversions can lead to decoherence of
phonons, making the unambiguous observation of wave behaviour
extremely challenging.

Superlattices10,11 are the ideal model systems for the realization
and understanding of coherent phonon effects on macroscopic
thermal properties, particularly the wave–particle crossover. Ther-
mal transport in superlattices has been the subject of several
experimental10–17 and theoretical investigations18–23. One of the
important and long-standing predictions regarding thermal trans-
port across superlattices (that is, along the layering axis) is the
existence of aminimum in thermal conductivity as a function of the
interface density, an indication of the crossover from particle-like
to wave-like transport of phonons18. So far, conventional semi-
conductors such as silicon/germanium or GaAs/AlAs have been
employed as model systems in pursuit of the experimental obser-
vation of the thermal conductivity minimum, owing to decades
of perfecting their growth by molecular-beam epitaxy (MBE).
These efforts have been largely fruitless owing to the presence
of electronic charge carriers11,14 and/or imperfect interfaces or
defects such as dislocations12,13,16,17. The most promising system,
GaAs/AlAs, has not shown a clear minimum in thermal conduc-
tivity as a function of interface density that would highlight the
wave–particle crossover24.

There are a couple of materials parameters, which can guide us
in selecting an ideal superlattice for the thermal conductivity mini-
mum. The maximum in bulk thermal conductivity as a function of
temperature signifies the temperature at which the Umklapp scat-
tering becomes dominant and occurs at⇠100K for SrTiO3 (ref. 25)
and ⇠30–50K for silicon26 and GaAs (ref. 27). Another parameter
that could be relevant is the phonon coherence length23. The
calculated coherence length for longitudinal and transverse modes
is⇠2 nmand 1 nm forGaAs (ref. 23) and⇠4.5 and 3 nm for SrTiO3,
respectively (more information on the calculations is available in
the Supplementary Information). Thus, the longer phonon coher-
ence length and favourable Umklapp peak suggest that perovskite
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Figure 2 |Measured thermal conductivity values for (STO)m/(CTO)n
superlattices as a function of interface density at different temperatures.
The minimum in thermal conductivity becomes deeper at lower
temperatures and the interface density at which the minimum occurs
moves to smaller values at lower temperatures as expected. The solid lines
are guides to the eye. The shift of the minimum is shown using dashed lines
projected onto the x axis for different temperatures.

We note that equivalent (STO)/(CTO) superlattice films on
NGO (NdGaO3) substrates tend to have slightly higher thermal
conductivity than those on STO or LSAT substrates. All are of
identical thickness, so this cannot be attributed to the thickness-
dependent effect noted previously7. The observation also cannot
be attributed to the differing symmetry of the orthorhombic
NGO versus the cubic symmetry of STO and LSAT. NGO is a
slightly distorted perovskite, and a NGO (110) surface presents
a square surface mesh to within 0.3% by bond distance, and
within 0.002% by symmetry. Therefore, symmetry or octahedral
distortion differences due to different substrates can be ruled out
as a dominant contributing factor (although such distortions of
CTO or BTO may occur in the superlattices themselves, especially
the longer-period ones). The difference in the lattice parameter of
NGO (110) and LSAT (001) surfaces as compared with STO (001)
is �1.1% (average of �0.9 and �1.3%) and �0.9%, respectively,
and so strain could play a subtle and systematic role in varying the
thermal conductivity of superlattices grown on different substrates.
We have seen minor hints of a possible misfit effect on thermal
conductivity, and this is the subject of ongoing efforts. The origin
of this systematic difference in thermal conductivity between
superlattices on different substrates could be due to a combination
of the above-discussed effects. Last, we note that, although only
short-period (STO)/(CTO) superlattices on LSAT substrates were
synthesized and measured, these data are taken in the important
(coherent) regime. The incoherent regime is known to exhibit a
classical trend of thermal conductivity with decreasing interface
density, trending in the limit towards a thermal conductivity that is
an average of the two components, STO and CTO.

Figure 2 shows the thermal conductivity of (STO)m/(CTO)n
superlattices at 307, 142 and 84K for a range of interface densities.
There are two clear trends observable in this plot. First, the depth of
the minimum increases with decreasing temperature, and second,
the interface density at the minimum shifts to lower values at
lower temperatures. Both of these trends are consistent with the
zone-foldedmini-band formation description18,19. The temperature
window in which the minimum can be observed is limited. If the
temperature is too high, Umklapp processes will dominate and limit

the observation of such coherent behaviour; at too low temperatures
the high-frequency phonon modes may not be populated or may
carry insufficient heat to show a very pronounced minimum. The
observation of a minimum over a temperature range with a clear
trend further corroborates our conclusion of the observation of
coherent wave scattering phenomena at high interface densities
in these superlattices.

Structural and microstructural characterizations of superlattice
samples are shown in Fig. 3. The results establish the crystalline
perfection of the bulk, interfaces, and layering of the superlattices.
Figure 3a shows a high-resolution, short-angular-range ✓–2✓ X-
ray diffraction (XRD) scan of a (STO)6/(CTO)6 superlattice
centred on the substrate 220 peak. The data clearly show the
002 Bragg peak roughly corresponding to a 50:50 STO/CTO
alloy with a single order of superlattice fringes, labelled SL(±1).
Figure 3b similarly shows a ✓–2✓ XRD scan, in this case of a
(STO)74/(BTO)1 superlattice, collected over a 2✓ angular range
of 40�–52.5�. The plot shows a strong peak from the substrate,
and many orders of superlattice reflections, indicating the high
degree of long-range order of the superlattice itself. Evaluating
the strain relaxation and the rocking curves of the films also
aids in assessing the low occurrence of line defects such as misfit
dislocations. Qualitative evidence for this high degree of crystalline
perfection is shown in Fig. 3c, in terms of a reciprocal space map
of the (STO)2/(CTO)2 superlattice. The map clearly shows that
the in-plane lattice parameter of the film matches well with the
substrate (similar reciprocal-space maps for superlattices about
the minimum are given in the Supplementary Information) and
hence is coherently strained with the substrate. As there is little
or no strain relaxation, we can rule out the formation of a
significant density of misfit dislocations, which would have affected
thermal transport. Moreover, the full-width at half-maximum
(FWHM) values for the rocking curves of the (STO)6/(CTO)6
superlattice 002 peaks and substrate 002 peaks were 0.028� and
0.018�, respectively. Similarly, the FWHM for the rocking curves
of the substrates and (STO)m/(BTO)n superlattices averaged 0.018�

and 0.023�, respectively, with film texture commensurate with
substrate in each case. A narrow FWHM (typically limited by the
broadening due to crystalline domains and threading dislocations
from the substrate) for a film, which is comparable to the
substrate, is a further indication of the lack of misfit dislocations
and other line defects.

The presence of thickness fringes (Pendellösung fringes)
surrounding the central Bragg peak in Fig. 3a attests to the
surface smoothness of the film. The smoothness of the surface
of the (STO)m/(CTO)n superlattices was evaluated by atomic
force microscopy, as shown in Fig. 3d, revealing that the film
surface remains smooth with unit-cell terraces even after growing
a 200-nm-thick film (further discussions can be found in the
Supplementary Information). Results of transmission electron
microscopy (TEM) characterization of both films are shown in
Fig. 3e,f for (STO)m/(CTO)n and (STO)m/(BTO)n superlattices, re-
spectively. Figure 3e shows cross-sectional scanning TEM (STEM)
analysis of a (STO)2/(CTO)2 superlattice. The image clearly shows
that the interfaces obtained by the laser MBE growth technique
are extremely sharp with little or no inter-diffusion of species
across the interfaces. Figure 3f shows a cross-sectional STEM
electron energy loss spectroscopy (STEM-EELS) map of the Ti
and Ba atoms in a (STO)30/(BTO)1 superlattice using Ti–L2,3
edges (green) and Ba–M4,5 edges (purple), along with a schematic
of the crystal structure. This documents the atomically sharp
interfaces that are created in the oxide superlattices by MBE. In
summary, these characterizations clearly establish the high quality
of the superlattice samples. (Further structural analysis on both the
(STO)m/(CTO)n and (STO)m/(BTO)n superlattices can be found
in the Supplementary Information.)
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Coherent Phonon Heat Conduction
in Superlattices
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The control of heat conduction through the manipulation of phonons as coherent waves in solids
is of fundamental interest and could also be exploited in applications, but coherent heat
conduction has not been experimentally confirmed. We report the experimental observation of
coherent heat conduction through the use of finite-thickness superlattices with varying numbers of
periods. The measured thermal conductivity increased linearly with increasing total superlattice
thickness over a temperature range from 30 to 150 kelvin, which is consistent with a coherent
phonon heat conduction process. First-principles and Green’s function–based simulations further
support this coherent transport model. Accessing the coherent heat conduction regime opens a new
venue for phonon engineering for an array of applications.

Heat conduction usually occurs by a ran-
dom walk of thermal energy carriers
such as phonons, electrons, or mole-

cules. During the last two decades, size effects
on phonon heat conduction that lead to a de-
viation from this random walk behavior have
drawn considerable attention (1). Most exper-
imental observations of phonon size effects can
be explained by invoking the Casimir picture,
wherein phonons travel ballistically or quasi-
ballistically through the internal region of the
specimen and scatter at interfaces and bound-
aries (2). Such classical size effects are impor-
tant for a wide range of applications including

thermoelectric energy conversion and micro-
electronic thermal management.

In this classical size regime, the phase infor-
mation carried by phonons is lost through the
diffuse scattering of phonons at boundaries and
by internal scattering processes. However, it should
be possible to control the conduction of heat by
manipulating phonon waves through, for exam-
ple, stop-band formation in periodic structures (3),
soliton waves (4), and phonon localization (5).
Suchmanipulations require that heat-carrying pho-
nons maintain their phase information through-
out the heat conduction process. Coherent phonons
in superlattices (SLs) have been observed with

Raman and acoustic reflection and transmission
experiments, but these experiments probe a sin-
gle frequency (6–8), rather than the integrated
distribution associated with heat transfer. Thus,
a conclusive demonstration of coherent phonon
heat conduction remains an open challenge.

The term “coherent” has different meanings
in different fields. Typically, it is used to charac-
terize the source of a nearly monochromatic wave
and implies a measurable phase relationship for
a given time interval during wave propagation.
Although this definition applies to a monochro-
matic wave, it does not apply to heat conduction,
which involves all the thermally excited phonons
in a structure. To clarify the meaning of coherent
heat conduction, we consider heat conduction
across the thickness of a thin film. In the Casimir
classical size effect regime, broadband phonons
thermally excited at one boundary traverse the
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Fig. 1. (A) Cross-sectional TEM image of the 3-period (pd) SL. (Inset) HRTEM
image of one of the interfaces. Measured thermal conductivity of GaAs/AlAs
SLs as a function of (B) number of periods in the SL for different temperatures
and (C) temperature for different SL thicknesses. If the interfaces in the SLs

destroy the phonon coherence, the measured thermal conductivity is expected
to be independent of the number of periods. Below 150 K, the linearity of the
thermal conductivity versus length suggests that phonon heat conduction in
these SLs is coherent.
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The control of heat conduction through the manipulation of phonons as coherent waves in solids
is of fundamental interest and could also be exploited in applications, but coherent heat
conduction has not been experimentally confirmed. We report the experimental observation of
coherent heat conduction through the use of finite-thickness superlattices with varying numbers of
periods. The measured thermal conductivity increased linearly with increasing total superlattice
thickness over a temperature range from 30 to 150 kelvin, which is consistent with a coherent
phonon heat conduction process. First-principles and Green’s function–based simulations further
support this coherent transport model. Accessing the coherent heat conduction regime opens a new
venue for phonon engineering for an array of applications.
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aries (2). Such classical size effects are impor-
tant for a wide range of applications including
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by internal scattering processes. However, it should
be possible to control the conduction of heat by
manipulating phonon waves through, for exam-
ple, stop-band formation in periodic structures (3),
soliton waves (4), and phonon localization (5).
Suchmanipulations require that heat-carrying pho-
nons maintain their phase information through-
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in superlattices (SLs) have been observed with
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experiments, but these experiments probe a sin-
gle frequency (6–8), rather than the integrated
distribution associated with heat transfer. Thus,
a conclusive demonstration of coherent phonon
heat conduction remains an open challenge.

The term “coherent” has different meanings
in different fields. Typically, it is used to charac-
terize the source of a nearly monochromatic wave
and implies a measurable phase relationship for
a given time interval during wave propagation.
Although this definition applies to a monochro-
matic wave, it does not apply to heat conduction,
which involves all the thermally excited phonons
in a structure. To clarify the meaning of coherent
heat conduction, we consider heat conduction
across the thickness of a thin film. In the Casimir
classical size effect regime, broadband phonons
thermally excited at one boundary traverse the
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Fig. 1. (A) Cross-sectional TEM image of the 3-period (pd) SL. (Inset) HRTEM
image of one of the interfaces. Measured thermal conductivity of GaAs/AlAs
SLs as a function of (B) number of periods in the SL for different temperatures
and (C) temperature for different SL thicknesses. If the interfaces in the SLs

destroy the phonon coherence, the measured thermal conductivity is expected
to be independent of the number of periods. Below 150 K, the linearity of the
thermal conductivity versus length suggests that phonon heat conduction in
these SLs is coherent.
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transform infrared (FTIR) and X-ray reectivity (XRR) data for
representative samples to evidence, respectively, the presence of
the targeted organic layers and the SL repetition. A more
detailed description of the sample preparation is found in
ref. 14.

The thermal conductivities of the samples were measured at
room temperature using the time-domain thermoreectance
(TDTR) technique. TDTR is an optical pump-probe technique
used to measure the thermal properties of materials by relating
the change in reectance at the sample surface, and related
temperature change, to thermal properties of the underlying
layers.15,16 The values for the thermal conductivities of the
samples, determined by tting of the TDTR measurement data
are presented in Table 1. A more detailed description of the
measurement technique and corresponding analyses are given
in ref. 17–19. The calibration data for the thermal conductivity
of the ZnO lm was taken from ref. 20.

The introduction of organic layers into ZnO causes a signif-
icant reduction in the thermal conductivity of the lms. Studies
on the effects of SL period thickness on thermal conductivity
have shown that increasing incoherent boundary scattering by
decreasing the period thickness leads to decreased thermal
conductivity.21 This is consistent with the decrease in thermal
conductivity we see between the thicker period (99 : 1) sample
compared to the thinner period (49 : 1) sample. Aluminum
doping also has a reducing effect on the thermal conductivity of
ZnO thin lms, as reported in a recent study.22 Compared to the
ZnO : HQ lms, the reduction in thermal conductivity from Al

doping is of the same order of magnitude. However, combining
both Al doping and introduction of HQ layers resulted in the
lowest thermal conductivity value (3.6 W m!1 K!1) within this
study, although the value is only slightly lower than that ach-
ieved with HQ layers only.

The observed reductions in the thermal conductivities of the
hybrid SL thin-lm samples are attributed to the effects of
phonon inhibition resulting from the periodic incorporation of
HQ layers within the ZnO structure. The effect is pronounced
already at relatively low numbers of HQ layers, i.e. in SL thin
lms with the 99 : 1 inorganic-to-organic ratio resulting in HQ
layers repeating every "16 nm of lm thickness; by decreasing
the SL thickness down to "8 nm for the 49 : 1 lms the thermal
conductivity was further slightly decreased. These results are in
line with a recent report on appreciably low thermal conduc-
tivity values achieved for homogeneous hybrid thin lms.23

Although those lms by Liu et al.23 achieved even larger
reductions in thermal conductivity than the ones in the present
study, they also contained much higher proportions of organic
layers. The current results demonstrate that a comparable effect
can be obtained with much lower ratios of organic layers, thus
inuencing lm properties such as crystallinity and stiffness to
a lesser extent. Indeed, the crystallinity of the (Zn,Al)O : HQ
lms was found to be high and essentially unchanged
compared to pure ZnO.14 The reductive effect from Al doping on
the thermal conductivity as conrmed for our samples is well
known and is usually attributed to the increased number of
phonon scattering sites, which leads to a lower phonon
contribution to thermal conductivity.13

The reduced thermal conductivity can be particularly useful
for thermoelectric applications, where the control of thermal
conductivity independent from the Seebeck coefficient and
electrical conductivity can greatly improve the performance of a
material. We reported the Seebeck coefficients and electrical
conductivities of the (Zn,Al)O : HQ lms in a previous study,
and little change was observed in the power factor of the hybrid
SL samples compared to ZnO.14 These results were also
conrmed for the current lms in terms of resistivity values (the
sapphire substrate is not ideal for measuring the Seebeck
coefficient in our setup). Thus, it would seem that the ten-fold
decrease in thermal conductivity observed in the current study
would bring about a greatly increased thermoelectric gure of
merit for the material. However, care should be taken when
drawing conclusions on this point, because while the TDTR
technique measures the cross-plane thermal conductivity of the
thin lms, our existing power factor measurements were made
in-plane.14 Thus, the values may not be comparable, especially
in a highly anisotropic structure such as the current layered
(Zn,Al)O : HQ thin lms. Nonetheless, the observed thermal
conductivity values represent a signicant reduction and
should prove effective in improving the thermoelectric perfor-
mance of ZnO thin lms.

We foresee that the concept of utilizing organic layers to
form a hybrid superlattice structure should be applicable to a
range of inorganic materials. The present work provides proof-
of-concept for using organic layers to provide a large reduction
in thermal conductivity via incoherent boundary scattering.

Fig. 1 The layered SL structure of the (Zn,Al)O : HQ thin films; the XRR
and FTIR data are for the ZnO : HQ compositions of 99 : 1, 49 : 1 and
8 : 1 (made for FTIR only), respectively.

Table 1 Thermal conductivity values measured for the (Zn,Al)O : HQ
thin films at room temperature

Sample k (W m!1 K!1)

ZnO 43
ZnO : HQ (99 : 1) 7.16 # 1.44
ZnO : HQ (49 : 1) 4.15 # 0.43
(Zn0.98Al0.02)O 6.68 # 1.15
(Zn0.98Al0.02)O : HQ (49 : 1) 3.56 # 0.27

This journal is © The Royal Society of Chemistry 2014 J. Mater. Chem. A, 2014, 2, 12150–12152 | 12151
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forbidden in perfect graphite and only becomes active in the
presence of disorder. The G peak stems from bond-stretching
motion of pairs of carbon atoms both in rings and chains, and
has E2g symmetry. We tted the spectral range of the D and G
peaks using a Lorentzian for the D peak and a Breit–Wigner–
Fano distribution for the G peak (inset of Fig. 2) in order to
further evaluate the carbon content in our lms. Based on the
model of Ferrari and Robertson,30 the maximally high G posi-
tion of 1602 cm!1 indicates the carbon layers in our lms to
have nanocrystalline nature. The ratio for integrated intensities
yields A(D)/A(G) z 1.7, whereas for the comparison of the peak
heights a value I(D)/I(G) z 0.7 is obtained. Supposing that the
comparison of the areas A(D)/A(G) gives appropriate informa-
tion, the picture with nanocrystalline graphite is supported.
However, as a sign of a degree of amorphousness and disorder,
the D peak is found markedly broader in comparison to the G
peak. As for amorphous carbon the information on the less
distorted rings should be better reected in the height of the D
peak, rather than in its area, I(D)/I(G) comparison could be
justied. According to ref. 30, the value I(D)/I(G) z 0.7 should
anyhow coexist with a notably lower G position value than
1602 cm!1 – a consideration that leaves us with an ambiguity. In
the end, in accordance with ref. 32, the carbon layers in our
annealed superlattice thin lms are probably best described as
a mixture of nanocrystalline graphite and amorphous carbon,
as crystallinity is seen in the high G position value and amor-
phous character in the broadening of the D peak.

The present inorganic–organic interfaces enable a marked
suppression of heat transport in the present inorganic–organic
superlattices, as was veried by means of the TDTR technique.
In Fig. 3, we show the results for cross-plane thermal conduc-
tivities k determined from the TDTR data for both the as-

deposited superlattice thin lms with molecular aromatic
carbon layers and the annealed superlattice lms with graphitic
carbon layers. The annealed TiO2 lm has k of 6.78 " 0.40 W
m!1 K!1, which is in good agreement with the literature value of
#6 W m!1 K!1 for anatase TiO2 thin lms.33 In comparison to
the purely inorganic TiO2 lms, graphitic carbon layers in the
[(TiO2)mCk¼1]n superlattices markedly decrease the k values
down to 3.79 " 0.30, 1.49 " 0.10 and 0.66 " 0.04 Wm!1 K!1 for
k : m ratios of 1 : 400, 1 : 40 and 1 : 4, respectively; note that the
overall decrease is as large as ten-fold and that the minimum
lies greatly below the amorphous limit for TiO2 measured here
as 1.33" 0.10Wm!1 K!1. For purely inorganic TiO2, addition of
Nb point-defects as phonon scattering centers reduces k to
3.49 " 0.30 W m!1 K!1 for the Ti0.75Nb0.25O2 lm. An incre-
mental decrease of k is seen for the [(Ti0.75Nb0.25O2)mCk¼1]n
superlattices via the introduction of the graphitic layers, as the k
value for the lm with k : m of 1 : 400 is found to be as low as
1.68 " 0.15 W m!1 K!1. The fact that the thermal conductivity
values decrease with the decreasing superlattice period indi-
cates that cross-plane thermal transport through the super-
lattices is predominately suppressed by incoherent boundary
scattering of phonons.9,10 This is valid as the heat transport here
is indeed phonon dominated, as for the [(TiO2)mCk¼1]n super-
lattices with electronic resistivity around 1 % 10!1 U m, the
Wiedemann–Franz law ke ¼ Lr!1T, where L (¼2.45 % 10!8 W U

K!2) is the Lorentz number, r the electronic resistivity and T the
temperature, yields negligible contribution for electrons of ke/k
z 7 % 10!3 at room temperature. The thermal conductivity of
the Nb-doped lms is phonon dominated, though, electrons do
contribute moderately: the resistivity values for the Ti0.75Nb0.25O2

and the respective k : m ¼ 1 : 400 superlattice were measured to
be 2.7 % 10!3 U m and 1.2 % 10!3 U m that yield ratios ke/k z
0.08 and ke/k z 0.36, hence conrming the fact that the reduc-
tion in thermal conductivity is due to the increased phonon
scattering. Note that the present [(Ti1!xNbxO2)mCk¼1]n super-
lattice structures are stable at high temperatures of at least
600 &C – a fact that makes these structures particularly inter-
esting for high-temperature applications.

The thermal conductivity values for the as-deposited super-
lattices show a similar decreasing trend with decreasing
superlattice period to that observed for the annealed ones.
Overall, the k values for the [(TiO2)m(Ti–O–C6H4–O–)k¼1]n lms
are slightly lower than those for the [(TiO2)mCk¼1]n lms, which
can most likely be ascribed to improved crystallinity upon the
annealing treatment, and indeed the lowest k value among the
present sample series, i.e., 0.62 " 0.04 W m!1 K!1 is found for
the as-deposited [(TiO2)m(Ti–O–C6H4–O–)k¼1]n superlattice lm
with k : m of 1 : 4. The as-deposited lms have very high elec-
tronic resistance and consequently electrons do not make an
important contribution to the heat transport. The results for the
as-deposited [(TiO2)m(Ti–O–C6H4–O–)k¼1]n lms conrm the
efficient suppression of thermal conductivity we reported
previously for ZnO analogues of the present superlattices, and is
in line with the results for the Zn-based hybrid from DEZ and
HQ or ethylene glycol precursors of the type, k : m ¼ 1 : 1 or
m ¼ 0, with the present notation.22,23 Note that, the present
results demonstrate that in the ALD/MLD superlattices thermal

Fig. 3 Thermal conductivity values plotted against the superlattice
period for the as deposited [(TiO2)m(Ti–O–C6H4–O–)k¼1]n films with
the k : m ratio of 1 : 400,1 : 40 and 1 : 4 (in blue) and the same films
after annealing in Ar/H2 gas at 600 &C (in red), and also for the annealed
[(Ti0.75Nb0.25O2)mCk¼1]n films with k : m ¼ 1 : 400 (in green). Note that
in each case the value at the superlattice period of 102 nm is for the
corresponding purely inorganic film with k ¼ 0.

11530 | J. Mater. Chem. A, 2015, 3, 11527–11532 This journal is © The Royal Society of Chemistry 2015
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Ultra-low thermal conductivity in TiO2:C
superlattices

Janne-Petteri Niemelä,a Ashutosh Giri,b Patrick E. Hopkinsb and Maarit Karppinen*a

TiO2:C superlattices are fabricated from atomic/molecular layer deposited (ALD/MLD) inorganic–organic

[(TiO2)m(Ti–O–C6H4–O–)k¼1]n thin films via a post-deposition annealing treatment that converts the as-

deposited monomolecular organic layers into sub-nanometer-thick graphitic interface layers confined

within the TiO2 matrix. The internal graphitic layers act as effective phonon-scattering boundaries that

bring about a ten-fold reduction in the thermal conductivity of the films with a decreasing superlattice

period down to an ultra-low value of 0.66 " 0.04 W m#1 K#1 – a finding that makes inorganic-C

superlattices fabricated by the present method promising structures for e.g. high-temperature thermal

barriers and thermoelectric applications.

Introduction
Materials with ultra-low thermal conductivity are needed, e.g.,
for thermal-barrier and thermoelectric applications; the latter
application calls for novel heavily doped semiconductors able to
combine thermal insulation with high electronic conductivity
and thermopower. General pathways to suppress thermal
transport in fully dense solid materials exploit the introduction
of structural disorder in the form of, e.g., point defects, alloying
components, amorphous phases, grain boundaries or material
interfaces. Both experiments and theory have shown that the
introduction of material interfaces is particularly well harnessed
in various superlattice and multilayer thin-lm materials where
the interfaces between alternating layers of dissimilar materials
act as phonon-scattering boundaries: not only may thermal
conductivity be suppressed by an order of magnitude across the
lm plane1,2 but a signicant drop may also be seen in the in-
plane direction.3,4 Furthermore, careful balancing between order
and disorder in multilayers may enable achieving ultra-low
thermal conductivities comparable to or even lower than those
of amorphous or porous materials, as evidenced by the results
for, e.g., W/Al2O3 nanolaminates ($0.6 W m#1 K#1) and layered
WSe2 crystals ($0.05 W m#1 K#1).5–7

For small-period superlattices, the dominance of the
phonon-boundary scattering at the internal interfaces over the
scattering by the bulk of the constituent materials enables the
control of thermal conductivity through careful adjustment of
the superlattice period;8 efficient suppression is achieved for
incoherent phonons by decreasing the period, until potentially,

phonon coherence may yield an upturn for periods similar to
(and smaller than) a phonon mean free path.9,10 However, the
control over thermal conductivity in layered materials is not
limited to simple size effects, as in particular for inorganic–
organic materials, the drastic mismatch of the vibrational
properties and the control over the bond strength over the
internal interfaces may allow for further suppression of phonon
transport.11,12 Regarding inorganic–organic materials, the use of
organic layers of appropriate thicknesses could also allow for
the exploitation of phonon ltering realized due to interference
effects within the organic layer.13 In particular, a further degree
of freedom to material design is brought about by the fact that
the use of carbon in the fabrication of inorganic–organic
interfaces is not limited to molecular organic layers, as inter-
estingly also van-der-Waals bonded graphene interlayers have
been demonstrated to have a lowering effect on thermal
boundary conductance.14,15

An intriguing route for mixing inorganic materials and
organic materials with highly dissimilar properties in a
controlled manner is to employ atomic layer deposition (ALD)
and molecular layer deposition (MLD) techniques in combina-
tion (ALD/MLD).16 Besides simple homogeneous hybrid thin-
lm materials, such a combinatorial approach enables one to
fabricate inorganic–organic superlattices with atomic/molec-
ular monolayer precision via self-limiting surface reactions.17–19

The self-limited lm growth moreover allows for conformal
coating of nanostructures, the key requirement for many future
applications.20,21 Recently, notably low thermal conductivity
values were realized for ZnO-based ALD/MLD-fabricated
hybrid structures obtained via incorporation of molecular
organic layers; this observation has attracted great interest
in thermal properties of ALD/MLD hybrid thin lms – in
particular for low-temperature thermal-barrier and thermo-
electric applications.22,23
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period down to an ultra-low value of 0.66 " 0.04 W m#1 K#1 – a finding that makes inorganic-C

superlattices fabricated by the present method promising structures for e.g. high-temperature thermal

barriers and thermoelectric applications.

Introduction
Materials with ultra-low thermal conductivity are needed, e.g.,
for thermal-barrier and thermoelectric applications; the latter
application calls for novel heavily doped semiconductors able to
combine thermal insulation with high electronic conductivity
and thermopower. General pathways to suppress thermal
transport in fully dense solid materials exploit the introduction
of structural disorder in the form of, e.g., point defects, alloying
components, amorphous phases, grain boundaries or material
interfaces. Both experiments and theory have shown that the
introduction of material interfaces is particularly well harnessed
in various superlattice and multilayer thin-lm materials where
the interfaces between alternating layers of dissimilar materials
act as phonon-scattering boundaries: not only may thermal
conductivity be suppressed by an order of magnitude across the
lm plane1,2 but a signicant drop may also be seen in the in-
plane direction.3,4 Furthermore, careful balancing between order
and disorder in multilayers may enable achieving ultra-low
thermal conductivities comparable to or even lower than those
of amorphous or porous materials, as evidenced by the results
for, e.g., W/Al2O3 nanolaminates ($0.6 W m#1 K#1) and layered
WSe2 crystals ($0.05 W m#1 K#1).5–7

For small-period superlattices, the dominance of the
phonon-boundary scattering at the internal interfaces over the
scattering by the bulk of the constituent materials enables the
control of thermal conductivity through careful adjustment of
the superlattice period;8 efficient suppression is achieved for
incoherent phonons by decreasing the period, until potentially,

phonon coherence may yield an upturn for periods similar to
(and smaller than) a phonon mean free path.9,10 However, the
control over thermal conductivity in layered materials is not
limited to simple size effects, as in particular for inorganic–
organic materials, the drastic mismatch of the vibrational
properties and the control over the bond strength over the
internal interfaces may allow for further suppression of phonon
transport.11,12 Regarding inorganic–organic materials, the use of
organic layers of appropriate thicknesses could also allow for
the exploitation of phonon ltering realized due to interference
effects within the organic layer.13 In particular, a further degree
of freedom to material design is brought about by the fact that
the use of carbon in the fabrication of inorganic–organic
interfaces is not limited to molecular organic layers, as inter-
estingly also van-der-Waals bonded graphene interlayers have
been demonstrated to have a lowering effect on thermal
boundary conductance.14,15

An intriguing route for mixing inorganic materials and
organic materials with highly dissimilar properties in a
controlled manner is to employ atomic layer deposition (ALD)
and molecular layer deposition (MLD) techniques in combina-
tion (ALD/MLD).16 Besides simple homogeneous hybrid thin-
lm materials, such a combinatorial approach enables one to
fabricate inorganic–organic superlattices with atomic/molec-
ular monolayer precision via self-limiting surface reactions.17–19

The self-limited lm growth moreover allows for conformal
coating of nanostructures, the key requirement for many future
applications.20,21 Recently, notably low thermal conductivity
values were realized for ZnO-based ALD/MLD-fabricated
hybrid structures obtained via incorporation of molecular
organic layers; this observation has attracted great interest
in thermal properties of ALD/MLD hybrid thin lms – in
particular for low-temperature thermal-barrier and thermo-
electric applications.22,23
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TDTR data with an isotropic heat diffusion model that treats
the thermal conductivity of the crystals, K, and interfacial
thermal conductance between Al and the crystal, G, as fitting
parameters. KA is the value for K that produces the best-fit to
the out-of-phase temperature response, Tout. The parameter
KA for the crystal substrate is a convenient proxy for our
data: the dependence of KA on w0 catalogs how much our
measurements deviate from the predictions of Fourier theory.
Values of KA that decrease with w0 indicate that temperature
excursion is larger than the prediction of Fourier theory.1

The Al transducer thickness in our experiments, measured
via picosecond acoustics, range from 45 to 90 nm. Thinner
transducers were used for crystals with lower thermal con-
ductivity, e.g., GaSb, to ensure the majority of in-plane heat
diffusion occurs in the crystal substrate, not the transducer.

Measurements of K for eighteen elemental metals origi-
nally demonstrated TDTR’s accuracy.25 However, as sum-
marized above, multiple recent studies report that thermal
conductivities of nonmetallic crystals derived from TDTR,
and the related technique of frequency domain thermoreflec-
tance, can deviate from accepted bulk values because of
mean-free-path effects.26,27 These results raise concerns
regarding the robustness of TDTR measurements. Therefore,
we recognized the need for systematic experiments examin-
ing the ability of TDTR to accurately measure a wide range
of K for nonmetallic crystals. Our measurements with
w0¼ 12 lm confirm that TDTR is a robust tool for meas-
uring K of nonmetallic single crystals, see Fig. 1.

TDTR measurements on diamond, SiC, GaP, Ge, GaAs,
MgO, and GaSb with varied laser spot-size, 0.7 lm<w0

< 12 lm, allow us to examine whether significant differences
exist between phonon mean-free-path distributions of different
crystals because the difference between KAðw0 # 12 lmÞ and
KAðw0 # 1 lmÞ depends on the spectral distribution of the
crystal’s thermal conductivity.1,15,28 Assuming an isotropic
dispersion relation, i.e., xðqÞ ¼ xðjqjÞ, the spectral distribu-
tion of the thermal conductivity is

k xð Þdx ¼ 1

3
c xð Þv2 xð Þs xð Þdx; (1)

where

c xð Þ ¼ !hx
@n x; Tð Þ
@T

D xð Þ; (2)

n is the Bose-Einstein occupation number, v is the group ve-
locity, D is the density of states, s is the phonon scattering
time, and x is the phonon frequency.

The frequency dependence of kðxÞ is primarily deter-
mined by the product of DðxÞv2ðxÞ and sðxÞ. For a given
phonon polarization branch, it is informative to consider sep-
arately the frequency dependence of kðxÞ for phonons near
the Brillouin-zone center, where the group velocity is
approximately constant, and phonons near the Brillouin-zone
edge, where the group velocity displays a strong frequency
dependence.

Near the Brillouin zone center, the dependence of
DðxÞv2ðxÞ on frequency is approximately quadratic. If the
frequency dependence of the phonon scattering rate for heat-
carrying phonons near the Brillouin zone center is approxi-
mated as sðxÞ / x%n, then the frequency dependence of
kðxÞ is given by hx@n=@Tx2%n. The hx@n=@T term is # kB

for !hx < kBT(equipartition) and then decreases monotoni-
cally with frequency.

For phonons nearer the Brillouin zone edge, two factors
cause kðxÞ to decrease more rapidly with increasing fre-
quency than near the zone center. First, phonon group veloc-
ities tend towards zero. Second, the increased importance of
Umklapp and isotope scattering causes sðxÞ to decrease
more rapidly with increasing frequency than that of phonons
near the zone center.19 For simplicity, in the discussion
below we neglect the difference in frequency dependence
that kðxÞ possesses near the zone center and zone edge.
However, we include effects from isotope scattering and
reduced group velocities in our modelling.

Assuming the frequency dependence of kðxÞ is well
approximated by hx@n=@Tx2%n, if n # 2, the thermal con-
ductivity is spectrally flat, i.e., all phonons carry a compara-
ble amount of heat. A spectrally flat thermal conductivity
corresponds to a thermal conductivity accumulation function
that spans approximately two orders of magnitude, e.g.,
50 nm to 4 lm in Si.1,28 Alternatively, if n < 2, the spectrum
is weighted towards higher frequency phonons and the accu-
mulation function is narrower than two-orders of magnitude
and shifted towards shorter mean-free-paths than if n ¼ 2. If
n > 2, the spectrum is weighted towards lower frequency
phonons and the thermal conductivity accumulation is
broader than two-orders of magnitude and shifted towards
longer mean-free-path phonons than if n ¼ 2.

In a prior work, we showed that, together with a ballis-
tic/diffusive model for thermal transport, a phenomenologi-
cal expression for the phonon relaxation time of the form,

1

sx
¼ Bxn þ ci

DM

M

! "2
pV

6
x2DBVK xð Þ; (3)

is consistent with the thermal response observed in TDTR
measurements of Si with micron laser spot-sizes.1 The first

FIG. 1. TDTR derived thermal conductivity of nonmetallic single crystals
compared to literature values. In all cases, the measured thermal conductiv-
ity agrees with the literature value to within the experimental uncertainty of
7%.
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III. TDTR MEASUREMENTS OF THERMAL
BOUNDARY CONDUCTANCE

Experimental measurements of the phonon transmission
coefficient driving thermal boundary conductance at non-
cryogenic temperatures do not exist [80], and insight into
the fundamental assumptions and processes of ζ1→2 at ele-
vated temperatures would greatly advance phonon interfacial
physics and heat transfer. In the work that follows, we extract
the thermal boundary conductance accumulation and phonon
transmissivity from experimental measurements of hK across
metal/native oxide/silicon and metal/sapphire interfaces. By
varying the metal while keeping the substrate otherwise
identical, we change the “phonon flux” term, which changes
the maximum frequency in the metal and the accessible
modes in the substrate that couple to the metal phonons. With
relation to Fig. 1, by changing the metal film, we incrementally
increase the phonon frequency on the accumulation curve [i.e.,
the metal film systematically changes the maximum value of
ωα in Eq. (6)]. This approach yields direct insight into the
mechanisms of phonon transmissivity into the substrate, as we
describe in the remainder of this work.

We design a series of experiments to investigate ζ1→2(ωα)
via measurements related to the thermal boundary conductance
accumulation function. Without having to make any assump-
tions about how the phonons scatter at the interface, hK is
directly related to both the phonon transmission coefficient
and the temperature derivative of the phonon flux in side
1. To a first approximation (i.e., no extreme temperature
gradients) [36,81,82], in a homogeneous material, ∂q1(ω)/∂T
is easily calculated from knowledge of the phonon dispersion
relations. With this, a consistent set of measurements can probe
ζ1→2(ωα), the interplay between phonon flux and transmission
contributions to thermal boundary conductance, and the
accumulation of phonon thermal boundary conductance.

Our experimental approach is based around measurements
of hK on a series of metal films on (001)-oriented silicon
substrates with a native oxide layer; in this case, q1 is well
defined by the phonon dispersion and well-known lattice heat
capacities in the metal, while ζ1→2(ωα) is contained in our
measurements by comparing to calculations of ∂q1(ω)/∂T . We
use consistent cleaning procedures on our substrates (alcohol
and oxygen plasma clean) to ensure similar surface conditions
upon metal evaporation. Various metal films were sputtered
or evaporated at both Sandia National Laboratories and the
University of Virginia, where several of each type were re-
peated at each institution to ensure consistency in our reported
data. Several previous works have measured hK across a
select few metal/native oxide/silicon interfaces [62,64,83–86].
We report on measurements with nearly identical silicon
surfaces to avoid effects due to contamination and surface
roughness [4,85,87–89].

We measured the thermal boundary conductance using
time-domain thermoreflectance (TDTR), which is well suited
to measure hK [4,90–92]. In our experiments, we use a
modulation frequency of 8.81 MHz and a pump and probe 1/e2

radii of 35 and 12 µm, respectively. To minimize uncertainty,
we measure the metal film thickness with a combination
of profilometry, white light interferometry, atomic force
microscopy, and, when possible, picosecond acoustics [93].
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FIG. 3. (Color online) (a) Thermal conductivity of the silicon
substrates coated with various metal films measured with TDTR.
The dotted lines represent the range of accepted values for thermal
conductivity of bulk silicon [67,68,94–97]. (b) Thermal boundary
conductance across the metal/native oxide/Si interfaces as a function
of metal Debye temperature. The data reported in this work are
shown as filled symbols while previously reported results are depicted
as open symbols (Bi and Pb: Ref. [86]; Au, Pt, Al, and Cr:
Ref. [62]; Al/(001) and Al/(111): Ref. [83]; Al: Ref. [84]). The
thermal boundary conductance data are tabulated in the Supplemental
Material [72].

We fit widely used thermal models derived for TDTR to our
experimental data using both hK and the substrate thermal
conductivity as free parameters [90,91]. As a calibration of our
measurements, we report the best-fit silicon thermal conduc-
tivity as a function of the metal film Debye temperature [98]
in Fig. 3(a). Regardless of metal film, we measure the thermal
conductivity of silicon within the uncertainty of the range of
literature values for bulk silicon [67,68,94–97]. This not only
gives further confidence to our reported values, but also shows
that TDTR is a suitable experimental technique to measure
the thermal conductivity of bulk Si. We caution that we used
large pump and probe spot sizes to avoid radial spreading
effects [58], and in spite of operating at a relatively high
modulation frequency for TDTR [54,56], we were able to
accurately measure the thermal conductivity of the silicon
substrates. Relatively large spot sizes must be employed if
attempting to accurately measure the thermal conductivity
of a bulk substrate, especially substrates with relatively high
thermal effusivities, as pointed out in a recent work by Wilson
and Cahill [99].

The thermal boundary conductances across the metal/native
oxide/Si interfaces as a function of metal Debye temperature
are shown in Fig. 3(b). For the most part, our data and
trends with metal Debye temperatures agree well with the
previously reported values (open symbols) [62,83–86]. We will
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III. TDTR MEASUREMENTS OF THERMAL
BOUNDARY CONDUCTANCE

Experimental measurements of the phonon transmission
coefficient driving thermal boundary conductance at non-
cryogenic temperatures do not exist [80], and insight into
the fundamental assumptions and processes of ζ1→2 at ele-
vated temperatures would greatly advance phonon interfacial
physics and heat transfer. In the work that follows, we extract
the thermal boundary conductance accumulation and phonon
transmissivity from experimental measurements of hK across
metal/native oxide/silicon and metal/sapphire interfaces. By
varying the metal while keeping the substrate otherwise
identical, we change the “phonon flux” term, which changes
the maximum frequency in the metal and the accessible
modes in the substrate that couple to the metal phonons. With
relation to Fig. 1, by changing the metal film, we incrementally
increase the phonon frequency on the accumulation curve [i.e.,
the metal film systematically changes the maximum value of
ωα in Eq. (6)]. This approach yields direct insight into the
mechanisms of phonon transmissivity into the substrate, as we
describe in the remainder of this work.

We design a series of experiments to investigate ζ1→2(ωα)
via measurements related to the thermal boundary conductance
accumulation function. Without having to make any assump-
tions about how the phonons scatter at the interface, hK is
directly related to both the phonon transmission coefficient
and the temperature derivative of the phonon flux in side
1. To a first approximation (i.e., no extreme temperature
gradients) [36,81,82], in a homogeneous material, ∂q1(ω)/∂T
is easily calculated from knowledge of the phonon dispersion
relations. With this, a consistent set of measurements can probe
ζ1→2(ωα), the interplay between phonon flux and transmission
contributions to thermal boundary conductance, and the
accumulation of phonon thermal boundary conductance.

Our experimental approach is based around measurements
of hK on a series of metal films on (001)-oriented silicon
substrates with a native oxide layer; in this case, q1 is well
defined by the phonon dispersion and well-known lattice heat
capacities in the metal, while ζ1→2(ωα) is contained in our
measurements by comparing to calculations of ∂q1(ω)/∂T . We
use consistent cleaning procedures on our substrates (alcohol
and oxygen plasma clean) to ensure similar surface conditions
upon metal evaporation. Various metal films were sputtered
or evaporated at both Sandia National Laboratories and the
University of Virginia, where several of each type were re-
peated at each institution to ensure consistency in our reported
data. Several previous works have measured hK across a
select few metal/native oxide/silicon interfaces [62,64,83–86].
We report on measurements with nearly identical silicon
surfaces to avoid effects due to contamination and surface
roughness [4,85,87–89].

We measured the thermal boundary conductance using
time-domain thermoreflectance (TDTR), which is well suited
to measure hK [4,90–92]. In our experiments, we use a
modulation frequency of 8.81 MHz and a pump and probe 1/e2

radii of 35 and 12 µm, respectively. To minimize uncertainty,
we measure the metal film thickness with a combination
of profilometry, white light interferometry, atomic force
microscopy, and, when possible, picosecond acoustics [93].
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FIG. 3. (Color online) (a) Thermal conductivity of the silicon
substrates coated with various metal films measured with TDTR.
The dotted lines represent the range of accepted values for thermal
conductivity of bulk silicon [67,68,94–97]. (b) Thermal boundary
conductance across the metal/native oxide/Si interfaces as a function
of metal Debye temperature. The data reported in this work are
shown as filled symbols while previously reported results are depicted
as open symbols (Bi and Pb: Ref. [86]; Au, Pt, Al, and Cr:
Ref. [62]; Al/(001) and Al/(111): Ref. [83]; Al: Ref. [84]). The
thermal boundary conductance data are tabulated in the Supplemental
Material [72].

We fit widely used thermal models derived for TDTR to our
experimental data using both hK and the substrate thermal
conductivity as free parameters [90,91]. As a calibration of our
measurements, we report the best-fit silicon thermal conduc-
tivity as a function of the metal film Debye temperature [98]
in Fig. 3(a). Regardless of metal film, we measure the thermal
conductivity of silicon within the uncertainty of the range of
literature values for bulk silicon [67,68,94–97]. This not only
gives further confidence to our reported values, but also shows
that TDTR is a suitable experimental technique to measure
the thermal conductivity of bulk Si. We caution that we used
large pump and probe spot sizes to avoid radial spreading
effects [58], and in spite of operating at a relatively high
modulation frequency for TDTR [54,56], we were able to
accurately measure the thermal conductivity of the silicon
substrates. Relatively large spot sizes must be employed if
attempting to accurately measure the thermal conductivity
of a bulk substrate, especially substrates with relatively high
thermal effusivities, as pointed out in a recent work by Wilson
and Cahill [99].

The thermal boundary conductances across the metal/native
oxide/Si interfaces as a function of metal Debye temperature
are shown in Fig. 3(b). For the most part, our data and
trends with metal Debye temperatures agree well with the
previously reported values (open symbols) [62,83–86]. We will
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ABSTRACT: The high mobility exhibited by both supported
and suspended graphene, as well as its large in-plane thermal
conductivity, has generated much excitement across a variety of
applications. As exciting as these properties are, one of the
principal issues inhibiting the development of graphene
technologies pertains to difficulties in engineering high-quality
metal contacts on graphene. As device dimensions decrease, the
thermal and electrical resistance at the metal/graphene interface
plays a dominant role in degrading overall performance. Here
we demonstrate the use of a low energy, electron-beam plasma
to functionalize graphene with oxygen, fluorine, and nitrogen
groups, as a method to tune the thermal and electrical transport
properties across gold-single layer graphene (Au/SLG)
interfaces. We find that while oxygen and nitrogen groups improve the thermal boundary conductance (hK) at the interface,
their presence impairs electrical transport leading to increased contact resistance (ρC). Conversely, functionalization with fluorine
has no impact on hK, yet ρC decreases with increasing coverage densities. These findings indicate exciting possibilities using
plasma-based chemical functionalization to tailor the thermal and electrical transport properties of metal/2D material contacts.
KEYWORDS: Graphene, contacts, functionalization, thermal boundary conductance, contact resistivity

The remarkable electrical1−3 and thermal4−6 properties of
single-layer graphene (SLG) have had a staggering impact

on the research landscape over the past decade. Groups across
the world in engineering, basic sciences, and medicine have
characterized and attempted to exploit these enhanced
properties with the goal of revolutionizing their respective
fields. One example is the field of graphene electronics where
an incredible amount of research has focused on transistors,
sensors, and optoelectronics based on this material. While great
progress has been made toward integrating graphene into many
of these applications, there remain several practical issues that
have hindered the large-scale development of graphene
technologies and led to a migration away from this material
to other two-dimensional (2D) structures such as MoS2.
One such issue relates to difficulties associated with

engineering high-quality metal contacts on graphene.7−9 For
field effect transistors (FETs), there is a critical channel length
below which the metal/graphene interface is the dominant
resistance in the device, thereby limiting the on-current of the
transistor.7,9 In order to scale-down graphene FETs for high
device-densities, further minimization of the contact resistivity
(ρC) is required. While a great deal of work has been carried

out in refs 8−16 to reduce ρC via the choice of metal and
processing conditions (i.e., resist removal and thermal
annealing postpatterning), it is estimated that ρC must decrease
by at least another order of magnitude before graphene FETs
with channel lengths ⩽1 μm can achieve the required
performance characteristics.7,8

Additionally, there are a multitude of device applications
related to high-power radio frequency (RF) and microwave
(MW) electronics where larger device geometries (length scales
of 1−10 μm) dictate that larger values of ρC may be acceptable.
Several groups17−20 have demonstrated graphene transistors
with cutoff frequencies greater than 10 GHz, indicating their
potential as a possible alternative to GaAs, InP, and GaN in
MW amplifiers, mixers, detectors, etc. While these results are
promising, it has also been shown that Joule heating can have a
profound effect on the saturation current and transient
performance of graphene devices, potentially limiting their
applicability for high-power applications.21−24 Because of this,
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after pump pulse heating as well as the phase shift induced from
the modulated temperature change at f , FDTR can utilize a variety
of pulsed or continuous wave (cw) lasers to monitor the phase
shift in thermoreflectance signals solely as a function of f . When
f becomes low enough, the material of interest will reach steady-
state conditions during periods of the modulation event. In this
regime, a third technique has recently emerged. “Steady-State
Thermoreflectance” (SSTR) operates like FDTR only in the low
frequency limit,59 monitoring the thermoreflectance of the surface
at increasing pump powers and inducing a Fourier-like response
in the material. Ulitmately, SSTR offers an alternative method to
measure the thermal conductivity of materials via optical
pump-probe metrologies. The characteristic pump excitations and
responses for each of these techniques are presented in Fig. 1.
We review the recent advances in SSTR in Sec. IV.

In addition to their noncontact nature, these optical metrol-
ogies are advantageous relative to many other thermometry plat-
forms in the relatively small volume and near-surface region in
which they measure. By using proper laser wavelengths to ensure
nanoscale optical penetration depths, the thermal penetration
depth (i.e., the depth beneath the surface in which these tech-
niques measure the thermal properties), δthermal, can be limited to
the focused spot size, or much less, depending on the modulation
frequency. Furthermore, given that the pump and probe spot
sizes can be readily focused to length scales on the order of micro-
meters, thermoreflectance techniques allow for spatially resolved
surface measurements of thermal properties with micrometer-
resolution and the ability to create thermal property areal “maps” or
“images.” We review the pertinent length scales of TDTR, FDTR,
and SSTR in Sec. II, followed by the advances toward areal thermal
property “mapping” in Sec. III.

The change in reflectivity of a given material is related to both
the change in temperature of the material (i.e., the thermoreflec-
tance, which is ultimately of interest for the measurements of tem-
perature changes and thermal properties) and the change in the
number density of the carriers excited by the optical perturbation.
Thus, the total photoreflectance signal change that is measured in
TDTR, FDTR, or SSTR can be expressed as the sum of these two
components,60

ΔR ¼ @R
@T

ΔT þ @R
@N

ΔN , (1)

where @R=@T is the temperature reflectance coefficient, @R=@N is
the free-carrier reflectance coefficient, and ΔT and ΔN are the
changes in temperature and free carriers from the pump excitation,
respectively. In the majority of thermoreflectance measurements
reported in the literature, samples of interest are coated with a thin
metal film transducer, in which the change in reflectivity is directly
related to the change in temperature. This comes with the advan-
tage that the optical penetration depth in metals is confined to
,20 nm over a wide range of optical wavelengths, resulting in a
“near-surface” heating event. An additional advantage of using a
metal film transducer is that the @R

@N ΔN term in Eq. (1) is much
smaller than @R

@T ΔT , except for when pump excitations induce inter-
band transitions and their contributions become comparable.
Even so, the contribution to ΔR from @R

@N ΔN lasts only for !1 ps
for most metals.61,62 This is unlike nonmetals where not only tem-
perature, but also conduction band carrier population can change
the reflectivity significantly for lifetimes much longer than a
picosecond.63–65 However, if the optical and thermal penetration
depths of the pump and probe beams are properly accounted for,

FIG. 1. Characteristic excitations and corresponding responses for (a) TDTR, (b) FDTR, and (c) SSTR techniques. In TDTR, the magnitude of the thermoreflectance is
monitored as a function of pump-probe delay time, while in FDTR, the thermally-induced phase lag between the pump and probe is monitored as a function of frequency.
In SSTR, the steady-state induced magnitude of the thermoreflectance is monitored for given changes in heat flux. Notice the increase in thermal penetration depth,
δ thermal, in SSTR resulting from the lower modulation frequencies employed as compared to TDTR and FDTR.

Journal of
Applied Physics PERSPECTIVE scitation.org/journal/jap

J. Appl. Phys. 126, 150901 (2019); doi: 10.1063/1.5120310 126, 150901-2

© Author(s) 2019

J. Appl. Phys. 126, 150092

The “flavors” of 
thermoreflectance



118

REDUCTIONS IN THE THERMAL CONDUCTIVITY OF … PHYSICAL REVIEW B 104, 134306 (2021)

FIG. 2. Measured thermal conductivity as a function of ion
dose for all as-implanted samples (a) as well as Ge2+ as-
implanted/annealed (b).

and radius upon the resultant silicon damage through SRIM
modeling of the ion/target interaction. In short, there are two
stopping mechanisms for an ion incident upon a target lattice:
electronic and nuclear stopping [38]. In the initial phases of
interaction, fast-moving ions are primarily slowed by elec-
tronic interactions with the target lattice [39,40], that is, the
electrons of the host lattice reduce the energy and momentum
of the incident ions. Electronic stopping often accounts for the
bulk of ion energy dissipation, which produces an excitation
of the host lattice electrons [39] and increases the temperature
of the material [41]. Interaction of the ion and host lattice
nuclei produces damage in the target via the formation of
displacements. If the energy imparted to a lattice atom at rest
is greater than the lattice binding energy, it will be dislodged
from its equilibrium position yielding a displacement [38].
The recoiling atom can also dislodge other atoms at rest. This
process will repeat to produce recoil cascades capable of va-
cancy formation in addition to amorphization of the material
[12,42].

Thus, we consider the role of the atomic mass and radius in
relation to nuclear energy loss mechanisms. The total energy
loss to recoil events is calculated for each ion via SRIM
simulation, shown in Fig. 3 as a function of atomic radius (a)
and mass (b). The atomic radius for an ion implanted within a
crystal is not well defined. However, for a qualitative analysis
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FIG. 3. Total energy loss to recoil events as a function of ion
radius (a) and mass (b). The dashed line in (a) shows the average
energy loss for a given atomic period, and in (b) is a linear fit to the
data, which serves as a guide to the eye.

of the role of atomic radii, we consider the radii for each ion
as calculated through minimal-basis-set self-consistent-field
(SCF) functions [43].

Several trends emerge when the energy loss to recoils is
plotted as a function of atomic radius [Fig. 3(a)]. There is a
general increase in energy loss to recoils as the atomic radius
increases; Ge2+ loses more energy to recoils than C2+, for
example. However, for the ions observed here, within a given
atomic period, there is negligible correlation of atomic radii
and energy loss to recoils. For example, P2+, which has a
radius 17% smaller than that of Al2+, produces a nominally
higher energy loss to recoils. Within a given atomic period,
the energy loss to recoils is similar, displayed by the dashed
lines in Fig. 3(a) of the average energy loss among ions in a
given atomic period.

A stronger correlation in energy loss to recoils is observed
as a function of ion mass, illustrated by the proportional
relation Fig. 3(b). Successive increases in mass produce cor-
responding increases in energy loss to recoils. A linear fit
between the parameters is shown in the figure, which serves
as a guide to the eye. Taken together, the similarity in recoil
energy loss for atoms of a given atomic period and the linear
relation with ion mass demonstrates that ion mass plays a
more influential role in producing displacement damage in the
silicon target.

Increased energy loss to recoil cascades translates to higher
dpa values. Thus, we consider the correlation between dpa and
thermal conductivity. As shown in Fig. 1(a), the magnitude of
the dpa is depth dependent. Here we consider the dpa within
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TABLE I. Summary of thermal properties for the ALD high-k dielectrics investigated in this study along with relevant sample
details.  is the intrinsic thermal conductivity of the high-k dielectric film and TBR is the total interfacial resistance across
both interfaces of the film. Note: NM = not measurable (too thin). For these films, we assume the nominal thickness value
with 5% uncertainty.

Film  (W m 1 K 1) TBR (m2 K GW 1) Density (g cm 3) Nominal thickness (nm) Thickness (XRR) (nm)

Al2O3 1.50 ± 0.09 6.92 ± 0.50 3.33 ± 0.06

1 NM
3 NM
5 4.67
10 9.39

HfO2 1.00 ± 0.06 9.03 ± 0.66 10.33 ± 0.36

1 NM
3 3.11
5 5.07
10 9.74

TiO2 2.52 ± 0.07 8.01 ± 0.71 4.1 ± 0.14
1 NM
3 NM
10 10.11

deviation in the measurement of the thickness of the aluminum transducer and thickness of the ALD
film. By applying a series resistor model that treats the total resistance as a summation of the film
and interfacial resistances,47 the intrinsic film thermal conductivity and total interfacial resistance are
then deconvolved from the effective thermal conductivity with the following expression:

eff =
i

1 +
iRtot

d

, (1)

where i is the intrinsic thermal conductivity of the film, Rtot is the total interfacial resistance (i.e.,
the total TBR across both the Al/film and film/Si interfaces), and d is the film thickness. A non-linear
least squares model fit was applied to the experimental data with i and Rtot as the fitting parameters
for each film. The intrinsic thermal conductivities and thermal boundary resistances for the films
determined via Eq. (1) are listed in Table I. The corresponding uncertainties are obtained by fitting
for these parameters at the experimental upper and lower bounds for Eff .

We find good agreement between the model and experimentally measured values for effective
thermal conductivity. The resultant intrinsic thermal conductivities of the Al2O3 films are within the
range of previous measurements of amorphous ALD-grown Al2O3.8–11 While several reports on the
thermal conductivity of HfO2 thin films exist in the literature (for a review, see Ref. 8), they range
in deposition technique and crystallinity. We are only aware of one previous work on the thermal

FIG. 1. Measured effective thermal conductivities of TiO2 (triangles), Al2O3 (circles), and HfO2 (squares) films ranging from
1 to 10 nm. A series thermal resistor model [Eq. (1)] is applied to the data for which the intrinsic thermal conductivity and
total thermal boundary resistance are the fitting parameters. The best fits are shown as the lines in the plot.
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FIG. 2. Measured thermal conductivity as a function of ion
dose for all as-implanted samples (a) as well as Ge2+ as-
implanted/annealed (b).

and radius upon the resultant silicon damage through SRIM
modeling of the ion/target interaction. In short, there are two
stopping mechanisms for an ion incident upon a target lattice:
electronic and nuclear stopping [38]. In the initial phases of
interaction, fast-moving ions are primarily slowed by elec-
tronic interactions with the target lattice [39,40], that is, the
electrons of the host lattice reduce the energy and momentum
of the incident ions. Electronic stopping often accounts for the
bulk of ion energy dissipation, which produces an excitation
of the host lattice electrons [39] and increases the temperature
of the material [41]. Interaction of the ion and host lattice
nuclei produces damage in the target via the formation of
displacements. If the energy imparted to a lattice atom at rest
is greater than the lattice binding energy, it will be dislodged
from its equilibrium position yielding a displacement [38].
The recoiling atom can also dislodge other atoms at rest. This
process will repeat to produce recoil cascades capable of va-
cancy formation in addition to amorphization of the material
[12,42].

Thus, we consider the role of the atomic mass and radius in
relation to nuclear energy loss mechanisms. The total energy
loss to recoil events is calculated for each ion via SRIM
simulation, shown in Fig. 3 as a function of atomic radius (a)
and mass (b). The atomic radius for an ion implanted within a
crystal is not well defined. However, for a qualitative analysis
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FIG. 3. Total energy loss to recoil events as a function of ion
radius (a) and mass (b). The dashed line in (a) shows the average
energy loss for a given atomic period, and in (b) is a linear fit to the
data, which serves as a guide to the eye.

of the role of atomic radii, we consider the radii for each ion
as calculated through minimal-basis-set self-consistent-field
(SCF) functions [43].

Several trends emerge when the energy loss to recoils is
plotted as a function of atomic radius [Fig. 3(a)]. There is a
general increase in energy loss to recoils as the atomic radius
increases; Ge2+ loses more energy to recoils than C2+, for
example. However, for the ions observed here, within a given
atomic period, there is negligible correlation of atomic radii
and energy loss to recoils. For example, P2+, which has a
radius 17% smaller than that of Al2+, produces a nominally
higher energy loss to recoils. Within a given atomic period,
the energy loss to recoils is similar, displayed by the dashed
lines in Fig. 3(a) of the average energy loss among ions in a
given atomic period.

A stronger correlation in energy loss to recoils is observed
as a function of ion mass, illustrated by the proportional
relation Fig. 3(b). Successive increases in mass produce cor-
responding increases in energy loss to recoils. A linear fit
between the parameters is shown in the figure, which serves
as a guide to the eye. Taken together, the similarity in recoil
energy loss for atoms of a given atomic period and the linear
relation with ion mass demonstrates that ion mass plays a
more influential role in producing displacement damage in the
silicon target.

Increased energy loss to recoil cascades translates to higher
dpa values. Thus, we consider the correlation between dpa and
thermal conductivity. As shown in Fig. 1(a), the magnitude of
the dpa is depth dependent. Here we consider the dpa within
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TABLE I. Specifications and room-temperature thermal conductivities of the GaN thin films used in this work. Details of the uncertainty
calculations are provided in the Supplemental Material [35].

Growth Film thickness Doping type Substrate/template Thermal conductivity
technique (µm) (W m−1 K−1)

MOCVD 0.25 UID n-doped HVPE 150 ± 50
0.5 GaN substrate [40] 158 ± 40

1 176 ± 30
1.9 196 ± 20
2.03 203 ± 16
2.1 195 ± 20

MBE 0.4 UID 168 ± 18
0.8 UID 167 ± 23
0.4 1018 cm−3 Mg-doped 1.8 µm Fe-doped 81 ± 14
0.8 1018 cm−3 Mg-doped GaN template [41] 72 ± 14
0.4 1019 cm−3 Mg-doped on sapphire substrate 59 ± 11
0.8 1019 cm−3 Mg-doped 55 ± 14

The silicon, carbon, and oxygen impurity concentrations
of our UID GaN films range from 1015 to 2 × 1017 cm−3. In
addition, the films have a dislocation density on the order of
∼108 cm−2 or less. At room temperature, these concentra-
tions of defects and dislocations are not expected to have a
significant effect on GaN thermal conductivity [8,14,42,43].
As a result, the thermal conductivities of the UID GaN films
are higher than other heteroepitaxially grown GaN films [36]
of equivalent thicknesses reported in the literature. Such het-
eroepitaxial GaN films can contain high concentrations of
point defects and dislocations [15,36,44]. Within uncertainty,
the thermal conductivities of our UID GaN films are in agree-
ment with the FPLD predictions of pristine GaN. The higher
mean thermal conductivities of the GaN films compared to

FIG. 2. Room-temperature thermal conductivity as a function of
film thickness for MOCVD-grown (red symbols) and MBE-grown
(blue symbols) GaN thin films of this study. For comparison, we
also include the literature reported thermal conductivities of other
homoepitaxially [6] and heteroepitaxially (GaN/sapphire [15] and
GaN/4H-SiC [36]) grown GaN films. The dashed line represents the
FPLD predictions of defect-free and single-crystalline GaN. Solid
and open symbols represent measurements taken in this work and
literature values, respectively.

the FPLD predictions indicate that scattering at the GaN/GaN
interface may not be completely diffusive as assumed in the
first-principles calculations [45,46].

When the MBE-grown GaN films are doped with 1018

and 1019 cm−3 Mg, the thermal conductivity decreases by
more than 50%. This is in alignment with the findings of
Zou et al. [8]. The concentrations of Mg dopants used in
this study are not enough to cause a large lattice strain that
can lead to significant phonon scattering [47–51]. Therefore,
the large thermal conductivity decrease provides evidence that
at room temperature, phonon-dopant scattering is dominating
the thermal resistance of the homoepitaxial Mg-doped GaN
films. Four-point probe measurements reveal that the elec-
trical resistivity of the GaN films decreases from ∼0.85 to
0.30 ! cm as the dopant concentration increases from 1018 to
1019 cm−3, respectively. However, the corresponding changes
in the thermal conductivity for the two dopant concentrations
are negligible showing the phonon-dominated nature of ther-
mal transport in GaN thin films.

In addition to TDTR, we have also used the recently
developed pump-probe technique SSTR to measure the room-
temperature thermal conductivity of several control GaN
samples as discussed in the Supplemental Material [35].
Within uncertainty, the TDTR- and SSTR-measured values
are in excellent agreement as exhibited in Table S1. Details
of our TDTR and SSTR setups, measurement procedures, and
analyses are provided in the Supplemental Material [35].

In Fig. 3, we present the TDTR-measured temperature-
dependent thermal conductivity of the 1.9 µm MOCVD-
grown UID GaN, and 0.8 µm MBE-grown UID and Mg-
doped GaN films. For the MBE-grown films, we have limited
the measurements down to 200 K, as below this temperature,
TDTR measurements become highly sensitive to the Fe-doped
GaN template. As the temperature (T ) approaches the De-
bye temperature, the thermal conductivity of a high-purity,
bulk, crystalline material can be expected to follow a 1/T m

(m = 1–1.5) trend due to the dominance of phonon-phonon
scattering [6,61–63]. As shown in Fig. 3, a 1/T 1.35 relation
fits the thermal conductivity of the 1.9 µm UID GaN (Debye
temperature ∼636 K [64]) film reasonably well from ∼200
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Observation of solid-state bidirectional thermal
conductivity switching in antiferroelectric lead
zirconate (PbZrO3)
Kiumars Aryana 1, John A. Tomko 1, Ran Gao2, Eric R. Hoglund 3, Takanori Mimura3, Sara Makarem3,
Alejandro Salanova3, Md Shafkat Bin Hoque 1, Thomas W. Pfeifer1, David H. Olson1, Jeffrey L. Braun1,
Joyeeta Nag4, John C. Read4, James M. Howe3, Elizabeth J. Opila 1,3, Lane W. Martin 2,5,
Jon F. Ihlefeld3,6✉ & Patrick E. Hopkins 1,3,7✉

Materials with tunable thermal properties enable on-demand control of temperature and heat

flow, which is an integral component in the development of solid-state refrigeration, energy

scavenging, and thermal circuits. Although gap-based and liquid-based thermal switches that

work on the basis of mechanical movements have been an effective approach to control the

flow of heat in the devices, their complex mechanisms impose considerable costs in latency,

expense, and power consumption. As a consequence, materials that have multiple solid-state

phases with distinct thermal properties are appealing for thermal management due to their

simplicity, fast switching, and compactness. Thus, an ideal thermal switch should operate

near or above room temperature, have a simple trigger mechanism, and offer a quick and

large on/off switching ratio. In this study, we experimentally demonstrate that manipulating

phonon scattering rates can switch the thermal conductivity of antiferroelectric PbZrO3

bidirectionally by −10% and +25% upon applying electrical and thermal excitation,

respectively. Our approach takes advantage of two separate phase transformations in PbZrO3

that alter the phonon scattering rate in different manners. In this study, we demonstrate that

PbZrO3 can serve as a fast (<1 second), repeatable, simple trigger, and reliable thermal

switch with a net switching ratio of nearly 38% from ~1.20 to ~1.65 W m−1 K−1.
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exist. This cubic symmetry leads to an increase in thermal
conductivity. The increase in thermal conductivity, however, is
likely smaller than we would anticipate for such a dramatic change
in crystal symmetry (i.e. an 8X reduction in unit cell volume). The
existence of local lead-ion disorder, which occurs on the length
scales of phonon wavelengths, impacts the overall achievable
thermal conductivity in the cubic phase.

This increase in thermal conductivity is related to the structural
transition to a higher symmetry crystal structure in the PZO. The
complex orthorhombic unit cell of PZO at room temperature
transforms into a cubic unit cell above the phase-transition
temperature. This transition into a simpler, higher symmetry
cubic crystal structure reduces the number of atoms (N) in the
conventional unit cell and, as a result, leads to less phonon
scattering33. We confirm the phase transition for both epitaxial
and polycrystalline films using scanning transmission electron
microscopy (STEM). The lower magnification image shown in
Fig. 4d shows the layers in the epitaxial PZO sample. High-
resolution Z-contrast images and selected-area diffraction
patterns (SADP) (Figs. 4e, f, respectively) show that the grains
are oriented with pseudo-cubic axes out-of-plane. Ordered
reflections occurring in the room temperature SADP that indicate
the presence of octahedral rotations disappear when the sample is
heated to 400 °C, as shown in Figs. 4f, g with further annotation
in Supplementary Note 2. The disappearance of the ordered
reflections confirms the AFE-to-PE phase transition. In contrast
to the AFE-to-PE phase transition observed here, our thermal
conductivity measurements on bulk commercial PZO using the
transient plane source technique show no change in thermal
conductivity above room temperature. As we show

in Supplementary Note 3, this is due to the existence of porosity,
disorder, and impurity in the bulk PZO sample.

We repeat high-temperature measurements using a focused
laser source to locally heat the PZO and measure the thermal
properties within the laser-heated region. For this experiment, we
use epitaxial 60 nm PZO and perform the experiment on the SRO
contacts. Unlike resistive stage heating where the entire sample is
raised to the temperature of interest, laser heating creates a
temperature gradient across the sample where the maximum
temperature is on the surface and in the middle of the focused
laser spot with a Gaussian intensity profile. The existence of a
temperature gradient in the heated area is closer to an actual
device configuration and allows us to capture a more realistic
change in thermal conductivity. Given that, after measuring the
thermal conductivity as a function of laser power, similar to
resistive heating, we observe a gradual increase in thermal
conductivity with laser power. This gradual increase is consistent
with the static temperature measurements where the continuously
increasing thermal conductivity with temperature was observed.

Thus far, we have demonstrated that the thermal conductivity
of PZO decreases upon exposure to an electric field and increases
upon raising the temperature to the Curie temperature. Now, we
demonstrate how these field and thermal effects can be used in
tandem to create a bidirectional thermal conductivity switch. For
this, we periodically apply electrical and optical excitation to the
60-nm-thick epitaxial PZO sample and switch the material
between low- and high-thermal conductivity states. Figure 5a, b
show the switching mechanism in real-time when the PZO is
under periodic electric field and heating, respectively. For an
electric field amplitude of 670 kV cm−1 the thermal conductivity

Fig. 4 Thermal conductivity of PZO upon phase transformation as a result of electric field and thermal stimuli. a Thermal conductivity as a function of
electric field for PZO measured at room temperature. b Thermal conductivity as a function of temperature, measured on a resistive heating stage. The
uncertainty in (a, b) is based on standard deviation across multiple scans. c Thermal conductivity as a function of laser power. The uncertainty in (c) is
calculated based on 10% variations in the transducer thickness, and the inset shows the schematic of the layers configuration studied here. d Annular
bright-filed STEM image showing the corresponding layers in the epitaxial PZO at room temperature, (e) and the high-resolution TEM showing the high
degree of order in the studied sample. Selected-area diffraction patterns of epitaxial PZO at (f) 25 °C and (g) 400 °C showing that our PZO film has
undergone a phase transition from orthorombic space group Pbam to cubic Pm!3m (see Supplementary Note 2).
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can be periodically decreased by nearly 10%. On the other hand,
upon applying optical heating using a laser with a spot size of 12
μm in diameter, the PZO thermal conductivity increases by nearly
25%. Figure 5c, d show this transition is repeatable for a number
of cycles. Although switching thermal conductivity using electric
field shows some drift from one cycle to another, we attribute this
to the existence of a small sensitivity to the film thermal
conductivity rather than inherent changes in the film due to
cycling or due to different domain structures upon each field
cycle. On the other hand, we observe a small decay in thermal
conductivity of PZO as well as reflectivity signal after multiple
switching cycles with the laser source, which is attributed to
gradual degradation in the SRO transducer due to heating cycles.
In Supplementary Note 4 we provide an estimated temperature
rise on the surface of SRO using previously developed models.

In summary, we demonstrated the thermal conductivity of
antiferroelectric PZO can be bidirectionally switched by −10%
and +25% upon application of electric field and thermal
excitation, respectively. Similar to ferroelectric materials where
the application of electric field increases the domain-wall density
and reduces the thermal conductivity, we observe that the thermal
conductivity of antiferroelectric PZO decreases upon applying
an electrical bias across the sample. Furthermore, we take
advantage of PZO’s relatively low Curie temperature (220 °C)
and, using optical heating, we induce the orthorhombic to cubic
phase transition, resulting in higher crystal symmetry and
increased thermal conductivity in PZO. According to our results,
the net thermal conductivity switching ratio that can be
obtained in PZO is around 38%.

Methods
Chemical solution deposition (CSD). Polycrystalline PbZrO3 films were prepared
by chemical solution deposition using an inverted mixing order chemistry41. The
solution comprised zirconium butoxide (80 wt.% in butanol, Sigma Aldrich), lead
(IV) acetate (Sigma Aldrich), methanol, and acetic acid. A 0.35 M solution was
used with 35 mol% excess Pb to account for loss to the substrate and atmosphere
during high-temperature annealing. The PZO film was coated on a 100 nm Pt/40
nm ZnO/300 nm SiO2/(001) Si substrate by spin casting at 4000 RPM for 30 s
followed by a pyrolysis step at 350 °C for 1 min42. After four coating and pyrolysis
steps, an additional layer of a 0.1 M PbO solution was coated onto the surface to
provide a PbO overpressure and the film was annealed at 700 °C for 10 min in a
preheated box furnace43. The final PbZrO3 film thickness was 300 nm. X-ray
diffraction was performed using a PanAlytical Empyrean diffractometer in a
Bragg–Brentano geometry with a GaliPIX detector and Cu Kα radiation, and
scanning electron microscopy was performed using a FEI Quanta 650 with a
concentric backscatter detector and an acceleration voltage of 15 kV44.

Time-domain thermoreflectance (TDTR). The thermal conductivity of the PZO
samples was measured using time-domain thermoreflectance (TDTR). The details
of the measurement technique and thermal model that relates the experimental
data to thermal properties are given elsewhere45–49. In short, and related to the
current manuscript, the output of a pulsed Ti:sapphire laser (80 MHz, 14 nm
FWHM, and 808 nm center wavelength) is split into a pump and a probe path
where the pump path is electro-optically modulated at a frequency of 8.4 MHz to
create an oscillatory heating event on the surface of the sample. The probe path is
directed to a mechanical delay stage to capture the temporal change in the ther-
moreflectivity of the sample which can be related to the changes in temperature. In
order to facilitate the detection of changes in thermoreflectivity of the surface, we
deposit 80 nm of metallic transducer on top of the sample prior to taking the
measurements. For thermal conductivity measurements at elevated temperatures,
we use (i) resistive heating with a commercial temperature control stage (Linkam
model HFS600E-PB4) and (ii) optical heating with a CW laser operating at 532 nm
wavelength. The temperature control stage enables uniformly heating the entire
sample to a known temperature, while the laser heating allows for rapid (sub-
second) temperature rise by hundreds of degrees on the sample’s surface.

Fig. 5 Real-time switching of epitaxial PZO to low and high thermal conductivity using electrical and thermal stimuli. Switching thermal conductivity of
PZO as a function of time measured at 500 ps delay time for (a) electric fields of 210, 330, 420, and 670 kV cm−1, and (b) heater laser powers of 20, 40,
and 60 mW. c, d Repeatability of switching thermal conductivity upon applying maximum electric field and laser power before damaging the sample. The
dashed lines represent the weighted average of the data points corresponding to that line. These measurements were performed at a single location on the
sample. The uncertainty is calculated based on a 10% change in transducer thickness.
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can be periodically decreased by nearly 10%. On the other hand,
upon applying optical heating using a laser with a spot size of 12
μm in diameter, the PZO thermal conductivity increases by nearly
25%. Figure 5c, d show this transition is repeatable for a number
of cycles. Although switching thermal conductivity using electric
field shows some drift from one cycle to another, we attribute this
to the existence of a small sensitivity to the film thermal
conductivity rather than inherent changes in the film due to
cycling or due to different domain structures upon each field
cycle. On the other hand, we observe a small decay in thermal
conductivity of PZO as well as reflectivity signal after multiple
switching cycles with the laser source, which is attributed to
gradual degradation in the SRO transducer due to heating cycles.
In Supplementary Note 4 we provide an estimated temperature
rise on the surface of SRO using previously developed models.

In summary, we demonstrated the thermal conductivity of
antiferroelectric PZO can be bidirectionally switched by −10%
and +25% upon application of electric field and thermal
excitation, respectively. Similar to ferroelectric materials where
the application of electric field increases the domain-wall density
and reduces the thermal conductivity, we observe that the thermal
conductivity of antiferroelectric PZO decreases upon applying
an electrical bias across the sample. Furthermore, we take
advantage of PZO’s relatively low Curie temperature (220 °C)
and, using optical heating, we induce the orthorhombic to cubic
phase transition, resulting in higher crystal symmetry and
increased thermal conductivity in PZO. According to our results,
the net thermal conductivity switching ratio that can be
obtained in PZO is around 38%.

Methods
Chemical solution deposition (CSD). Polycrystalline PbZrO3 films were prepared
by chemical solution deposition using an inverted mixing order chemistry41. The
solution comprised zirconium butoxide (80 wt.% in butanol, Sigma Aldrich), lead
(IV) acetate (Sigma Aldrich), methanol, and acetic acid. A 0.35 M solution was
used with 35 mol% excess Pb to account for loss to the substrate and atmosphere
during high-temperature annealing. The PZO film was coated on a 100 nm Pt/40
nm ZnO/300 nm SiO2/(001) Si substrate by spin casting at 4000 RPM for 30 s
followed by a pyrolysis step at 350 °C for 1 min42. After four coating and pyrolysis
steps, an additional layer of a 0.1 M PbO solution was coated onto the surface to
provide a PbO overpressure and the film was annealed at 700 °C for 10 min in a
preheated box furnace43. The final PbZrO3 film thickness was 300 nm. X-ray
diffraction was performed using a PanAlytical Empyrean diffractometer in a
Bragg–Brentano geometry with a GaliPIX detector and Cu Kα radiation, and
scanning electron microscopy was performed using a FEI Quanta 650 with a
concentric backscatter detector and an acceleration voltage of 15 kV44.

Time-domain thermoreflectance (TDTR). The thermal conductivity of the PZO
samples was measured using time-domain thermoreflectance (TDTR). The details
of the measurement technique and thermal model that relates the experimental
data to thermal properties are given elsewhere45–49. In short, and related to the
current manuscript, the output of a pulsed Ti:sapphire laser (80 MHz, 14 nm
FWHM, and 808 nm center wavelength) is split into a pump and a probe path
where the pump path is electro-optically modulated at a frequency of 8.4 MHz to
create an oscillatory heating event on the surface of the sample. The probe path is
directed to a mechanical delay stage to capture the temporal change in the ther-
moreflectivity of the sample which can be related to the changes in temperature. In
order to facilitate the detection of changes in thermoreflectivity of the surface, we
deposit 80 nm of metallic transducer on top of the sample prior to taking the
measurements. For thermal conductivity measurements at elevated temperatures,
we use (i) resistive heating with a commercial temperature control stage (Linkam
model HFS600E-PB4) and (ii) optical heating with a CW laser operating at 532 nm
wavelength. The temperature control stage enables uniformly heating the entire
sample to a known temperature, while the laser heating allows for rapid (sub-
second) temperature rise by hundreds of degrees on the sample’s surface.

Fig. 5 Real-time switching of epitaxial PZO to low and high thermal conductivity using electrical and thermal stimuli. Switching thermal conductivity of
PZO as a function of time measured at 500 ps delay time for (a) electric fields of 210, 330, 420, and 670 kV cm−1, and (b) heater laser powers of 20, 40,
and 60 mW. c, d Repeatability of switching thermal conductivity upon applying maximum electric field and laser power before damaging the sample. The
dashed lines represent the weighted average of the data points corresponding to that line. These measurements were performed at a single location on the
sample. The uncertainty is calculated based on a 10% change in transducer thickness.
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Plasma-induced surface cooling
John A. Tomko 1✉, Michael J. Johnson2, David R. Boris3, Tzvetelina B. Petrova3, Scott G. Walton 3✉ &
Patrick E. Hopkins 1,4,5✉

Plasmas are an indispensable materials engineering tool due to their unique ability to deliver a

flux of species and energy to a surface. This energy flux serves to heat the surface out of

thermal equilibrium with bulk material, thus enabling local physicochemical processes that

can be harnessed for material manipulation. However, to-date, there have been no reports on

the direct measurement of the localized, transient thermal response of a material surface

exposed to a plasma. Here, we use time-resolved optical thermometry in-situ to show that

the energy flux from a pulsed plasma serves to both heat and transiently cool the material

surface. To identify potential mechanisms for this ‘plasma cooling,’ we employ time-resolved

plasma diagnostics to correlate the photon and charged particle flux with the thermal

response of the material. The results indicate photon-stimulated desorption of adsorbates

from the surface is the most likely mechanism responsible for this plasma cooling.

https://doi.org/10.1038/s41467-022-30170-5 OPEN

1 Department of Mechanical and Aerospace Engineering, University of Virginia, Charlottesville, VA 22904, USA. 2 Syntek Technologies, Fairfax, VA 22031,
USA. 3 Plasma Physics Division, Naval Research Laboratory, Washington, DC 20375, USA. 4 Department of Materials Science and Engineering, University of
Virginia, Charlottesville, VA 22904, USA. 5 Department of Physics, University of Virginia, Charlottesville, VA 22904, USA. ✉email: jat6rs@virginia.edu;
scott.walton@nrl.navy.mil; phopkins@virginia.edu

NATURE COMMUNICATIONS | ��������(2022)�13:2623� | https://doi.org/10.1038/s41467-022-30170-5 |www.nature.com/naturecommunications 1

12
34

56
78

9
0
()
:,;

P lasmas have long been used for the synthesis1 and
manipulation2–4 of materials because of their unique ability
to deliver both energy and chemically-active species to the

surface of materials (Fig. 1)—an attribute that separates them
from other approaches to materials processing. Indeed, the energy
flux serves to drive the surfaces out of thermal equilibrium with
the bulk material, thus enabling local physicochemical processes
that can be harnessed to remove (etch) substrate material, deposit
different material, or chemically modify the surface. Aside from
intentional material modifications, understanding energy delivery
at the plasma-surface interface is critical for an array of tech-
nologies such as nuclear fusion, where plasma-facing materials
must meet complex, yet strict, requirements to avoid degradation
from the aforementioned energetic processes5. While the benefits
or detriments of energy delivery are commonly associated with an
increase in temperature, the temperature, is in fact, the net result
of the difference between energy delivered to and released from
the surface. This can be understood by considering the power
balance at the surface6,

Pin ! Pout ¼ Pheat ð1Þ

where the power delivered to (Pin) and released from (Pout) the
surface is determined by the flux of energetic particles and
radiation arriving at and leaving the surface, along with endo-
thermic and exothermic reactions occurring on the material
surface. The difference between Pin and Pout is absorbed by the
material (Pheat), with a temperature determined by the thermo-
physical properties of the material. Of course, this power balance
does not dictate that the energy delivered to the surface must
exceed that released from the surface. The complex array of
incident plasma species and chemical reactions at the surface
could, in theory, enable local temperatures to both increase or
decrease during plasma irradiation. This potential for plasma-
induced cooling, or the decrease in the temperature of a surface
during plasma irradiation, could provide avenues for structure
and device cooling, refrigeration, and temperature-controlled
material processing.

Our current understanding of energy delivery from a plasma
to a material surface and its response is guided using a variety

of ancillary plasma diagnostics7, steady-state temperature
measurements8,9, models10,11, and post-treatment ex-situ sur-
face characterization to “re-construct” energy deposition and
absorption6,12,13. More recently, in-situ materials character-
ization techniques have been developed that allow for real-time
or quasi-real-time analysis14,15. While certainly of value, none
of these approaches provide a direct measure of the response
associated with the flux of species at the surface required to
separate the localized and transient energy transport
mechanisms from the spatially and temporally averaged net
power transfer and temperature rise.

In this work, we experimentally demonstrate the ability of an
incident plasma to cool the surface of a material. This cooling is
enabled by exposing a surface to a pulsed plasma, which allows
the broad range of different energetic processes associated with
plasma exposure to be parsed in time. This cooling is then
measured through time-resolved, relative temperature changes in
the plasma-exposed material with nanosecond resolution.

Results
In our experiment, we expose a grounded 80-nm gold (Au, 3-nm
RMS roughness) film supported by a sapphire substrate to a
pulsed, atmospheric plasma jet (Fig. 1) and simultaneously
measure the reflectance of a continuous wave laser from the Au
surface at the point of contact. The entire system is exposed to the
ambient, with room temperature at a constant 20−24°C and
relative humidity of 35−45%. A simplified schematic of our
experimental configuration is shown in Supplementary Fig. 1.

For the operating conditions in this work, there are negligible
laser-plasma interactions, and the reflected beam is not affected
by any direct interactions. Rather, we rely on the strong ther-
moreflectance coefficient of Au at visible wavelengths16,17 to
directly measure the plasma-induced temperature change on the
Au surface by means of lock-in detection at the plasma jet
repetition frequency, to obtain nanosecond time resolution.
While we do not observe any changes in the static reflectivity of
the Au surface, plasma effects are further isolated by measuring
the differential reflectivity, which is the change in reflectivity of
the Au surface relative to the reflectance when no plasma is

Fig. 1 Atmospheric jet interactions with metallic surface. Left. Photograph of the atmospheric plasma jet interacting with a thin Au film on sapphire
substrate. Right. Cartoon schematic of the various species and physical processes and resulting species produced within the jet along with their respective
interactions with the metal film.
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Supplementary Figure 1. Experimental configuration used in this work. a) Experimental schematic of the

plasma jet, driving circuit, and electrical characterizations to determine the voltage and current applied to

the driven needle electrode and current delivered to the surface1. b) Experimental schematic of our plasma-

pump, optical-probe diagnostic tool. A pulsed atmospheric plasma jet bombards an Au surface, while a

continuous wave laser monitors the thermoreflectance of the Au surface to gain insight to the plasma-surface

energy transfer mechanisms.
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P lasmas have long been used for the synthesis1 and
manipulation2–4 of materials because of their unique ability
to deliver both energy and chemically-active species to the

surface of materials (Fig. 1)—an attribute that separates them
from other approaches to materials processing. Indeed, the energy
flux serves to drive the surfaces out of thermal equilibrium with
the bulk material, thus enabling local physicochemical processes
that can be harnessed to remove (etch) substrate material, deposit
different material, or chemically modify the surface. Aside from
intentional material modifications, understanding energy delivery
at the plasma-surface interface is critical for an array of tech-
nologies such as nuclear fusion, where plasma-facing materials
must meet complex, yet strict, requirements to avoid degradation
from the aforementioned energetic processes5. While the benefits
or detriments of energy delivery are commonly associated with an
increase in temperature, the temperature, is in fact, the net result
of the difference between energy delivered to and released from
the surface. This can be understood by considering the power
balance at the surface6,

Pin ! Pout ¼ Pheat ð1Þ

where the power delivered to (Pin) and released from (Pout) the
surface is determined by the flux of energetic particles and
radiation arriving at and leaving the surface, along with endo-
thermic and exothermic reactions occurring on the material
surface. The difference between Pin and Pout is absorbed by the
material (Pheat), with a temperature determined by the thermo-
physical properties of the material. Of course, this power balance
does not dictate that the energy delivered to the surface must
exceed that released from the surface. The complex array of
incident plasma species and chemical reactions at the surface
could, in theory, enable local temperatures to both increase or
decrease during plasma irradiation. This potential for plasma-
induced cooling, or the decrease in the temperature of a surface
during plasma irradiation, could provide avenues for structure
and device cooling, refrigeration, and temperature-controlled
material processing.

Our current understanding of energy delivery from a plasma
to a material surface and its response is guided using a variety

of ancillary plasma diagnostics7, steady-state temperature
measurements8,9, models10,11, and post-treatment ex-situ sur-
face characterization to “re-construct” energy deposition and
absorption6,12,13. More recently, in-situ materials character-
ization techniques have been developed that allow for real-time
or quasi-real-time analysis14,15. While certainly of value, none
of these approaches provide a direct measure of the response
associated with the flux of species at the surface required to
separate the localized and transient energy transport
mechanisms from the spatially and temporally averaged net
power transfer and temperature rise.

In this work, we experimentally demonstrate the ability of an
incident plasma to cool the surface of a material. This cooling is
enabled by exposing a surface to a pulsed plasma, which allows
the broad range of different energetic processes associated with
plasma exposure to be parsed in time. This cooling is then
measured through time-resolved, relative temperature changes in
the plasma-exposed material with nanosecond resolution.

Results
In our experiment, we expose a grounded 80-nm gold (Au, 3-nm
RMS roughness) film supported by a sapphire substrate to a
pulsed, atmospheric plasma jet (Fig. 1) and simultaneously
measure the reflectance of a continuous wave laser from the Au
surface at the point of contact. The entire system is exposed to the
ambient, with room temperature at a constant 20−24°C and
relative humidity of 35−45%. A simplified schematic of our
experimental configuration is shown in Supplementary Fig. 1.

For the operating conditions in this work, there are negligible
laser-plasma interactions, and the reflected beam is not affected
by any direct interactions. Rather, we rely on the strong ther-
moreflectance coefficient of Au at visible wavelengths16,17 to
directly measure the plasma-induced temperature change on the
Au surface by means of lock-in detection at the plasma jet
repetition frequency, to obtain nanosecond time resolution.
While we do not observe any changes in the static reflectivity of
the Au surface, plasma effects are further isolated by measuring
the differential reflectivity, which is the change in reflectivity of
the Au surface relative to the reflectance when no plasma is

Fig. 1 Atmospheric jet interactions with metallic surface. Left. Photograph of the atmospheric plasma jet interacting with a thin Au film on sapphire
substrate. Right. Cartoon schematic of the various species and physical processes and resulting species produced within the jet along with their respective
interactions with the metal film.
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is well-known that plasma jets lead to the modification of a
material surface. In fact, when the jet used in this work is oper-
ated at higher power (much greater than reported here), erosion
of the Au surface is observed. Alternatively, adsorbate desorption
could be the underlying mechanism for observed cooling. Despite
the inert nature of Au, water will adsorb on Au surfaces even
under ultra-high vacuum conditions28, albeit in a weakly bound
physisorbed state (<< 1 eV). In such a case, many species ema-
nating from the plasma jet would deliver enough energy to lib-
erate water molecules. This process is effectively plasma-induced
evaporative cooling of the surface.

The second potential mechanism is similar to the Nottingham
effect, whereby cooling results from the loss of electrons via field
emission29. In this work, electrons removed from the surface of
the gold during the neutralization of ions as they approach the
metal surface30 or via photoemission may lead to cooling.

To elucidate which of these potential mechanisms is respon-
sible for plasma-induced surface cooling, it is important to con-
sider the magnitude of temperature reduction upon cooling. To
gain insight into this, we note that during the observed cooling,
the peak differential reflectivity is measured to be ΔRf/Rf ≈ 3 ×
10−5. Based on previous works16,17, the thermoreflectance
coefficients of thin Au films are of a similar order, ΔRf/ΔT ≈
2−4 × 10−5, indicating the observed cooling is on the order
of ~1 K.

If we consider the possibility that this temperature reduction is
due to the sublimation of the Au film, then only a monolayer-
equivalent number of Au atoms would need to be ejected from
the film within the plasma-irradiated region to achieve the
observed degree of cooling (see Supporting Information for cal-
culations and further discussion on this topic). Similarly, if we
consider that the observed cooling is induced by the removal of

adsorbed water, which has a significantly greater heat capacity
than that of Au, a similar temperature decrease requires sub-
monolayer, or non-uniform distributions, of water to be removed
from the surface within the probed volume. This is certainly
plausible given our measurements are conducted at standard
temperature and pressure28, where re-absorption occurs on
timescales orders of magnitude shorter than the period between
plasma pulses (tens of nanoseconds to microseconds for con-
taminant adsorption, compared to the hundreds of microseconds
between each measured plasma pulse). Likewise, a mixture of
adsorbed hydrocarbons (e.g., adventitious carbon) and gas would
be expected under these conditions. We note that our approx-
imation is likely an overestimation of the average energy-per
particle. Owing to the finite coverage of the adsorbed layers, the
phonon population is restricted for measurements at room
temperature and is likely restricted to a classical equipartition
limit. In addition, adsorbate–adsorbate and adsorbate-substrate
interactions (e.g., binding energies) will likely play enough of a
role that the energy-per-particle is altered.

We can repeat a similar analysis for the number of electrons
that would need to be emitted for a 1 K temperature reduction
within the probed volume of the Au; at the timescales measured
here, the electron and phonon temperatures can be considered in
equilibrium, and thus the energy requirement for a temperature
decrease remains dominated by the phononic heat capacity of Au,
as used above. Nonetheless, one must consider the energy lost per
electron; the average energy of an electron in a metallic system is
~3/5 of the Fermi energy (≈5.5 eV for Au). Thus, for a 1 K
temperature decrease at room temperature, ~7 × 108 electrons
would need to be emitted from the Au surface.

To gain further insight into which of these mechanisms, or
combination of mechanisms, is driving the observed cooling

Fig. 2 Transport measurements of an atmospheric plasma jet. a The measured surface current of the Au film and b the measured thermoreflectance
of the Au surface as a function of time for a 5 μs plasma pulse. The laser probe wavelength is 654 nm. c Measured surface current (solid red line)
overlaid with the temporal derivative of the measured changed in reflectivity due to the plasma pulse (open circles). The laser probe wavelength here is
405 nm. The two are in reasonable agreement, aside from the reduction in surface temperature ~1 μs, indicating Joule heating to be the primary
mechanism of energy transfer from the plasma to the Au surface. d Measured thermoreflectance data from b due to the plasma pulse (black dots) and
two-temperature model calculations for the sample system (solid blue line). The observed cooling is attributed to the removal of adsorbed species on
the Au surface.
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the maximum temperature of the underlying composite. Charac-
terization of the thermal transport behavior of T-EBC systems is
therefore an area of considerable current interest.

State-of-the-art EBC systems utilize a silicon bond coat with a
low silica activity, rare-earth disilicate top coat [5e8]. In the
absence of a Si bond coat, SiC will form gaseous oxidation products,
such as gaseous CO, which will introduce interfacial porosity and
ultimately result in coating spallation. Thus, the primary function of
the Si bond coat is to prevent oxidation of the SiC by preferentially
forming a SiO2 TGO on its exterior surface [1], as the very low ox-
ygen activity at the interior silicon-SiO2 interface greatly reduces
the oxidizer flux that reaches the SiC surface. The bond coat’s co-
efficient of thermal expansion (CTE) of 4! 10"6 #C"1 is similar to
that of the SiC composite (CTE of 4e5! 10"6 #C"1), and thus re-
duces the driving force for delamination arising from mismatch in
thermal strain between the CMC and bond coat during thermal
cycling. Unfortunately, the TGO layer of the bond coat crystallizes at
elevated temperatures to form b-cristobalite. On cooling through $
240e270 #C, it transforms to the a-phase with a 4e7% reduction in
volume [9e12]. The large elastic strain created by this trans-
formation then creates a driving force for delamination at the Si-
TGO interface that increases with TGO thickness [6].

The rare-earth silicate top coat serves multiple purposes. It re-
duces the oxidizer flux that permeates to the bond coat, thereby
reducing the rate of SiO2 scale formation and consumption of the
bond coat [31]. In addition to a high resistance to the permeation of
oxidizing species, this exterior layer must have a low steam vola-
tility since its outer surface is in contact with the combustion gas
flow [32,33]. To reduce the risk of coating failure by thermo-
mechanical mechanisms, the rare earth silicate CTE needs to be
well matched to the SieSiC composite on which it is attached.

Top coats with a low thermal conductivity are preferred since
they are then able to decrease the temperature of the Si bond coat
to prevent melting and reduce the rate of thermally-activated TGO
thickening. The low thermal conductivity also helps to reduce the
temperature of the SiC CMC, whose strength is reduced as the
temperature approaches 1500 #C [7,34,35]. Ytterbium disilicate (b-
phase Yb2Si2O7; YbDS) is widely used and such a Si-YbDS system,
schematically illustrated in Fig. 1, has exhibited good thermo-
mechanical stability and resistance to volatilization for up to 2000 h
of steam cycling between 110 and 1316 #C [6]. Its CTE match to SiC
and moderately low thermal conductivity of 5e7 W m"1 K"1 at
room temperature make it a strong candidate for top coats as a T-
EBC system.

YbDS top coats are applied using atmospheric plasma spray
(APS) deposition of nominally pure YbDS powders [6]. However, a
second ytterbium monosilicate (Yb2SiO5; YbMS) phase is usually
present either from contamination of the powder or by loss of SiO2
during the thermal spray process [36]. As a result, the ytterbium
silicate top coat typically consists of a two-phase system with
10e15% YbMS as elongated solidified droplets in a YbDS matrix
[37]. This has significant implications on the operating performance
of the coating as the thermal conductivity, CTE, and steam volatility
resistance of the two phases are very different, shown in Table 1. On
one hand, a coating consisting entirely of the YbDS phase has been
thought to be preferable since its CTE is well matched with the a-
SiC substrate. However, the steam volatility resistance of YbMS is
much greater than that of YbDS alone [18,38,39]. In practice, the
presence of some YbMS in YbDS coatings appears unavoidable, the
coating’s effective thermo-physical properties are then determined
by the volume fractions and dispersion (i.e., microstructure) of the
two phases. In addition, as the EBC is thermally cycled in steam,
SiO2 loss from the YbDS transforms the outer surface to more
slowly volatilized eroded YbMS [6].

From a CMC thermal protection perspective, low thermal

conductivity ($2.5 Wm"1 K"1 at room temperature) YbMS offers a
higher thermal resistance compared to YbDS ($5e7 W m"1 K"1 at
room temperature [7,13,14,40]). Considerations, however, have not
been made for the anisotropic nature of these materials. We have
previously determined the anisotropic thermal conductivity tensor
of b-Y2Si2O7 [41], and expect YbDS to have similar anisotropy based
on its similarity in elastic constants [13]. At the atomic scale, Zhou
et al. [14] and Xiang et al. [40] have argued that the thermal con-
ductivities of YbMS and YbDS can be attributed to the heterogenous
bonding environment of the crystal, where weaker YbeO bonding
results in low sound velocities and Debye temperatures and, ulti-
mately, low thermal conductivity. Indeed, the sound velocity and
Debye temperature are smaller in YbMS compared to YbDS, despite
YbMS possessing a higher atomic density [14,40]. At the micro-
scopic scale, additional scattering of phonons occurs at grain
boundaries, a mechanism that has been shown to reduce the
thermal conductivity of materials relative to their bulk counter-
parts [42,43].

In addition, due to the anisotropic CTE of YbMS [22] and YbDS
[14,16], it is generally thought that the small grain size formed
during the thermal spray deposition process is preferable so that
large variations in CTE anisotropy at the microscopic scale are
averaged out. This results in a reduction of local strain and a
reduced chance of coating cracks. However, small YbDS grain size
provides a fast transport path for molecular oxygen and hydroxyl
group diffusion to the bond coat, and is therefore not desirable for
slowing the rate of TGO growth [44]. In practice, during the high
temperature use of an EBC, retention of the small grain size is un-
likely, and the system’s microstructure dynamically evolves. An
understanding of the microstructural evolution of a thermally
cycled ytterbium silicate coating and its influence on the associated
thermal profile would be helpful during the design of coatings for
the hot sections of a gas turbine engine. To design coatings with a
reliable use life, an understanding of the dynamic behavior of the
EBC phase fractions and microstructure during its use in high
temperature, oxygen and steam cyclic conditions, and implications
for thermophysical properties, is therefore needed.

Here, we characterize the evolution of the phase fractions and
microstructure of a model APS deposited Si-YbDS EBC and measure
the thermal conductivity distribution of the EBC system subjected
to varying periods of thermal cycling in a flowing oxygen/steam
environment. This is accomplished by combining scanning electron
microscopy techniques with spatially resolved time-domain ther-
moreflectance (TDTR) thermal conductivity measurements. We

Fig. 1. Schematic illustration of a Si-ytterbium silicate EBC system applied to an a-SiC
substrate. The ytterbium silicate top coat consists of ytterbium disilicate (YbDS) and
ytterbium monosilicate (YbMS).
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After During steam cycling, the SEM images reveal the devel-
opment of a surface region with substantially reduced YbDS. This
resulted from differential steam volatilization rates for the YbDS
and YbMS phases in the coating. Costa and Jacobsen [38] have
shown that mixtures of Yb2O3 þ Yb2SiO5 have a lower silica activity
than Yb2Si2O7 þ Yb2SiO5 mixtures. As a result, during the reaction
of water vapor with these silica rich compounds in which
SiO2 þ H2O # Si(OH)4, silica loss at 1316 "C is approximately 100-
fold higher from the YbDS compared to YbMS under equilibrium
conditions. The loss of SiO2 from the YbDS phase is accompanied by
a partially constrained #26% volume reduction [6], resulting in a
porous silica depleted YbMS reaction product layer. The combina-
tion of underlying YbDS constrained lateral shrinkage during the
reaction and the higher CTE of the reaction product results in
channel cracking and local reaction product delamination upon
cooling, reducing its subsequent utility for resisting inward

permeation of oxidizers towards the bond coat [6].
After 500 h of steam cycling, the outer YbDS surface region

shows evidence of this volatilization, resulting in the formation of a
thin (#5 mm thick) YbMS layer at the steam-exposed surface of the
coating. Not only does this result in a porous YbMS layer, the YbMS
fraction rose from#25 to#67%within 10 mmof the coating surface.
The remainder of the coating matrix was predominantly a YbDS
matrix containing a fine distribution of YbMS particulates. The
average YbMS fraction was #20% but could vary significantly from
0 to 50% from one splat to another, see Table 2.

The specimen cycled for 2000 h, Fig. 2(c), shows the presence of
a 10e15 mm thick steam volatilized region near the outer surface of
the coating. This layer was both porous and had suffered channel
cracking. Its YbMS phase fraction, as indicated by the profile in
Fig. 2(c), indicated the YbMS volume fraction was on average #70%
within 10 mm of the coating surface. The YbDS volume fraction in

Fig. 2. Cross-section back-scattered electron (BSE) micrographs, thermal conductivity micrographs, and normalized phase counts and depth-dependent thermal conductivity for
the (a) stabilization-annealed specimen and specimens cycled for (b) 500 and (c) 2000 h in a steam environment. In the thermal conductivity/phase profiles, red and black lines
correspond to the darker/lighter area fractions in micrographs corresponding to the YbDS and YbMS phases, respectively, while the blue band corresponds to the range of thermal
conductivity measured as a function of depth.
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after pump pulse heating as well as the phase shift induced from
the modulated temperature change at f , FDTR can utilize a variety
of pulsed or continuous wave (cw) lasers to monitor the phase
shift in thermoreflectance signals solely as a function of f . When
f becomes low enough, the material of interest will reach steady-
state conditions during periods of the modulation event. In this
regime, a third technique has recently emerged. “Steady-State
Thermoreflectance” (SSTR) operates like FDTR only in the low
frequency limit,59 monitoring the thermoreflectance of the surface
at increasing pump powers and inducing a Fourier-like response
in the material. Ulitmately, SSTR offers an alternative method to
measure the thermal conductivity of materials via optical
pump-probe metrologies. The characteristic pump excitations and
responses for each of these techniques are presented in Fig. 1.
We review the recent advances in SSTR in Sec. IV.

In addition to their noncontact nature, these optical metrol-
ogies are advantageous relative to many other thermometry plat-
forms in the relatively small volume and near-surface region in
which they measure. By using proper laser wavelengths to ensure
nanoscale optical penetration depths, the thermal penetration
depth (i.e., the depth beneath the surface in which these tech-
niques measure the thermal properties), δthermal, can be limited to
the focused spot size, or much less, depending on the modulation
frequency. Furthermore, given that the pump and probe spot
sizes can be readily focused to length scales on the order of micro-
meters, thermoreflectance techniques allow for spatially resolved
surface measurements of thermal properties with micrometer-
resolution and the ability to create thermal property areal “maps” or
“images.” We review the pertinent length scales of TDTR, FDTR,
and SSTR in Sec. II, followed by the advances toward areal thermal
property “mapping” in Sec. III.

The change in reflectivity of a given material is related to both
the change in temperature of the material (i.e., the thermoreflec-
tance, which is ultimately of interest for the measurements of tem-
perature changes and thermal properties) and the change in the
number density of the carriers excited by the optical perturbation.
Thus, the total photoreflectance signal change that is measured in
TDTR, FDTR, or SSTR can be expressed as the sum of these two
components,60

ΔR ¼ @R
@T

ΔT þ @R
@N

ΔN , (1)

where @R=@T is the temperature reflectance coefficient, @R=@N is
the free-carrier reflectance coefficient, and ΔT and ΔN are the
changes in temperature and free carriers from the pump excitation,
respectively. In the majority of thermoreflectance measurements
reported in the literature, samples of interest are coated with a thin
metal film transducer, in which the change in reflectivity is directly
related to the change in temperature. This comes with the advan-
tage that the optical penetration depth in metals is confined to
,20 nm over a wide range of optical wavelengths, resulting in a
“near-surface” heating event. An additional advantage of using a
metal film transducer is that the @R

@N ΔN term in Eq. (1) is much
smaller than @R

@T ΔT , except for when pump excitations induce inter-
band transitions and their contributions become comparable.
Even so, the contribution to ΔR from @R

@N ΔN lasts only for !1 ps
for most metals.61,62 This is unlike nonmetals where not only tem-
perature, but also conduction band carrier population can change
the reflectivity significantly for lifetimes much longer than a
picosecond.63–65 However, if the optical and thermal penetration
depths of the pump and probe beams are properly accounted for,

FIG. 1. Characteristic excitations and corresponding responses for (a) TDTR, (b) FDTR, and (c) SSTR techniques. In TDTR, the magnitude of the thermoreflectance is
monitored as a function of pump-probe delay time, while in FDTR, the thermally-induced phase lag between the pump and probe is monitored as a function of frequency.
In SSTR, the steady-state induced magnitude of the thermoreflectance is monitored for given changes in heat flux. Notice the increase in thermal penetration depth,
δ thermal, in SSTR resulting from the lower modulation frequencies employed as compared to TDTR and FDTR.
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• Thermoreflectance: change in reflectivity with change 
in temperature
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temperature rise, probe measures material response
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• FDTR: Frequency domain thermoreflectance
• Measurement of thermal effusivity/diffusivity 
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• But generally quite 
complicated, both 
experimental build and 
accurate analysis of data
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Steady-state thermoreflectance 
Rev. Sci. Intr. 90, 024905 (2019)
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FIG. 3. Schematic of the Steady-State Thermoreflectance (SSTR) experiment.
PBS: polarizing beam splitter, �/2, �/4: half- and quarter-wave plates, respec-
tively, 90:10 BS: 90% transmission/10% reflection beam splitter, PD: photodetec-
tor, BPD: balanced photodetector, ND: neutral density filter. The inset shows a
representative pump waveform vs. time.

pump onto the sample using an objective lens. The focused
pump and probe diameters were adjusted with lenses to be
equivalent sizes. Using 20⇥ and 10⇥ objective lenses, the 1/e2
diameters are 11 µm and 20 µm, respectively, as measured
via a scanning slit beam profiler (Thorlabs BP209-VIS). The
probe is back-reflected to a balanced photodetector (Thor-
labs PDB410A) along with the path-matched reference beam
to minimize common noise in the probe. The powers of the
reference and sample beams going into the photodetector
are adjusted to be equivalent via the half-wave plate to min-
imize noise. Samples tested in this study include two types
of a-SiO2, a plain glass microscope slide (Fisherbrand) and a
3 mm thick borosilicate glass (BK7) optical window (Thorlabs
WG10530); a 1 mm thick quartz wafer (Precision Micro Optics);
two types of Al2O3, a 300 µm thick wafer (UniversityWafer)
and a 3 mm thick window (Thorlabs WG30530); two types of
Si, a 300 µm thick wafer (UniversityWafer) and a 3 mm thick
window (Thorlabs WG80530); a 300 µm thick nitrogen-doped,
n-type 4H–silicon carbide (4H–SiC) wafer (MTI Corporation);
and a 300 µm thick polycrystalline diamond wafer (Element
Six TM200).

When using the 10⇥ objective lens, we typically use a
higher order ND filter to further reduce power going into
the pump photodetector. This is done to compensate for the
increased power needed to heat the sample to similar tem-
peratures to those achieved with the 20⇥ objective. Using a
lock-in amplifier (Zurich Instruments UHFLI) synced to the
chopper frequency, the magnitude (�V) of the probe signal
divided by the DC probe signal (V) is recorded simultaneously
with the lock-in magnitude of the pump photodetector (�P).
�P as determined by the LIA is proportional to the amplitude
of the sinusoidal component of the pump waveform. Likewise,
�V corresponds to only the sinusoidal component of the probe
waveform. LIA detection thus allows for modulation of the
pump with an arbitrary periodic waveform (square, sine, trian-
gle, etc.) and with any offset power to obtain the same relation
between the lock-in pump power and the lock-in probe mag-
nitude. The pump power is increased linearly so that a linear
relation between �V/V with pump power is obtained. The
slope of this relation, after determining the appropriate pro-
portionality constant, is used to determine thermal conductiv-
ity by comparing it to the thermal model given in Appendix B.
Alternatively, a PWA with a boxcar averager is used to record
both the pump and probe waveforms over several periods of
temperature oscillation by again syncing to the chopper fre-
quency. Using this approach, we can visualize the sample tem-
perature rise vs. time to determine the steady-state regime of
the temperature rise.

Comparing the two detection schemes, the LIA approach
allows for faster data acquisition, allows for full automation
of both data acquisition and analysis, and is independent
of the waveform used as only the sinusoidal component is
recorded. However, because sinusoidal modulation can only
achieve a quasi steady-state, for accurate determination of
low-diffusivity materials, (i) the modulation frequency must
be lower compared with the PWA case or (ii) the thermal
model must include the modulation frequency as an input
parameter. The PWA approach, on the other hand, extracts the
total waveform of the probe reflectivity vs. time. As such, the
square wave reflectivity waveform that results from a square
wave pump input can be deduced. Furthermore, data anal-
ysis is performed by manually choosing the time range in
which the “on” and “off” state occur, ensuring we can pick the
true steady-state temperature rise for determining thermal
conductivity.

V. SIGNAL ANALYSIS
The probe reflectivity response measured by using the

photodetector, �V/V, is proportional to the normalized
change in reflectivity, �R/R, which is related to the change in
temperature of the sample surface by the thermoreflectance
coefficient � so that

�R

R
=

 
1
R

@R

@T

!
�T = � �T. (1)

In general, � is temperature dependent. For Al, � is
1.14 ⇥ 10�4 K�1 and varies at a rate of 0.22 ⇥ 10�4/100 K21
near our probe wavelength of 786 nm. Keeping temperature
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after pump pulse heating as well as the phase shift induced from
the modulated temperature change at f , FDTR can utilize a variety
of pulsed or continuous wave (cw) lasers to monitor the phase
shift in thermoreflectance signals solely as a function of f . When
f becomes low enough, the material of interest will reach steady-
state conditions during periods of the modulation event. In this
regime, a third technique has recently emerged. “Steady-State
Thermoreflectance” (SSTR) operates like FDTR only in the low
frequency limit,59 monitoring the thermoreflectance of the surface
at increasing pump powers and inducing a Fourier-like response
in the material. Ulitmately, SSTR offers an alternative method to
measure the thermal conductivity of materials via optical
pump-probe metrologies. The characteristic pump excitations and
responses for each of these techniques are presented in Fig. 1.
We review the recent advances in SSTR in Sec. IV.

In addition to their noncontact nature, these optical metrol-
ogies are advantageous relative to many other thermometry plat-
forms in the relatively small volume and near-surface region in
which they measure. By using proper laser wavelengths to ensure
nanoscale optical penetration depths, the thermal penetration
depth (i.e., the depth beneath the surface in which these tech-
niques measure the thermal properties), δthermal, can be limited to
the focused spot size, or much less, depending on the modulation
frequency. Furthermore, given that the pump and probe spot
sizes can be readily focused to length scales on the order of micro-
meters, thermoreflectance techniques allow for spatially resolved
surface measurements of thermal properties with micrometer-
resolution and the ability to create thermal property areal “maps” or
“images.” We review the pertinent length scales of TDTR, FDTR,
and SSTR in Sec. II, followed by the advances toward areal thermal
property “mapping” in Sec. III.

The change in reflectivity of a given material is related to both
the change in temperature of the material (i.e., the thermoreflec-
tance, which is ultimately of interest for the measurements of tem-
perature changes and thermal properties) and the change in the
number density of the carriers excited by the optical perturbation.
Thus, the total photoreflectance signal change that is measured in
TDTR, FDTR, or SSTR can be expressed as the sum of these two
components,60

ΔR ¼ @R
@T

ΔT þ @R
@N

ΔN , (1)

where @R=@T is the temperature reflectance coefficient, @R=@N is
the free-carrier reflectance coefficient, and ΔT and ΔN are the
changes in temperature and free carriers from the pump excitation,
respectively. In the majority of thermoreflectance measurements
reported in the literature, samples of interest are coated with a thin
metal film transducer, in which the change in reflectivity is directly
related to the change in temperature. This comes with the advan-
tage that the optical penetration depth in metals is confined to
,20 nm over a wide range of optical wavelengths, resulting in a
“near-surface” heating event. An additional advantage of using a
metal film transducer is that the @R

@N ΔN term in Eq. (1) is much
smaller than @R

@T ΔT , except for when pump excitations induce inter-
band transitions and their contributions become comparable.
Even so, the contribution to ΔR from @R

@N ΔN lasts only for !1 ps
for most metals.61,62 This is unlike nonmetals where not only tem-
perature, but also conduction band carrier population can change
the reflectivity significantly for lifetimes much longer than a
picosecond.63–65 However, if the optical and thermal penetration
depths of the pump and probe beams are properly accounted for,

FIG. 1. Characteristic excitations and corresponding responses for (a) TDTR, (b) FDTR, and (c) SSTR techniques. In TDTR, the magnitude of the thermoreflectance is
monitored as a function of pump-probe delay time, while in FDTR, the thermally-induced phase lag between the pump and probe is monitored as a function of frequency.
In SSTR, the steady-state induced magnitude of the thermoreflectance is monitored for given changes in heat flux. Notice the increase in thermal penetration depth,
δ thermal, in SSTR resulting from the lower modulation frequencies employed as compared to TDTR and FDTR.
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FIG. 3. Schematic of the Steady-State Thermoreflectance (SSTR) experiment.
PBS: polarizing beam splitter, �/2, �/4: half- and quarter-wave plates, respec-
tively, 90:10 BS: 90% transmission/10% reflection beam splitter, PD: photodetec-
tor, BPD: balanced photodetector, ND: neutral density filter. The inset shows a
representative pump waveform vs. time.

pump onto the sample using an objective lens. The focused
pump and probe diameters were adjusted with lenses to be
equivalent sizes. Using 20⇥ and 10⇥ objective lenses, the 1/e2
diameters are 11 µm and 20 µm, respectively, as measured
via a scanning slit beam profiler (Thorlabs BP209-VIS). The
probe is back-reflected to a balanced photodetector (Thor-
labs PDB410A) along with the path-matched reference beam
to minimize common noise in the probe. The powers of the
reference and sample beams going into the photodetector
are adjusted to be equivalent via the half-wave plate to min-
imize noise. Samples tested in this study include two types
of a-SiO2, a plain glass microscope slide (Fisherbrand) and a
3 mm thick borosilicate glass (BK7) optical window (Thorlabs
WG10530); a 1 mm thick quartz wafer (Precision Micro Optics);
two types of Al2O3, a 300 µm thick wafer (UniversityWafer)
and a 3 mm thick window (Thorlabs WG30530); two types of
Si, a 300 µm thick wafer (UniversityWafer) and a 3 mm thick
window (Thorlabs WG80530); a 300 µm thick nitrogen-doped,
n-type 4H–silicon carbide (4H–SiC) wafer (MTI Corporation);
and a 300 µm thick polycrystalline diamond wafer (Element
Six TM200).

When using the 10⇥ objective lens, we typically use a
higher order ND filter to further reduce power going into
the pump photodetector. This is done to compensate for the
increased power needed to heat the sample to similar tem-
peratures to those achieved with the 20⇥ objective. Using a
lock-in amplifier (Zurich Instruments UHFLI) synced to the
chopper frequency, the magnitude (�V) of the probe signal
divided by the DC probe signal (V) is recorded simultaneously
with the lock-in magnitude of the pump photodetector (�P).
�P as determined by the LIA is proportional to the amplitude
of the sinusoidal component of the pump waveform. Likewise,
�V corresponds to only the sinusoidal component of the probe
waveform. LIA detection thus allows for modulation of the
pump with an arbitrary periodic waveform (square, sine, trian-
gle, etc.) and with any offset power to obtain the same relation
between the lock-in pump power and the lock-in probe mag-
nitude. The pump power is increased linearly so that a linear
relation between �V/V with pump power is obtained. The
slope of this relation, after determining the appropriate pro-
portionality constant, is used to determine thermal conductiv-
ity by comparing it to the thermal model given in Appendix B.
Alternatively, a PWA with a boxcar averager is used to record
both the pump and probe waveforms over several periods of
temperature oscillation by again syncing to the chopper fre-
quency. Using this approach, we can visualize the sample tem-
perature rise vs. time to determine the steady-state regime of
the temperature rise.

Comparing the two detection schemes, the LIA approach
allows for faster data acquisition, allows for full automation
of both data acquisition and analysis, and is independent
of the waveform used as only the sinusoidal component is
recorded. However, because sinusoidal modulation can only
achieve a quasi steady-state, for accurate determination of
low-diffusivity materials, (i) the modulation frequency must
be lower compared with the PWA case or (ii) the thermal
model must include the modulation frequency as an input
parameter. The PWA approach, on the other hand, extracts the
total waveform of the probe reflectivity vs. time. As such, the
square wave reflectivity waveform that results from a square
wave pump input can be deduced. Furthermore, data anal-
ysis is performed by manually choosing the time range in
which the “on” and “off” state occur, ensuring we can pick the
true steady-state temperature rise for determining thermal
conductivity.

V. SIGNAL ANALYSIS
The probe reflectivity response measured by using the

photodetector, �V/V, is proportional to the normalized
change in reflectivity, �R/R, which is related to the change in
temperature of the sample surface by the thermoreflectance
coefficient � so that

�R

R
=

 
1
R

@R

@T

!
�T = � �T. (1)

In general, � is temperature dependent. For Al, � is
1.14 ⇥ 10�4 K�1 and varies at a rate of 0.22 ⇥ 10�4/100 K21
near our probe wavelength of 786 nm. Keeping temperature
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and the modulation frequency of the pump. This can be
seen in two common examples used as calibrations in TDTR
and FDTR, silicon (Si,  ⇡ 140 W m�1 K�1) and amorphous
silicon dioxide (a-SiO2,  ⇡ 1.4 W m�1 K�1). For simplicity,
these thermal conductivities were approximated to be exactly
100⇥ different from one another. Three 1/e2 pump/probe
diameters spanning three orders of magnitude are consid-
ered: 1, 10, and 100 µm. Pump and probe sizes are equal in
all example cases. Figure 1 shows the normalized tempera-
ture rise, �T/�TSS, where �TSS = �T(t ! 1) is the steady-
state temperature rise, shown for (a) Si and (b) a-SiO2. Since
thin metal transducers are typically used in experiments, we
apply the solution both with and without an 80 nm aluminum
(Al) layer.

Strictly speaking, the temperature rise asymptotes to the
steady state temperature rise, but we can define a thresh-
old for �T/�TSS based on a desired measurement tolerance.
For example, if a ratio of 95% is used, we can select a mod-
ulation frequency that has a period longer than the 95% rise
time of the temperature rise. For Si, the 95% rise times for
a 1/e2 pump diameter of 1, 10, and 100 µm are ⇠10�7, 10�5,
and 10�3 s, respectively. Similarly, for a-SiO2, the 95% rise
times for a pump radius of 1, 10, and 100 µm are ⇠10�5, 10�3,
and 10�1 s, respectively. It is instructive to compare Si to
a-SiO2, which differ in thermal diffusivity by almost exactly
two orders of magnitude. We see that for the same pump
diameter, the rise time of a-SiO2 is two orders of magni-
tude longer than for Si. Furthermore, for both Si and a-SiO2,
increasing the pump diameter by one order of magnitude
increases the rise time by exactly two orders of magnitude.
These two correlations suggest we can use the nondimen-
sional Fourier number, Fo = ↵t/r20, where ↵ is the thermal
diffusivity, t is time, and r0 is the pump radius, to generalize
these results for a universal criterion to determine the rise
times for any material. Figure 1(c) shows the relation between
�T/�TSS and Fo, which holds true for any material having the
previously defined boundary conditions.

As previously mentioned, thermoreflectance experiments
generally require use of a thin metal transducer. In addition to
having significant impact on the steady-state temperature rise
itself,20 we find that it can have significant impact on the rise
time of the transient temperature rise. For example, for 80 nm
Al/Si, the rise time is lower than it is without the transducer
layer for all laser spot sizes, allowing for higher modulation
frequencies to be used to obtain a steady-state temperature
rise. Conversely, the addition of an 80 nm Al layer to a-SiO2
leads to longer 95% rise times than without the transducer
layer. However, in both cases, the degree to which the rise
time differs from the predictable case without this transducer
is entirely dependent on the pump spot size, relative mis-
match in thermal properties between the transducer layer and
the substrate, and, to a lesser extent, the thermal boundary
conductance between the transducer and the substrate. In
particular, as laser spot size decreases, the influence of the
transducer on the rise time becomes more substantial. Still,
we find that in most cases, the nondimensional relation found
in Fig. 1(c) is a useful guide to select the maximum modula-
tion frequency, given the pump radius and a rough idea of

FIG. 1. Normalized surface temperature rise (�T /�TSS) vs. time for (a) Si and (b)
a-SiO2 for CW laser surface heating with 1/e2 diameters (d0) of 1 µm, 10 µm,
and 100 µm. Solid lines indicate no transducer, while dashed lines show the case
with an 80 nm Al transducer. (c) �T /�TSS vs. Fourier number in the case of no
transducer. Thermal parameters used in the model include those for a-SiO2 (Cv
= 1.66 MJ m�3 K�1,  = 1.4 W m�1 K�1), Si (Cv = 1.60 MJ m�3 K�1,  = 140 W
m�1 K�1), and Al (Cv = 2.42 MJ m�3 K�1,  = 130 W m�1 K�1). Thermal boundary
conductance between Al and substrate was modeled to be 200 MW m�2 K�1.
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FIG. 5. Probe waveforms obtained using a periodic waveform analyzer, shown for (a) a-SiO2, (b) quartz, (c) Al2O3, (d) Si, (e) 4H–SiC, and (f) diamond. The difference
between the upper and lower dashed lines indicates the �V (proportional to temperature rise) used to determine thermal conductivity in each case.

A. Periodic waveform analyzer/boxcar averager

We first collect data using the PWA via a digital boxcar
averager while modulating the pump beam with a chopper at
100 Hz. Using two independent oscillators, we simultaneously
record the pump and probe waveforms over a phase space
divided into 1024 bins. The reference frequency is provided by
the chopper. The resulting waveforms, which have been con-
verted from phase space to time, are shown for the pump in
Fig. 4, while those of the probe are shown in Fig. 5. The six sam-
ples shown include (a) an a-SiO2 glass slide, (b) z-cut quartz, (c)
Al2O3, (d) Si, (e) 4H–SiC, and (f) diamond. The modulation fre-
quency was kept at 100 Hz in all cases, and a 20⇥ objective lens
was used, corresponding to 1/e2 pump/probe diameters of

11 µm. Each waveform was generated by averaging over 5 min
of real time data acquisition.

As expected, the pump waveform shows a perfect on/off
square wave. Note that the magnitude is increased when mov-
ing to higher thermal conductivity materials to allow for the
probe waveform to reach approximately the same magnitude
in each sample. The probe waveforms reveal that for all sam-
ples except a-SiO2, a clear steady-state temperature rise is
obtained as indicated by the near-square waveform. By com-
parison, a-SiO2 has a relatively long-lived transient temper-
ature rise but reaches our steady-state threshold by the end
of the waveform. The advantage of PWA analysis is that the
signal difference between “on” and “off” state (�V) is chosen
manually so that we can neglect the transient portions of the

FIG. 6. Measured �V /V vs. �P (/ pump power) shown
for (a) 10⇥ objective lens (pump and probe 1/e2 diame-
ters of 20 µm) and (b) 20⇥ objective lens (pump and probe
1/e2 diameters of 11 µm). Measured samples include glass
slide (squares), BK7 glass (open squares), quartz (trian-
gles), sapphire wafer (circles), sapphire window (open cir-
cles), silicon wafer (inverted triangles), silicon window (open
inverted triangles), 4H–SiC (pentagons), and diamond (dia-
monds). Gray lines show the predicted slopes for materials
having thermal conductivities 1, 10, 100, and 1000 W m�1

K�1. A different neutral density filter was used to filter pump
power detected when the objective lens changed from
10⇥ to 20⇥, so the x-axes are not comparable between
(a) and (b).
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rises below 50 K ensures � varies less than 10%; estimated
temperature rises20 for our experiments are <20 K. Using the
thermoreflectance coefficient and an additional conversion of
�V/V to �R/R, we can obtain �T. Next, by measuring the
power of the pump and the reflectance of the sample at the
pump wavelength, we can in principle calculate the heat flux
absorbed by the sample. These two quantities allow for the
determination of thermal conductivity through Fourier’s law
applied to a semi-infinite substrate. Thus, accurate determi-
nation of heat flux and temperature would allow for an abso-
lute technique to directly measure thermal conductivity. Since
we measure �V/V and the pump photodetector response, �P
/ pump power, we seemingly have two proportionality con-
stants to consider, one relating �V/V to �T and one relating
�P to the heat flux magnitude �|Q|. We eliminate one of these
proportionality constants by determining �V/(V �P) so that

 
�V

V �P

!
= �

 
�T()
� |Q |

!
, (2)

where �T/�|Q| is calculated using the thermal model pre-
sented in Appendix B. Next, we use a calibration, with a known
thermal conductivity, to determine �,

� =

 
�T(cal)
� |Q |

!�1

cal

 
�V

V �P

!

cal
. (3)

The calibration used to determine� is a single-crystal sapphire
(Al2O3) wafer, measured to have a net thermal conductivity
(prz) of 35 ± 2 Wm�1 K�1 using both time-domain thermore-
flectance and a hot-disk transient plane source technique (Hot

Disk AB TPS 3500). We determine � by comparing the mea-
sured �V/(V �P) to the �T predicted using the thermal model.
We note that � is different for different objective lenses used
because (i) power loss may not be the same within the two
objectives and (ii) we use a stronger neutral density filter to
reduce power detected with the pump photodetector when
moving from the 20⇥ to 10⇥ objective to avoid saturation of
the detector. Additionally, � will differ between the LIA and
the PWA approaches.

With � defined by a calibration, the measurement of
�V/(V �P) for any sample can be related to the sample’s ther-
mal conductivity by relating it to a thermal model predicting
�T()/�|Q|. The thermal conductivity input to the model is
adjusted to obtain the best fit to the experimental data using a
global minimization algorithm to search for the smallest abso-
lute difference between the model and the data. The funda-
mental assumption using this approach is that the proportion-
ality constant �, which encompasses the thermoreflectance
coefficient and conversion factor of change in reflectance to
change in photodetector voltage, is equivalent between the
calibration and the sample. To ensure this, we evaporate an
80 nmAl transducer layer on all samples under the same depo-
sition to ensure that the thermoreflectance coefficient is the
same from sample to sample. As a general rule, we adjust
the input power of the pump to induce approximately the
same magnitude of �V/V for each sample. This ensures that
any nonlinear responses, whether from physical parameters
such as the thermoreflectance coefficient or from the pho-
todetector response, however small, are offset since they are
encompassed in �.

FIG. 4. Pump waveforms obtained using a periodic waveform analyzer, shown for (a) a-SiO2, (b) quartz, (c) Al2O3, (d) Si, (e) 4H–SiC, and (f) diamond. The difference
between the upper and lower regimes of the waveform magnitude, �P (proportional to heat flux), is used to determine thermal conductivity in each case.
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FIG. 5. Probe waveforms obtained using a periodic waveform analyzer, shown for (a) a-SiO2, (b) quartz, (c) Al2O3, (d) Si, (e) 4H–SiC, and (f) diamond. The difference
between the upper and lower dashed lines indicates the �V (proportional to temperature rise) used to determine thermal conductivity in each case.

A. Periodic waveform analyzer/boxcar averager

We first collect data using the PWA via a digital boxcar
averager while modulating the pump beam with a chopper at
100 Hz. Using two independent oscillators, we simultaneously
record the pump and probe waveforms over a phase space
divided into 1024 bins. The reference frequency is provided by
the chopper. The resulting waveforms, which have been con-
verted from phase space to time, are shown for the pump in
Fig. 4, while those of the probe are shown in Fig. 5. The six sam-
ples shown include (a) an a-SiO2 glass slide, (b) z-cut quartz, (c)
Al2O3, (d) Si, (e) 4H–SiC, and (f) diamond. The modulation fre-
quency was kept at 100 Hz in all cases, and a 20⇥ objective lens
was used, corresponding to 1/e2 pump/probe diameters of

11 µm. Each waveform was generated by averaging over 5 min
of real time data acquisition.

As expected, the pump waveform shows a perfect on/off
square wave. Note that the magnitude is increased when mov-
ing to higher thermal conductivity materials to allow for the
probe waveform to reach approximately the same magnitude
in each sample. The probe waveforms reveal that for all sam-
ples except a-SiO2, a clear steady-state temperature rise is
obtained as indicated by the near-square waveform. By com-
parison, a-SiO2 has a relatively long-lived transient temper-
ature rise but reaches our steady-state threshold by the end
of the waveform. The advantage of PWA analysis is that the
signal difference between “on” and “off” state (�V) is chosen
manually so that we can neglect the transient portions of the

FIG. 6. Measured �V /V vs. �P (/ pump power) shown
for (a) 10⇥ objective lens (pump and probe 1/e2 diame-
ters of 20 µm) and (b) 20⇥ objective lens (pump and probe
1/e2 diameters of 11 µm). Measured samples include glass
slide (squares), BK7 glass (open squares), quartz (trian-
gles), sapphire wafer (circles), sapphire window (open cir-
cles), silicon wafer (inverted triangles), silicon window (open
inverted triangles), 4H–SiC (pentagons), and diamond (dia-
monds). Gray lines show the predicted slopes for materials
having thermal conductivities 1, 10, 100, and 1000 W m�1

K�1. A different neutral density filter was used to filter pump
power detected when the objective lens changed from
10⇥ to 20⇥, so the x-axes are not comparable between
(a) and (b).
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Academic State of the Art vs. Laser Thermal’s SSTR-F

Current lab-based systems are complex with advanced 
optics and instrumentation knowledge needed for use.

Shown Above:  Time-domain Thermoreflectance (TDTR)
Expertise required:  PhD-level operator.

Laser Thermal’s SSTR-F is simple, enabling 
fully automated push-button testing.

Expertise required:  Associates degree 
technician level operator.

Laser Thermal CONFIDENTIAL – Do not distribute without permission.

Making Nano-Thermal Tools That Anyone Can Use
Lsaer Thermal’s SSTR-F

Tutorials and demos available online
https://laserthermal.com 

https://laserthermal.com/
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• Accessible length-scales from nanometers up to bulk
• Single/Multi-Point test times sub-minute regardless of material
• Full automation with no optics experience required, including mapping
• Measurements up to 400C (higher T in development)

Laser Thermal CONFIDENTIAL – Do not distribute without permission.

Maximal Thermal Range à From Diamond to Air! 

Above: SSTR-F Hardware
Top-right: Operation Software

Bottom-right: Analysis Software

SSTR-F: Fully automated thermal 
conductivity testing and analysis

Tutorials and demos available online
https://laserthermal.com 

https://laserthermal.com/


130

3

Academic State of the Art vs. Laser Thermal’s SSTR-F

Current lab-based systems are complex with advanced 
optics and instrumentation knowledge needed for use.

Shown Above:  Time-domain Thermoreflectance (TDTR)
Expertise required:  PhD-level operator.

Laser Thermal’s SSTR-F is simple, enabling 
fully automated push-button testing.

Expertise required:  Associates degree 
technician level operator.

Laser Thermal CONFIDENTIAL – Do not distribute without permission.

Making Nano-Thermal Tools That Anyone Can Use

6

Accurate, Rapid & Robust Measurements with SSTR

e

0.03 0.1 1 10 100 1000 5000
0.03

0.1

1

10

100

1000

5000

PureTemp 37 PCM

ZrB
2

water

Diamond

4H-SiC

AlN

GaN

Si
sapphire

z-cut quartza-Al
2
O

3

BK-7 bulk glass

 

 

S
S

T
R

-m
e

a
su

re
d

 t
h

e
rm

a
l c

o
n

d
u

ct
iv

ity
 (

W
 m

-1
 K

-1
)

Literature th rmal conductivity (W m
-1
 K

-1
)

PCBM
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Thermal conductivity of dielectric films as thin as 1 nm

• Verified over three materials systems using 
SSTR-F

• Matches existing TDTR measurements

• Measuring resistance from interfaces and 
from material resistance in this case

APL Materials 6, 058302 (2018)

Gate Oxide

SSTR-F capabilities
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Temperature dependent thermal conductivity

ACS Nano 15, 9588 (2021)

transmission electron microscopy (STEM) reveals the
existence of a nucleation layer near the AlN/sapphire interface
in all samples, as shown in Supporting Information Figure S1.
The thickness of this nulceation layer is less than 22% of the
total film thickness.31 The region above the nucleation layer is
a single crystal AlN layer. This single crystal layer has low
concentrations of silicon (Si), carbon (C), and oxygen (O)
impurities, whereas the nucleation layer has relatively higher
concentrations of these point defects.31,40 The Al vacancy
concentrations in the films used in this study are negligible.40

The dislocation density is on the order of 108 cm−2 in the
single crystal layer and 1−2 orders of magnitude higher in the
nucleation layer. Details of sample growth and character-
izations are provided in the Supporting Information.
A schematic of the AlN thin film samples measured in this

study is presented in Figure 1a. Each sample consists of an
aluminum (Al) transducer, an AlN thin film, and a sapphire
substrate. In SSTR, the thermal conductivity is determined by
fitting the ratio of reflected probe laser intensity change and
pump photodetector voltage (proportional to pump power) to
a steady-state thermal model.45 SSTR best fit curves for the
thermal conductivity of our bulk Si calibration sample and 3.05
μm AlN thin film sample are shown in Figure 1b. For bulk Si,
SSTR measures the geometric mean of in-plane (k∥) and cross-
plane (k⊥) thermal conductivities.45 However, due to the radial
heat spreading in the AlN thin films, SSTR measurements are
much more strongly influenced by the in-plane thermal
conductivity of the AlN films compared to the cross-plane.
We show this in the sensitivity calculations and steady-state
temperature rise profiles of the AlN films in Figures S2 and S3,
respectively. Details of our SSTR measurements, fitting
procedure, and uncertainty analysis can be found in the
Supporting Information.
Bulk Si is used as a calibration sample, and its thermal

conductivity is measured by both SSTR and TDTR from 120
to 400 K, as shown in Figure 2. At low temperatures, our
TDTR-measured Si thermal conductivites are lower than the
values reported in literature for bulk Si.57 A lower thermal
conductivity of Si measured via TDTR has also been reported

by Wilson and Cahill.58 As discussed extensively in recent
literature,58−60 TDTR and FDTR have failed to measure the
thermal conductivities of Si at low temperatures due to
obfuscations from thermal boundary resistances, non-equili-
brium processes, and limiting heater length scales. Similar
phenomena have also been reported for several other high
thermal conductivity crystals and thick alloys.58−65 We note
that though TDTR fails for Si and several other crystals, the
thermal conductivity of sapphire and AlN can be accurately
measured by TDTR at low temperatures.31,40,66 The nature of
such material specific failure of TDTR is an active area of
research58,63 and beyond the scope of this work. However, due
to the measurement time and length scales, SSTR measure-
ments are less sensitive to the above-mentioned limitations. As
a result, SSTR can accurately measure the intrinsic, bulk
thermal conductivity of Si as evident in Figure 2. Within
uncertainty, the Si thermal conductivities measured by SSTR
are in good agreement with previous literature.57 The small
deviations observed in SSTR measurements from the values
reported in literature can be attributed to the uncertainty
associated with temperature and other experimental variables,
details of which are discussed in the Supporting Information.
The room-temperature in-plane thermal conductivity as a

function of film thickness for different high thermal
conductivity materials are presented in Figure 3a. As shown
here, the in-plane thermal conductivities of the three AlN thin
films measured in this study are nearly the same, ∼260 ± 40 W
m−1 K−1. For reference, the intrinsic thermal conductivity of
bulk, defect-free, single crystal AlN predicted by Slack et al.23

and Lindsay et al.28 are ∼319 and 322 W m−1 K−1, respectively.
Since the defect concentrations are very low in the top single
crystal layer of the AlN thin films, in our previous
publication,31 we showed that the thermal conductivity of
this layer is in close agreement with the theoretical
predictions.23,28 The nucleation layer, on the other hand,
possesses a low thermal conductivity due to the presence of
relatively higher point- and line-defect concentrations.31 With
the spot sizes used in this study (1/e2 radii ∼10 μm), SSTR
probes through both layers of the AlN thin films. Thus, SSTR
measurements represent a thermal conductivity that is
influenced by both single crystal and nucleation layers. As a
result, the SSTR-measured in-plane thermal conductivities of
the AlN thin films are slightly lower than the predictions of
Slack et al.23 and Lindsay et al.28 From Figure 3a, it is evident
that compared to their thicknesses (6 μm or less), these AlN
films have one of the highest in-plane thermal conductivities of
any thin film material, surpassed only by graphite and
diamond. The deposition technique, microstructure, grain
size, and defect concentrations highly influence the thermal
conductivity values of thin film materials.18,73,75,79,81−83 Due to
this, the bulk of the prior reports on the in-plane thermal
conductivity of diamond, GaN, and hexagonal boron nitride
(hBN) thin films with thicknesses on the order of 6 μm or less
are lower than 200 W m−1 K−1 as exhibited in Figure 3a.
In Figure 3b, we have plotted the normalized in-plane

thermal conductivity (kfilm/kbulk) of various thin film materials
with respect to their bulk in-plane values. Figure 3b reveals that
the AlN films used in this study have one of the highest
normalized in-plane thermal conductivities, higher than nearly
all graphite and diamond thin films. This indicates that the
thermal conductivity reduction due to defect and boundary
scattering is much less severe in our AlN thin films compared

Figure 2. Calibration of SSTR technique via bulk Si wafer thermal
conductivity measurements. Within uncertainty, the SSTR
measurements of Si (filled diamonds) are in agreement with
literature Si values57 (solid line) and higher than our TDTR
measurements of Si (filled squares). TDTR-measured Si thermal
conductivities being lower than literature have also been reported
by Wilson and Cahill58 (open circles) when using 1/e2 pump radii
of 5, 10, and 25 μm. For comparison, the 1/e2 pump radii of our
TDTR and SSTR measurements are ∼8.5 and 10 μm, respectively.
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ABSTRACT: High thermal conductivity materials show promise for thermal mitigation
and heat removal in devices. However, shrinking the length scales of these materials often
leads to significant reductions in thermal conductivities, thus invalidating their
applicability to functional devices. In this work, we report on high in-plane thermal
conductivities of 3.05, 3.75, and 6 μm thick aluminum nitride (AlN) films measured via
steady-state thermoreflectance. At room temperature, the AlN films possess an in-plane
thermal conductivity of ∼260 ± 40 W m−1 K−1, one of the highest reported to date for any
thin film material of equivalent thickness. At low temperatures, the in-plane thermal
conductivities of the AlN films surpass even those of diamond thin films. Phonon−phonon
scattering drives the in-plane thermal transport of these AlN thin films, leading to an
increase in thermal conductivity as temperature decreases. This is opposite of what is
observed in traditional high thermal conductivity thin films, where boundaries and defects that arise from film growth cause a
thermal conductivity reduction with decreasing temperature. This study provides insight into the interplay among boundary,
defect, and phonon−phonon scattering that drives the high in-plane thermal conductivity of the AlN thin films and
demonstrates that these AlN films are promising materials for heat spreaders in electronic devices.
KEYWORDS: AlN thin films, in-plane thermal conductivity, steady-state thermoreflectance, phonon−phonon scattering, anisotropy ratio

Thermal dissipation from hot spots presents a bottle-
neck to the efficient and reliable operation of
electronic devices, ranging from low-power logic

devices to high-power RF high electron mobility transistors.1−7

Different techniques, such as power management,8 improved
packaging technology,6,9 thermoelectric cooling,10 heat sink
design,11,12 and lateral heat spreaders,4,5,9 have been
implemented to circumvent this problem. However, these
solutions often require departure from the most efficient
electronic device geometry to allow for gains in thermal
dissipation. An ideal solution to this problem would be the
development of high in-plane thermal conductivity nonmetallic
materials that are able to easily remove heat from hot spots.
These materials would also need to remain in thin film form to
continue to allow current device architectures and form factors.
To this end, high thermal conductivity crystals (e.g., diamond,
cubic boron nitride, boron arsenide, aluminum nitride, and
gallium nitride) and two-dimensional layered materials (e.g.,
graphene and hexagonal boron nitride) have received
significant attention in recent years.4,13 Thin films of these
nonmetallic materials can be implemented as heat spreaders
when their thicknesses are larger than the hot-spot length

scales3,4,14,15 in devices. This implementation also requires that
the thin films have adequate length scales and crystal qualities
to ensure bulk or near-bulk thermal conductivities. However,
this is paradoxical, since defects and boundaries arising from
thin film growth commonly result in much reduced thermal
conductivities as compared to the respective bulk values.
Among bulk solids, diamond has the highest thermal
conductivity, above 2000 W m−1 K−1 at room temperature.4,16

However, implementation of diamond thin films as heat
spreaders has several limitations. For example, the thermal
conductivities of diamond thin films are much lower than the
bulk value due to microstructural features and defects during
growth.17,18 Additionally, heterogeneous integration of materi-
als onto diamond can lead to poor crystal quality due to lattice
constant mismatch. Cubic boron arsenide, isotopically
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enhanced sensitivity to parameters at larger depths, as seen in
Fig. 4(a), including the amorphous layer.

As sensitivity analysis and calculations of the thermal penetra-
tion depth indicate sensitivity to the thermal conductivity of the
amorphous layer in the low frequency limit, the ΔV/V SSTR mea-
surements are analyzed as the four-layer geometry described previ-
ously. The properties of the Al, damaged polycrystalline diamond
region, and pristine diamond are obtained through four-point
probe measurements and TDTR, and the thermal conductivity of
the amorphous layer is then treated as a fitting parameter within
the multi-layer heat diffusion model32 of the measured data. The
thermal conductivity of the amorphous layer is plotted as a func-
tion of effective spot size in Fig. 5(a). In contrast to the two-layer
fitting from Fig. 3, the conductivity is more consistent as a function
of effective spot size, with nominal values within error of the other
measurements and an average thermal conductivity of
1:4+ 0:4Wm!1 K!1.

To assess the result of the measurement and the ability of the
technique to measure amorphous films, the thermal conductivity of

the amorphous diamond layer is compared to that of amorphous
carbon films fabricated with controlled growth and thickness. In
particular, a series of diamond-like carbon (DLC) films were fabri-
cated through plasma enhanced chemical vapor deposition
(PECVD)34,39 upon 300 mm diameter Si (001) substrates with a
thickness range of 24–500 nm. While the films are amorphous in
structure, the designation of diamond-like specifies a higher ratio
of sp3:sp2 bonding than that typically found in PECVD grown
amorphous carbon.35–37,39–41

The thermal conductivity of the DLC films was first measured
through TDTR, using a modulation frequency of 8.8 MHz and a
10" objective, providing for an effective spot size of 9.7 μm. As in
the case of the irradiated diamond, the DLC films were coated
with an 80 nm layer of Al to serve as the transducer. Measurements
of a witness sample yielded a thermal conductivity of
123+ 8Wm!1 K!1 for the silicon substrate. For measurements of
the DLC films, the thermal conductivity of the film and the
thermal boundary conductance of the Al/DLC film interface were
treated as fitting parameters. The thermal boundary conductance

FIG. 4. Sensitivity analysis of the thermal properties of the implanted diamond by considering the sample as a four-layer system measured with SSTR (a) and TDTR (b).
The subscripts refer to the corresponding layer in a top-down manner (for example, layer 1 refers to the Al transducer). Differences in sensitivity to a particular parameter
between the two techniques are attributed to differences in thermal penetration depth. The expected temperature rise of the material system in response to a periodic heat
source with frequency of 400 Hz (c) and 8.8 MHz (d) displays the difference in the heating profile of SSTR and TDTR. Both calculations apply a pump and probe radius of
10 μm; while the temperature rise of an 8.8 MHz modulated heating event is primarily contained within the 80 nm transducer, a 400 Hz periodic heating event yields a 1/e
thermal penetration depth capable of extending to the amorphous layer. The temperature profile at the center of the pump/probe radius is displayed in (e) and (f ).
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SSTR can measure at variable 
depths under the surface 

controlled by the laser spot size

TDTR/FDTR restricted 
to ~1 µm beneath 

surface in diamond

thermal properties of subsurface thin films. The latter contributes
to our fundamental understating of vibrational thermal transport
in ion irradiated solids in the disordered layers about the average
ion termination depth (i.e., the longitudinal projected range).

The localized nature of damage that can be achieved in crys-
tals at the longitudinal projected range through ion implantation
offers an ideal platform to test the capabilities of SSTR as distinct
amorphous layers can be produced by ions at sufficiently high flu-
ences. This depth can be tuned based on a number of parameters,
including the energy and species of the ion, and thus, we design an
experiment in which we ion implant polycrystalline diamond with
N3þ so that the end of range is at a distance under the surface that
is inaccessible with TDTR, but accessible for the measurement
with SSTR.

A single-side polished polycrystalline diamond sample, com-
mercially available from Element Six (TM200), was selected as the
target medium in order to produce regions of localized amorphiza-
tion about the projected range, which has been previously demon-
strated in diamond for ions with sufficient energy.11–14 Localization
of damage through ion implantation can be represented with the
Stopping and Range of Ions in Matter (SRIM) software15,16 through
simulation of the ion concentration and displacements-per-atom
(dpa) profiles. An example is provided in Fig. 1(a), which displays the
result of diamond implanted with N3þ at 16.5MeV. For this calcula-
tion, we utilize a full damage cascade, with nitrogen as the selected
ion, and carbon as the target. The carbon target is modified such that
its properties are reflective of diamond:11 density of 3.51 g cm"3, dis-
placement energy of 37.5 eV,17,18 lattice binding energy of 7.5 eV,19–21

and a surface binding energy of 3.69 eV.22,23 The dpa is calculated
from the vacancy output of the calculation, assuming a fluence of
4# 1016 cm"3. As can be seen from Fig. 1(a), the ion concentration
and dpa associated with these implant conditions yield profiles that
are localized about the longitudinal projected range, with limited lon-
gitudinal straggle. In comparison, other materials, such as silicon, will
yield amorphous regions in response to implantation with heavy ions
but with more spatially diffuse damage profiles.24,25 The unique local-
ization of damage about the longitudinal projected range in diamond
has allowed for advanced lift-out techniques [via focused ion beam
(FIB) milling] of the material above the projected range, which lever-
ages the differences in mechanical properties between diamond and
amorphous carbon.14,26,27

II. EXPERIMENTAL

Ion implantation was carried out at Sandia National
Laboratories with a 6MV Tandem Van de Graaff accelerator. The
diamond was adhered with a conductive carbon tape onto a silicon
substrate and loaded into the implant chamber that was pumped to
1# 10"6 Torr. The diamond was subsequently exposed, at normal
incidence, to a fluence of 4# 1016 cm"2 N3þ. To provide for spatial
uniformity during the implantation, the beam was rastered across
the sample surface.

Localization of damage from the N3þ implantation is con-
firmed through high angle annular dark field scanning transmis-
sion electron microscopy (HAADF STEM) imaging of a cross
section of the sample produced from an FEI Titan electron micro-
scope. Figure 1(b) displays a visibly darker region beginning at a

depth of 7.03 μm from the sample surface; a higher resolution
image of the region is provided in Fig. 1(c). We note that the longi-
tudinal projected range observed from STEM is slightly larger than
that predicted through SRIM simulation, which could be attributed
to the fact that the crystalline structure and dynamic changes in
composition are not accounted for in the model.28–30 Selected area
electron diffraction is used to validate crystallinity of the region,
where diffraction is observed directly outside of the region, but

FIG. 1. (a) SRIM simulations of the ion concentration (gray) and dpa profile
(red) for N3þ implanted diamond, exposed to a dose of 4# 1016 cm"2 and ion
energy of 16.5 MeV. (b) and (c) HAADF STEM images of a cross section of the
implanted diamond with the same conditions from the SRIM simulation. (c) dis-
plays a higher resolution image centered about the longitudinal projected range.
The dark band at the projected range is amorphous, confirmed by the lack of
diffraction in selected area diffraction measurements. The images in (b) and (c)
are included from the previous study.11 Reproduced with permission from Scott
et al., Carbon 157, 97–105 (2020). Copyright 2020 Elsevier.
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thermal properties of subsurface thin films. The latter contributes
to our fundamental understating of vibrational thermal transport
in ion irradiated solids in the disordered layers about the average
ion termination depth (i.e., the longitudinal projected range).

The localized nature of damage that can be achieved in crys-
tals at the longitudinal projected range through ion implantation
offers an ideal platform to test the capabilities of SSTR as distinct
amorphous layers can be produced by ions at sufficiently high flu-
ences. This depth can be tuned based on a number of parameters,
including the energy and species of the ion, and thus, we design an
experiment in which we ion implant polycrystalline diamond with
N3þ so that the end of range is at a distance under the surface that
is inaccessible with TDTR, but accessible for the measurement
with SSTR.

A single-side polished polycrystalline diamond sample, com-
mercially available from Element Six (TM200), was selected as the
target medium in order to produce regions of localized amorphiza-
tion about the projected range, which has been previously demon-
strated in diamond for ions with sufficient energy.11–14 Localization
of damage through ion implantation can be represented with the
Stopping and Range of Ions in Matter (SRIM) software15,16 through
simulation of the ion concentration and displacements-per-atom
(dpa) profiles. An example is provided in Fig. 1(a), which displays the
result of diamond implanted with N3þ at 16.5MeV. For this calcula-
tion, we utilize a full damage cascade, with nitrogen as the selected
ion, and carbon as the target. The carbon target is modified such that
its properties are reflective of diamond:11 density of 3.51 g cm"3, dis-
placement energy of 37.5 eV,17,18 lattice binding energy of 7.5 eV,19–21

and a surface binding energy of 3.69 eV.22,23 The dpa is calculated
from the vacancy output of the calculation, assuming a fluence of
4# 1016 cm"3. As can be seen from Fig. 1(a), the ion concentration
and dpa associated with these implant conditions yield profiles that
are localized about the longitudinal projected range, with limited lon-
gitudinal straggle. In comparison, other materials, such as silicon, will
yield amorphous regions in response to implantation with heavy ions
but with more spatially diffuse damage profiles.24,25 The unique local-
ization of damage about the longitudinal projected range in diamond
has allowed for advanced lift-out techniques [via focused ion beam
(FIB) milling] of the material above the projected range, which lever-
ages the differences in mechanical properties between diamond and
amorphous carbon.14,26,27

II. EXPERIMENTAL

Ion implantation was carried out at Sandia National
Laboratories with a 6MV Tandem Van de Graaff accelerator. The
diamond was adhered with a conductive carbon tape onto a silicon
substrate and loaded into the implant chamber that was pumped to
1# 10"6 Torr. The diamond was subsequently exposed, at normal
incidence, to a fluence of 4# 1016 cm"2 N3þ. To provide for spatial
uniformity during the implantation, the beam was rastered across
the sample surface.

Localization of damage from the N3þ implantation is con-
firmed through high angle annular dark field scanning transmis-
sion electron microscopy (HAADF STEM) imaging of a cross
section of the sample produced from an FEI Titan electron micro-
scope. Figure 1(b) displays a visibly darker region beginning at a

depth of 7.03 μm from the sample surface; a higher resolution
image of the region is provided in Fig. 1(c). We note that the longi-
tudinal projected range observed from STEM is slightly larger than
that predicted through SRIM simulation, which could be attributed
to the fact that the crystalline structure and dynamic changes in
composition are not accounted for in the model.28–30 Selected area
electron diffraction is used to validate crystallinity of the region,
where diffraction is observed directly outside of the region, but

FIG. 1. (a) SRIM simulations of the ion concentration (gray) and dpa profile
(red) for N3þ implanted diamond, exposed to a dose of 4# 1016 cm"2 and ion
energy of 16.5 MeV. (b) and (c) HAADF STEM images of a cross section of the
implanted diamond with the same conditions from the SRIM simulation. (c) dis-
plays a higher resolution image centered about the longitudinal projected range.
The dark band at the projected range is amorphous, confirmed by the lack of
diffraction in selected area diffraction measurements. The images in (b) and (c)
are included from the previous study.11 Reproduced with permission from Scott
et al., Carbon 157, 97–105 (2020). Copyright 2020 Elsevier.
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serves as a mechanism to perturb the mass defect scattering term
in well established phonon scattering models [12e14], allowing us
to build-upon the current understanding of phonon defect
interactions.

While there have been numerous investigations of ion implan-
tation effects in diamond, a limited number have reported associ-
ated measured thermal conductivities, with most focusing on
electron or neutron irradiation [15e17]. However, in the case of
neutron irradiation, thermal conductivities as low as 71Wm!1 K!1

are reported for samples implanted at a dose of 4.5" 1018 cm!2

[15]. A number of studies have investigated the role of point defects
in diamond in the form of isotopic impurities, such as 13C content in
12C diamond crystals [10,18e21]. Among these studies, the thermal
conductivity can be reduced by hundreds of Wm!1 K!1 for isotopic
impurity concentrations less than 1%, demonstrating the strong
influence of impurity scattering on the thermal conductivity of the
lattice. In this study, at the highest dose, we ultimately find the
implanted mass impurity concentration to be much lower than 1%
within the regions measured, but in combination with other forms
of residual lattice defects generated during the implantation pro-
cedure, these defects are capable of reducing the thermal conduc-
tivity by two orders of magnitude.

In short, ion implantation is a bombardment procedure inwhich
ionized atoms are accelerated into a targetmaterial. In industry, it is
a fundamental process used in the manufacture of transistors and
integrated circuits, traditionally utilized to implant semiconductors
with acceptor or donor dopants [22,23]. However, ion implantation
is also capable of producing material modification in the form of
surface modification or amorphous layer formation [24,25]. A
simple schematic of the process is represented in Fig. 1. Prior to
implantation, the target, in this case diamond, maintains the peri-
odicity of its lattice as a polycrystalline material. Upon bombard-
ment of the lattice, ions of C3þ, N3þ, or O3þ are accelerated into the
lattice at an energy of 16.5MeV. At some point during the implant,
the accelerated ions will come into contact with an atom at rest,
and transfer a portion of the kinetic energy, creating what is known
as a primary knock-on atom, whichwill in turn collidewith another
atom at rest [26]. Throughout the implantation, this process will
happen repeatedly, yielding recoil cascades within the lattice,
potentially generating high degrees of damage. When the

accelerated ions no longer have sufficient energy to move a lattice
atom from its equilibrium position, it comes to rest at its projected
range. With doses and energies high enough, an amorphous layer
will be produced at the end of range [27e29] with residual damage
remaining above this layer in the form of point defects including
vacancies, interstitials, substitutional impurities, as well as
extended defects such as vacancy clusters. In this manuscript, we
quantify the role of this residual damage in the layer above the end
of range on the thermal conductivity of ion irradiated diamond.

2. Experimental

2.1. Sample fabrication and SRIM

Polycrystalline diamond substrates (with grain sizes extending
up to 65e75% of the sample thickness) were purchased from
Element Six and laser diced into quarters, yielding dimensions of
5mm " 5mm in area and 0.3mm in thickness. Polycrystalline
substrates were selected due to their prevalence in high-power
heat-sink applications [2,30]. Samples were then implanted,
normal to the surface, at Sandia National Laboratories with either
C3þ, N3þ, or O3þions at a beam energy of 16.5MeV using a 6MV
Tandem Van de Graaf accelerator. Fluences of 4" 1014, 4" 1015, and
4" 1016 cm!2 were used for each ion, yielding a total of nine
implanted samples. To ensure spatial uniformity of the implant, the
beam was rastered across the sample surface during the
implantation.

To estimate the longitudinal projected range of implantation
depth, simulations were performed with Stopping and Range of
Ions in Matter (SRIM) software. SRIM is a widely accepted Monte
Carlo simulation software capable of modeling a number of features
related to ion implantation including implant depths and concen-
trations on scales that would be prohibitively large for other
modeling techniques such as molecular dynamics, for example
[31,32]. We utilize detailed calculations with full damage cascades
to predict damage profiles following implantation at a beam energy
of 16.5MeV for each ion. In each case, we specify the beam energy
as 16.5MeV and diamond substrate density as 3.515 g/cm3 [33]. We
utilize an average displacement energy of 37.5 eV [34,35], a lattice
binding energy of 7.5 eV [36e38], and a surface binding energy of

Fig. 1. Visualization of ion implantation. Prior to bombardment of the accelerated ions (a), the substrate maintains a diamond cubic crystal structure. Upon impingement of the
lattice (b), the kinetic energy of the accelerated ions is transferred to the carbon atoms at rest, which become primary knock-on atoms, and are then launched further into the lattice
until collision with other atoms at rest. This process repeats to create recoil cascades. Following implantation (c), the ions come to rest at the projected range, creating an amorphous
region, and above this layer, leave behind both point and extended defects.

E.A. Scott et al. / Carbon 157 (2020) 97e10598

of the DLC film/substrate was treated as infinite as there was little
sensitivity to the interface. Results of the DLC measurements are
displayed in Fig. 5(b); in general, the thermal conductivity was
found to be relatively constant within the measured thickness range
with an average of 1:5+ 0:2Wm!1 K!1, which is in close compar-
ison to the thermal conductivity of the amorphous layer within the
irradiated diamond. For comparison, SSTR was also used (with
10" and 20" objectives) to measure the thermal conductivity of
the PECVD DLC films. For the two thinnest films of 24 and 60
nm, there was little sensitivity to the thermal conductivity of the
films; however, results could be obtained on thicker films
(.100 nm) and were found to be within good agreement (,12%
difference) of the TDTR measurements, as shown in Fig. 5(b).

Despite the similarity in the measured thermal conductivity of
the amorphous diamond layer and amorphous PECVD carbon
films, it is important to note that the thermal conductivity of amor-
phous carbon has been shown to be highly dependent upon film
density.35–37,40,41 This is closely linked to the type of bonding most
prevalent to the film. For example, a higher fraction of C–C sp3

bonds (as compared to H-terminated bonds) provides for enhanced
stiffness and density. For these films, the corresponding thermal
conductivity has been shown to span over an order of magnitude,
ranging from less than 1Wm!1 K!1 to nearly 10Wm!1 K!1,
depending upon the density. For reference, we plot the reported
thermal conductivities of amorphous carbon films from Arlein et al.,34

Bullen et al.,36 and Shamsa et al.35 as a function of film density
in Fig. 5(c). The density of the PECVD films in this study was
measured with Rutherford backscattering spectrometry (RBS)
analysis (1.8 g cm!3). The corresponding thermal conductivity of
1.5 Wm!1 K!1 is within the range of that from amorphous
carbon films from the literature with similar density.

We find this correlation between density and thermal conduc-
tivity to also be applicable for amorphous carbon produced
through ion irradiation of diamond. For example, in a prior report
by Fairchild et al.,13 the formation of an amorphous band was like-
wise observed in diamond following implantation with Heþ at
0.5 MeV. A threshold density value of 2.95 g cm!3 was determined,
below which amorphization was found to occur. Within the amor-
phous band, densities ranging from 2.95 to 2.1 g cm!3 were
observed. With an average value of 2.53 g cm!3, a thermal conduc-
tivity of 1.39Wm!1 K!1 could be interpolated from the data of
Shamsa et al.35 and 1.85Wm!1 K!1 from Bullen et al.,36 which is
within the range of the thermal conductivity of the irradiation-induced
amorphous carbon of the present study.

For insight into the density of the amorphous region in the
present study, electron energy loss spectroscopy (EELS) analysis
was performed, from which shifts in the peak of the plasmon spec-
trum were used to calculate the density from a cross section of the
sample. Specifics on the density calculations are elaborated on in
the supplementary material. Maps of the plasmon peak position
could then be used to provide visualization of the spatial density
variation, such as that shown in Fig. 6, where a density map 6(b) is
contrasted to the corresponding HAADF STEM image 6(a). From
this analysis, the density of the damaged region pre-end-of-range
was found to be approximately 3.4 g cm!3, whereas the amorphous
layer was reduced to a density ranging from 1.9 to 2.1 g cm!3. For
comparison, the thermal conductivity of the amorphous carbon
induced through ion implantation is plotted with the PECVD
amorphous carbon films in Fig. 5(c). In general, the thermal con-
ductivity is in agreement with amorphous carbon films fabricated
through PECVD, which serves to highlight the critical role of
density in dictating the thermal conductivity of carbon and also
lends credence to the measurement.

FIG. 5. (a) Measured thermal conductivity of the amorphous region (κ3) of the
ion-implanted diamond sample, considering the material system as a four-layer
model. (b) Measured thermal conductivity of amorphous carbon in a thickness
series of diamond-like carbon films. (c) Thermal conductivity of amorphous
carbon as measured with TDTR and SSTR. For reference, experimental values
are included from literature as a function of density,34–36 originally compiled in a
work by Arlein et al.34 Reproduced from Arlein et al., J. Appl. Phys. 104,
033508 (2008). Copyright 2008 AIP Publishing LLC.

FIG. 6. (a) HAADF STEM image of an FIB cross section of the irradiated
diamond. (b) displays the corresponding spatially resolved density of the region
as determined from the EELS analysis.
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Sub-surface interfaces and heat sinks
e.g., measure thermal conductivity of buried interfaces, 
sub-mounts & substrates under GaN and AlN thin films

Rev. Sci. Instrum. 92, 064906

Figure 7: Schematics of the 3-layer samples measured by SSTR: (a) ∼130 nm SiO2 thin film on Si substrate, (b) ∼2.05 µm
GaN thin film on n-GaN substrate, and (c) ∼2 µm AlN thin film on sapphire substrate. Figures (d), (e), and (f) represent

the sensitivity calculations as a function of effective radius,
√

r2
o + r2

1 for the three samples shown in Figures (a), (b), and (c)

respectively.

to the same.43 The SSTR-measured thermal conductivity of the GaN substrate is 194 ± 27 W m−1 K−1

when the spot sizes are 10 µm. Using spot sizes of 20 µm, the thermal conductivity of the GaN substrate
is measured with a lower uncertainty to be 185 ± 16 W m−1 K−1.

The thermal conductivity of the sapphire substrate is measured by SSTR in the ∼2 µm AlN thin
film on sapphire sample. The sensitivity calculation for this sample is shown in Figure 7(f). SSTR
measurement of the sapphire substrate thermal conductivity is most sensitive to the in-plane thermal
conductivity of the AlN thin film. The cross-plane thermal conductivity of this AlN thin film is measured
by TDTR. As the anisotropy in the AlN thermal conductivity of is very small at room temperature,44 the
in-plane and cross-plane thermal conductivities of the 2 µm AlN thin film can be assumed to be the
same. Using SSTR, the thermal conductivity of the sapphire substrate is measured to be 35.1 ± 5.9 W
m−1 K−1 with 1/e2 pump and probe radii of 10 µm. Similar to the other two samples, with 20 µm spot
sizes, the sapphire thermal conductivity can be determined with a lower uncertainty, 34.5 ± 4.2 W m−1

K−1.

In Table 2, we present the measured substrate thermal conductivities for the two spot sizes. The
uncertainty of the measured values incorporate the uncertainty associated with the γ value (sapphire ref-
erence), Al transducer and thin film thermal conductivity, thin film thickness, and the thermal boundary
conductances. The values of these parameters are tabulated in Table 1. As shown in Table 2, the SSTR-

12

Table 2: SSTR-measured substrate thermal conductivity (
√

krkz) of the samples shown in Figure 7

Substrates
Thermal conductivity (W m−1 K−1)

spot size 10 µm spot size 20 µm literature

Si 141 ± 27 140 ± 18 14030

GaN 194 ± 27 185 ± 16 19541

Sapphire 35.1 ± 5.9 34.5 ± 4.2 3542

measured substrate thermal conductivities are in excellent agreement with literature. This proves the
ability of SSTR to accurately measure the thermal conductivities of buried substrates that are typically
inaccessible by TDTR and FDTR.

2.7 Experimental measurement of the thermal conductivity of buried films by SSTR

Figure 8: Sensitivity calculation as a function of effective radius,
√

r2
o + r2

1 for the 4-layer sample: 85 nm Al transducer/2.5

µm Si film/1 µm SiO2 layer/Si substrate.

We now discuss the required criteria for SSTR to measure the thermal conductivity of a buried film
in a 4-layer system: metal transducer/thin film/buried film/substrate. Measurement of such a buried
film is possible when the thermal resistance of this layer is much greater those of the top thin film and
substrate. This stems from the fact that for SSTR to measure the thermal conductivity of any layer in
a multilayered material system, a significant steady-state temperature gradient must exist in that layer,
either in cross-plane or in-plane direction. As the top thin film is in contact with the metal transducer, the
temperature gradient of this layer is often large unless the film thickness is very low. On the other hand,
since the substrate is a semi-infinite medium, a measurable temperature gradient exists in the substrate
when large pump and probe radii are used. For a buried film, however, unless the thermal resistance

13

• Automated variable spot size in SSTR-F 
allows for control over testing depth

• Measurement of layer-by-layer thermal 
conductivity in material stack/composite

SSTR-F capabilities
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7

Accurate, Rapid & Robust Measurements with SSTR

Laser Thermal CONFIDENTIAL – Do not distribute without permission.

Thermal Mapping of Wafers, Devices, etc. 
w/ Lateral Resolution Down to ~1 micron

Above: SSTR-F Hardware
Top-right: Operation Software

Bottom-right: Analysis Software
• 4” dia ALD film on Si
• Thermal map shows 

thickness variation 
from T-gradient 
during deposition

• Thermal resistance 
varies 5X over wafer

• 6-finger GaAs pHEMT
• One of several on a 

MMIC power amplifier, 
18 – 44 GHz w/ 1 W 
output power (Analog 
Devices ADPA7007)

6

Accurate, Rapid & Robust Measurements with SSTR
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• Accessible length-scales from nanometers up to bulk
• Single/Multi-Point test times sub-minute regardless of material
• Full automation with no optics experience required, including mapping
• Measurements up to 400C (higher T in development)

Laser Thermal CONFIDENTIAL – Do not distribute without permission.

Maximal Thermal Range à From Diamond to Air! 

Above: SSTR-F Hardware
Top-right: Operation Software

Bottom-right: Analysis Software

ALD film on 4” diameter 
silicon waver

6-finger GaAs pHEMT on 
a MMIC power amplifier

SSTR-F capabili5es
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• Thermal conductivity and 
resistance testing 
services from thin films to 
heat sinks

• Thermal conductivity 
measurement systems 
for thin films and bulk 
materials (SSTR-F)

• Tutorials and demos 
available online
https://laserthermal.com 

Laser Thermal’s SSTR-F

https://laserthermal.com/


Outline
1.What makes a high and low thermal conductivity material – an 

electron and phonon nanoscale perspective
2.Thermal conductivity of thin films: how film dimensional and 

growth conditions can lead to interfaces and defects that scatter 
electrons and phonons, thus reducing the thermal conductivity of 
materials

3.Thermal conductivity measurements: thin film methods
4.Thermal boundary resistance: coherent and incoherent heat 

transfer across interfaces in nanostructures
5.Coupled nonequilibrium heat transfer: Energy coupling among 

electron, phonons and photons including ultrafast laser pulse 
effects

6.Heat transfer in materials during synthesis and manufacturing, 
including plasma-material interactions during deposition and laser-
based manufacturing



High power device thermal management - traditional

fiber array. A variable optical delay line in one of the paths was used to control the modulation
phase difference of the optical signal and switch between common mode, i.e., zero phase differ-
ence, and differential mode, i.e., phase difference of ð2nþ 1Þ!. The responsivity of these devices
was measured to be 0.75 A/W. To attain uniform illumination of the PDs, the fibers were pulled back
until the photoresponse dropped to half the peak value. The device under test was placed on a
thermoelectric cooler with a surface temperature of $ %10 &C. The PDs were biased separately by
two dc source meters through bias-tees integrated on the microwave probe. The RF signal from the

TABLE 1

Epitaxial layer structure of CC-MUTC PDs with a cliff layer

Fig. 1. (a) SEM image of an InP chip with four pairs of balanced PDs and two single PDs. (b) Photo-
micrograph of a diamond submount. (c) Schematic cross-sectional view of balanced PDs flip-chip
bonded on a diamond submount. The blue arrows indicate the direction of heat flow.
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Example: thermal conductivity of common high k substrates

30 100 1000 4000
30

100

1000

4000

TM180
TM200

CVDTM100

Plate˚1b

Diamond

SiC-6H

SiC-4H

AlN
(Hexatex)
2691,˚3258
4238,˚4240

AlN
(device)

Si˚(reliable)

˚

M
ea
su
re
d˚
Th
er
m
al
˚C
on
du
ct
iv
ity
,˚W
˚m

-1
˚K

-1

Literature˚Thermal˚Conductivity,˚W˚m-1K-1

Si˚(device)



High power device thermal management – substrate effects

fiber array. A variable optical delay line in one of the paths was used to control the modulation
phase difference of the optical signal and switch between common mode, i.e., zero phase differ-
ence, and differential mode, i.e., phase difference of ð2nþ 1Þ!. The responsivity of these devices
was measured to be 0.75 A/W. To attain uniform illumination of the PDs, the fibers were pulled back
until the photoresponse dropped to half the peak value. The device under test was placed on a
thermoelectric cooler with a surface temperature of $ %10 &C. The PDs were biased separately by
two dc source meters through bias-tees integrated on the microwave probe. The RF signal from the

TABLE 1

Epitaxial layer structure of CC-MUTC PDs with a cliff layer

Fig. 1. (a) SEM image of an InP chip with four pairs of balanced PDs and two single PDs. (b) Photo-
micrograph of a diamond submount. (c) Schematic cross-sectional view of balanced PDs flip-chip
bonded on a diamond submount. The blue arrows indicate the direction of heat flow.

IEEE Photonics Journal InP/InGaAs Photodiodes With Output Power

Vol. 5, No. 3, June 2013 6800307
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Thermal boundary conductance – nanoscale resistances
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fiber array. A variable optical delay line in one of the paths was used to control the modulation
phase difference of the optical signal and switch between common mode, i.e., zero phase differ-
ence, and differential mode, i.e., phase difference of ð2nþ 1Þ!. The responsivity of these devices
was measured to be 0.75 A/W. To attain uniform illumination of the PDs, the fibers were pulled back
until the photoresponse dropped to half the peak value. The device under test was placed on a
thermoelectric cooler with a surface temperature of $ %10 &C. The PDs were biased separately by
two dc source meters through bias-tees integrated on the microwave probe. The RF signal from the

TABLE 1

Epitaxial layer structure of CC-MUTC PDs with a cliff layer

Fig. 1. (a) SEM image of an InP chip with four pairs of balanced PDs and two single PDs. (b) Photo-
micrograph of a diamond submount. (c) Schematic cross-sectional view of balanced PDs flip-chip
bonded on a diamond submount. The blue arrows indicate the direction of heat flow.
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Substrate (Si, AlN, or diamond)

Collaboration with Joe Campbell (UVA)
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where F̃ and vĩ are Fourier transforms of the force and velocity
vectors, A is the surface area, M is the number of samples, Δts is
the sampling interval and Fi

B = ∑j∈BFij. Therefore, for the
purposes of this work, atomic velocities and forces are collected
for a total of 10 ns during steady-state nonequilibrium
conditions at a sampling interval of 10 fs in order to determine
the spectral contribution to the total heat flux. As such, the
outputs of forces and velocities include components in the
three Cartesian coordinates. Thus, the dot-product of the force
and velocity vectors, ⟨F⃗ij·vi⃗⟩, which describes the modal
contributions to the heat current has separate contributions
in the x-, y-, and z-directions. The x- and y- components
describe the in-plane or transverse mode contributions to the
total heat current and the z-component describes the out-of-
plane or longitudinal mode contributions to the total heat
current.
Note, this method of calculating the total force on an atom

on the left side of the interface due to the collective forces from
all the atoms in the other side of the interface reduces the
computational cost by a large extent. Furthermore, instead of
considering forces on every atom i at the left side of the
interface, we consider an average force exerted on a plane of
atoms (due to periodic boundary conditions on the x- and y-
directions) since atoms in a monolayer parallel to the interface
will experience the same force due to the collective atoms from
the other side of the interface. In this context, our approach
considerably reduces the computational time and cost for the
modal analysis calculations compared to previous methods in
which the computational cost of storing the velocities and
forces between each atom pair interaction during the simulation
and taking the Fourier transforms require a large amount of
storage space.60,61 Moreover, because of the random motion of
the gas and liquid atoms in the simulation cell, the atom-by-
atom approach adds another complexity due to the require-
ment of tracking the nearest-neighbor atoms of the solid atoms
for force and velocity calculations.

■ RESULTS AND DISCUSSIONS
To validate the modal decomposition method described above,
we perform NEMD calculations on LJ argon at 50 K by placing

an imaginary interface with a cross section at the middle of the
simulation cell in the z-direction. For the calculations, the
simulation domain size is 10a0 × 10a0 × 60a0, which confirms
that no size effects due to boundary scattering affects the
calculations. Figure 2a shows the modal contributions of the
normalized heat flux accumulation (q(ω)) due to a steady-state
temperature induced across the LJ argon computational
domain. For comparison, the predictions from a Boltzmann
transport equation (BTE) in conjunction with anharmonic
lattice dynamics (LD) calculations performed at 50 K (with the
same LJ parameters as detailed in ref 62) are also shown. In this
method, the phonon properties predicted via an anharmonic
LD calculation, which takes into consideration three- and four-
phonon processes, are used as input parameters in the BTE
equation. The modal decomposition method and the BTE-LD
method predict very similar spectral contributions to the
thermal conductivity of LJ argon. In particular, both methods
predict that the largest contribution to thermal conductivity is
due to phonons with 20% to 80% of the maximum frequency.
This is intuitive due to the large population of phonons in this
frequency range (see the density-of-states of LJ argon
represented by Solid A in Figure 2b). The good agreement
between the two approaches gives us confidence in the results
presented in this section. We note that the BTE-LD approach
and the approach used in this work are fundamentally different
as the former uses information such as the relaxation times as
input parameters in the BTE, while our approach relies on the
outputs of atomic velocities and forces directly from MD
simulations.
Figure 2b shows the modal contributions to the normalized

heat flux accumulation from Solid A (m = mAr) to Solid B (m =
4mAr) at 30 K for εA−B in the range εAr to εAr/4; the exact values
of the interaction strengths are given in the legend of Figure 2c.
Figure 2b also shows the predictions for the case with εA−B =
εAr (which is the relatively strongly bonded interface) at 1 K
average temperature. For this case, the heat flux from Solid A to
Solid B has negligible contributions from frequencies greater
than the cutoff frequency of Solid B (even though the phonon
spectrum in Solid A extends to twice the maximum frequency
of Solid B). However, at 30 K, frequencies greater than the
cutoff frequency of Solid B contribute to more than 50% of the
total heat flux from Solid A to Solid B for the strongly bonded
interface. The temperature dependencies can be understood by

Figure 2. (a) Normalized thermal conductivity accumulation predicted from the NEMD calculations for a homogeneous LJ argon with an imaginary
interface in the middle of the computational domain (at 50 K) as a function of ωAr/ωAr, max. For comparison, the result from ref 62 that is based on
the Boltzmann transport equation in conjunction with anharmonic lattice dynamics calculation performed at 50 K are also shown. (b) Normalized
thermal boundary conductance accumulation at 30 K for the range of εA−B studied in this work. Also included are the predictions at 1 K for the
strongest cross-species interaction strength across the interface (with εA−B = 10.3 meV). The DOS (a.u.) of the bulk solids are included to emphasize
the cutoff frequencies in the two solids. (c) NEMD-predicted thermal boundary conductances across the LJ-based solids differentiated by mass as a
function of temperature for the range of cross-species interactions.
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Collaboration: Scott Walton (NRL)
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Atmospheric plasma functionalization of graphene surfaces

Collaboration: Scott Walton (NRL)

• Al/graphene interaction increased 
with oxygen bond (Al-O bond)

• But what implications does this 
have for SLG devices?

Nano Lett. 12, 590 (2012)
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Au/graphene electronic contacts

Collaboration: Scott Walton (NRL)
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Chemistry effects on the TBC across Au/Ti/graphene

Collaboration: Stephen McDonnell (UVA)
Nanotechnology (in press)

warrants more thorough interface characterization. Titanium
was selected for this work as it is commonly used as a contact
or adhesion layer for graphene due to its low work function
and low electron Schottky barrier.

Experimental details

To fabricate samples for this experiment, commercial gra-
phene grown by chemical vapor deposition (CVD) on Cu foil
(from Graphene Supermarket) was transferred to SiO2 by a
polymethyl methacrylate (PMMA) carrier film followed by a
ultra high vacuum (UHV) anneal to remove PMMA residues
[14]. Following the transfer, a 5 nm film of titanium was
deposited onto Gr/SiO2 in a high vacuum (HV) electron
beam evaporator at pressures of 10−7 or 10−6 Torr and
deposition rates ranging from 0.01 to 0.5 nm s−1, indicated by
a quartz crystal monitor. Samples for TLM measurements
were fixed with a shadow mask described elsewhere [9] prior
to metal evaporation. The samples were not exposed to
atmosphere following the deposition of Ti. Au was deposited
to cap the samples prior to removal from UHV, in order to
prevent further oxidation of the Ti layer upon air exposure.
Au films of 500 nm, 80 nm, and 2 nm were deposited on
samples for TLM, thermal measurements, and XPS, respec-
tively. X-ray photoelectron spectroscopy data was collected
with a monochromated x-ray source at a pass energy of 50 eV
in a UHV system described previously [15]. Spectra were
deconvoluted using kolXPD software [16] to extract relative
compositions of Ti metal and Ti oxide. The samples were
then characterized by the transfer length method and time-
domain thermoreflectance to determine RC and thermal
boundary conductance, respectively. More detailed descrip-
tions of these measurements are included in supporting
information available online at stacks.iop.org/NANO/0/
000000/mmedia.

Results

We have found that oxide composition is largely dependent
on the contact deposition conditions. Titanium is highly
reactive and will readily oxidize under high-vacuum deposi-
tion conditions. As others have suggested [17–19], the
adsorption of oxidizing species onto the substrate surface
during deposition will affect the chemistry of the contact,
which is expected to manifest in the electrical and thermal
properties of the interface. Figure 1 shows oxide composition
versus deposition rate for samples fabricated from three
individually transferred pieces of graphene.

Each color represents a single piece of graphene trans-
ferred to SiO2 and subsequently split into three (or four)
samples to receive metal deposition at three (or four) different
deposition rates. Sample-to-sample variability is observed,
but there appears to be a trend of decreasing oxide compo-
sition with increasing deposition rate. The deposition rate
determines the impingement rate of Ti atoms on the surface of
the substrate relative to the impingement rate of the oxidizing

species from residual gases. It is therefore expected that
higher deposition rates result in lower oxide composition,
since at higher deposition rates Ti atoms arrive at the sample
surface at faster rates than oxidizing species in the chamber.
The anomalous data point can be explained by the presence of
additional oxidizing species from PMMA residues which will
be addressed in the discussion section.

Base pressure also has a substantial effect, which can
dominate over deposition rate. A sizable partial pressure of
residual H2O or OH is typically detected in elastomer-sealed
vacuum chambers and the base pressure is a measure of the
quantity of residual gases in the chamber. During deposition,
these residual H2O and OH molecules are impinging on the
sample surface, along with the Ti. Depositing at higher
pressures increases the amount of oxidizing species available
for reaction with Ti, and depositing at lower deposition rates
increases the fraction of Ti atoms that will react with oxi-
dizing species upon reaching the surface. This is observed in
figure 2. To overcome any issue of sample-to-sample varia-
bility, each sample represented in figure 2 was cut from a
single piece Gr/SiO2 produced in a single transfer. Two out
of the three samples were deposited on at the same rate but
different base pressures, and two out of three were deposited
on at the same base pressure but different rates. In figure 2(a),
(i) corresponds to a deposition 1×10−7 Torr and a rate of
0.01 nm s−1, (ii) corresponds to a deposition at 1×10−7 Torr
and a rate of 0.1 nm s−1 and (iii) corresponds to a pressure of
1×10−6 Torr at a rate of 0.1 nm s−1. The corresponding
TLM data for each are shown in figure 2(b). Comparison of
(i) and (ii) illustrates the effect of deposition rate alone at the
same base pressure. As previously discussed, a lower oxide
composition results at a faster deposition rate. In (ii) and (iii),
we observe the effects of varying base pressure at the same
deposition rate. Depositing at 1×10−7 Torr yields 25%
oxide whereas 1×10−6 Torr results in 78% oxide. This
indicates that base pressure has a substantial effect on oxide
composition. The TLM results corresponding to (i) and (iii)

Figure 1. Plot of Ti oxide composition versus deposition rate at a
pressure of 1×10−7 Torr on Gr/SiO2 samples. Each identical
marker shape represents samples cut from the same piece of
graphene.
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contacts of similar oxide composition show large variations in
RC as seen in figure 3.

The effects of contact processing conditions manifest in
thermal transport properties. Figure 4(a) shows XPS spectra
acquired for four samples fabricated with four different
deposition rates and figure 4(b) shows the corresponding
TDTR data as a function of oxide composition. XPS shows
significant oxide composition at the slowest deposition rate of
0.01 nm s−1. The oxide composition decreases between 0.01
and 0.1 nm s−1. The thermal data indicates that thermal
boundary conductance hK is inversely related to the oxide
composition. For the deposition rate of 0.1 nm s−1, which
resulted in the lowest oxide composition,
hK=65±7MWm−2 K−1, whereas for the slowest deposi-
tion rate, which resulted in the highest oxide composition,
hK=32±3MWm−2 K−1. The values of hK correspond to
Au/SiO2 interface where the effective interfacial regions
between Au and SiO2 for this analysis is the Ti/Gr layers, as
mentioned previously.

The measured value of hK for the slower deposition rates
matches very well with those measured for a similar
Au/Ti/Gr/SiO2 interface deposited at 0.05 nm s−1 and
reported by Koh et al [22]. The twofold increase in hK with
the faster deposition rate corresponds to the relative decrease
in the oxide composition between the different deposition
rates as shown in figure 4(a). Thus, a higher oxide compo-
sition in the Ti layer at an Au/Ti/Gr/SiO2 contact leads to a
lower hK (higher resistance) than a lower oxide composition.
Stated differently, our results suggest that to minimize the
thermal resistance at the Au/Ti/Gr/SiO2 contact, the Ti
should be as metallic as possible. In contrast to thermal
transport, electrical transport does not appear to be as sensi-
tive to the composition of the contact for this particular
sample; however, the results shown in figure 3 indicate that
the reactor base pressure does have an impact on RC.

Discussion

It is apparent in figure 1 that samples processed identically
might result in different oxide compositions. A major source
of variability in the Gr/metal interface chemistry is related to
PMMA residue from the transfer process. PMMA is typically
removed by dissolution in acetone followed by an anneal in
UHV at a temperature high enough to dissociate the various
hydrocarbon species [23]. The thermal decomposition of
PMMA is inherently a random process, and generated radi-
cals can react with defects in the graphene or form longer
polymer chains that cannot be removed [24]. Therefore,
samples which undergo the same PMMA removal process
can be left with different quantities of PMMA residue, and the
quantity of PMMA residue is unlikely to be uniform across a
single sample. Lee et al have shown that a PMMA-free
transfer process results in lower contact resistance than that
which uses PMMA [25]. PMMA residues are known to dope
graphene and alter its electronic properties [23]. Furthermore,
transport across the Ti/Gr interface will be inhibited by the
presence of contaminants, which scatter charge carriers and
obstruct hybridization between the graphene π-orbitals and Ti
metal d-orbitals [10, 26]. Orbital hybridization will be
inhibited both by the presence of polymer residues at the
interface and by the presence of an oxidized contact rather
than a metallic one. It has been shown that PMMA residues
react with Ti overlayers [27]. Other sources of variability, in
both the interface and contact chemistry, could be related to
intrinsic defects in the CVD-grown graphene film or due to
other extrinsic effects of transfer process including residual
Cu, incomplete removal of graphene from the back of the Cu
foil, wrinkles and tears in the film, or adsorbates. While
measures can be taken to assess the quality and uniformity of
the transferred graphene prior to device fabrication, such as
characterization with Raman spectroscopy, these defects are
inherent to the transfer process and are fundamentally
uncontrollable.

Despite the inevitable sample-to-sample variability, our
results suggest that some degree of control over contact
composition is achievable during the deposition process,
particularly via deposition rate and base pressure. The overall
linear correlation between oxide composition and RC sum-
marized in figure 3 is not surprising given that the electrical
resistivity of TiO2 is orders of magnitude higher than that of
metallic Ti [28]. The results presented in figure 2 indicate that
the cleanliness of the graphene/TiOx interface, which is
affected by the base pressure of the deposition, likely dom-
inates RC to a greater extent than the oxide composition.
While we observe a relationship between deposition rate and
oxide composition in figure 1, and a correlation between RC

and oxide composition in figure 3, it is important to note that
deposition rate does not have a substantial effect on RC. It
then follows that oxide composition is not the prevailing
factor determining RC.

The possible origins of the change in thermal boundary
conductance with change in oxygen content of the Ti layer
between the Au and graphene could manifest from various
changes in electronic and vibrational scattering and interfacial

Figure 4. (a) Ti 2p core-level spectra for Gr/SiO2 deposited at
different rates at a base pressure of 1×10−7 Torr. (b) Time-domain
thermoreflectance data for the same samples as a function of oxide
composition.
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contacts of similar oxide composition show large variations in
RC as seen in figure 3.

The effects of contact processing conditions manifest in
thermal transport properties. Figure 4(a) shows XPS spectra
acquired for four samples fabricated with four different
deposition rates and figure 4(b) shows the corresponding
TDTR data as a function of oxide composition. XPS shows
significant oxide composition at the slowest deposition rate of
0.01 nm s−1. The oxide composition decreases between 0.01
and 0.1 nm s−1. The thermal data indicates that thermal
boundary conductance hK is inversely related to the oxide
composition. For the deposition rate of 0.1 nm s−1, which
resulted in the lowest oxide composition,
hK=65±7MWm−2 K−1, whereas for the slowest deposi-
tion rate, which resulted in the highest oxide composition,
hK=32±3MWm−2 K−1. The values of hK correspond to
Au/SiO2 interface where the effective interfacial regions
between Au and SiO2 for this analysis is the Ti/Gr layers, as
mentioned previously.

The measured value of hK for the slower deposition rates
matches very well with those measured for a similar
Au/Ti/Gr/SiO2 interface deposited at 0.05 nm s−1 and
reported by Koh et al [22]. The twofold increase in hK with
the faster deposition rate corresponds to the relative decrease
in the oxide composition between the different deposition
rates as shown in figure 4(a). Thus, a higher oxide compo-
sition in the Ti layer at an Au/Ti/Gr/SiO2 contact leads to a
lower hK (higher resistance) than a lower oxide composition.
Stated differently, our results suggest that to minimize the
thermal resistance at the Au/Ti/Gr/SiO2 contact, the Ti
should be as metallic as possible. In contrast to thermal
transport, electrical transport does not appear to be as sensi-
tive to the composition of the contact for this particular
sample; however, the results shown in figure 3 indicate that
the reactor base pressure does have an impact on RC.

Discussion

It is apparent in figure 1 that samples processed identically
might result in different oxide compositions. A major source
of variability in the Gr/metal interface chemistry is related to
PMMA residue from the transfer process. PMMA is typically
removed by dissolution in acetone followed by an anneal in
UHV at a temperature high enough to dissociate the various
hydrocarbon species [23]. The thermal decomposition of
PMMA is inherently a random process, and generated radi-
cals can react with defects in the graphene or form longer
polymer chains that cannot be removed [24]. Therefore,
samples which undergo the same PMMA removal process
can be left with different quantities of PMMA residue, and the
quantity of PMMA residue is unlikely to be uniform across a
single sample. Lee et al have shown that a PMMA-free
transfer process results in lower contact resistance than that
which uses PMMA [25]. PMMA residues are known to dope
graphene and alter its electronic properties [23]. Furthermore,
transport across the Ti/Gr interface will be inhibited by the
presence of contaminants, which scatter charge carriers and
obstruct hybridization between the graphene π-orbitals and Ti
metal d-orbitals [10, 26]. Orbital hybridization will be
inhibited both by the presence of polymer residues at the
interface and by the presence of an oxidized contact rather
than a metallic one. It has been shown that PMMA residues
react with Ti overlayers [27]. Other sources of variability, in
both the interface and contact chemistry, could be related to
intrinsic defects in the CVD-grown graphene film or due to
other extrinsic effects of transfer process including residual
Cu, incomplete removal of graphene from the back of the Cu
foil, wrinkles and tears in the film, or adsorbates. While
measures can be taken to assess the quality and uniformity of
the transferred graphene prior to device fabrication, such as
characterization with Raman spectroscopy, these defects are
inherent to the transfer process and are fundamentally
uncontrollable.

Despite the inevitable sample-to-sample variability, our
results suggest that some degree of control over contact
composition is achievable during the deposition process,
particularly via deposition rate and base pressure. The overall
linear correlation between oxide composition and RC sum-
marized in figure 3 is not surprising given that the electrical
resistivity of TiO2 is orders of magnitude higher than that of
metallic Ti [28]. The results presented in figure 2 indicate that
the cleanliness of the graphene/TiOx interface, which is
affected by the base pressure of the deposition, likely dom-
inates RC to a greater extent than the oxide composition.
While we observe a relationship between deposition rate and
oxide composition in figure 1, and a correlation between RC

and oxide composition in figure 3, it is important to note that
deposition rate does not have a substantial effect on RC. It
then follows that oxide composition is not the prevailing
factor determining RC.

The possible origins of the change in thermal boundary
conductance with change in oxygen content of the Ti layer
between the Au and graphene could manifest from various
changes in electronic and vibrational scattering and interfacial

Figure 4. (a) Ti 2p core-level spectra for Gr/SiO2 deposited at
different rates at a base pressure of 1×10−7 Torr. (b) Time-domain
thermoreflectance data for the same samples as a function of oxide
composition.
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Chemical interactions influence bonding and TBC

Turns out defects can be a driving force that can drive 
chemical bonding and in turn influence TBC
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layer for the MgO and Al2O3 substrates. Since the oxygen
composition is directly related to the deposition rate in our
evaporator, an initial qualitative conclusion is that under typ-
ical HV conditions, the deposition rate of evaporated Ti will
result in TiOx with varying x, and a higher oxygen composi-
tion in this evaporated adhesion layer leads to a lower hK

across the Au/TiOx/MgO and Au/TiOx/Al2O3 interfaces.
While in most of these cases TiOx offers an improved hK as
compared to the thermal boundary conductance across the
Au/substrate interface without the adhesion layer, for the
case of the largest oxygen composition x¼ 2.85, the impact
of the adhesion layer loses its pronounced benefit in terms of
increasing hK. The thermal boundary conductance across this
Au/TiO2.85/MgO interface is about a factor of two higher
than the Au/MgO case, while for lower oxygen compositions
in the evaporated TiOx adhesion layer, the improvement in
thermal boundary conductance is a factor of three to four
times higher.

Another feature we observe in Fig. 2 is that the thermal
boundary conductance across the Au/TiOx/quartz is indepen-
dent of x. There could be several mechanisms at play which
cause this different trend in hK vs. x for the quartz substrate
as compared to MgO and Al2O3, including reduction of
the deposited Ti and differing TiOx film qualities and mor-
phologies. The variabilities and vacuum levels of this evapo-
rator prevent us from making more quantitative conclusions
on these particular samples beyond our initial qualitative
conclusion related to the processing, chemical composition,
and thermal boundary conductance, discussed above.
However, we gain more insight into this relationship by
repeating this study with UHV-grown titanium adhesion
layers. In this case, due to the UHV conditions in our cham-
ber, the reduced physisorption of foreign species is corre-
lated with a decrease in oxidized Ti at the substrate.

The Ti adhesion layers were deposited in UHV (7.5
" 10#10 Torr) via electron-beam evaporation on the same
aforementioned substrates using identical cleaning proce-
dures. Samples were subsequently coated with a thin layer of
gold in situ to prevent oxidation of the underlying Ti layer.43

The gold was deposited until the XPS signal of the substrate
is buried, and its thickness was later confirmed with XRR.
The samples were immediately transferred to the HV evapo-
rator and pumped down to $10#6 Torr to be deposited with a
thicker Au layer (47 nm). A comparison of the Ti 2p spectra
for Ti deposited at 1.0 Å/s in HV and Ti deposited at <0.1 Å/
s under UHV is shown in Fig. 1 of the supplementary mate-
rial. In the HV-deposited sample, metallic Ti accounts for
only 6% of the total Ti signal and the remainder is from
TiO2. In contrast, Ti deposited in UHV appears purely
metallic.

The measured thermal boundary conductances as a func-
tion of the Ti layer thickness are shown in Fig. 3. In the cases
of Al2O3 and MgO, there is a clear increase in hK with
increasing Ti thickness. On the other hand, as the thickness
of Ti increases on the quartz substrate, the thermal boundary
conductance remains relatively constant. An increase in ther-
mal boundary conductance (decrease in thermal boundary
resistance) with an increase in the film thickness suggests
that the Ti film is not in a fully thermally diffusive regime,
and thus at least partially ballistic electron and/or phonon
transport of carriers emitted from the Au is occurring in the
Ti layer. This is the case in Al2O3 and MgO for the Ti thick-
nesses presented here. However, to explain the phenomena
observed in the quartz substrate, we must examine the free
energies of the Mg-O, Al-O, and Si-O bonds. As the Ti-O
bond has a smaller free energy compared to Mg-O and Al-O
bonds,49 Ti near the substrate will not break these bonds to
form TiOx. On the other hand, the free energy associated
with the Ti-O bond is smaller than that of Si-O, suggesting
that Si-O bonds near the interface break to form TiOx. This

FIG. 2. Thermal boundary conductances across the Au/TiOx/substrate
deposited using electron-beam evaporation under high vacuum. The thermal
boundary conductance of the quartz sample with Ti deposited at 0.1 Å/s is
not shown because the stoichiometry could not be determined due to sample
size limitations. Despite this, hK was determined to be 130 MW m#2 K#1 for
that sample, relatively consistent with the other quartz substrate samples.
The lines are the measured data from the Au/substrate samples with no TiOx

adhesion layers.

FIG. 3. Thermal boundary conductances at Au/substrate interfaces with a Ti
adhesion layer deposited via electron-beam evaporation in UHV as a func-
tion of the Ti thickness. The lines are the measured data from the Au/sub-
strate samples with no Ti adhesion layer.
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is confirmed via XPS, shown in Fig. 4, the data of which
exhibit bond scission in SiO2 and quartz substrates but not in
MgO and Al2O3. The Si 2p spectra shown in Figs. 4(a) and
4(b) indicate that in UHV, Ti reacts with oxygen from the
substrate, which leads to the appearance of the Si0 chemical
state.

With this additional information, we revisit hK in the HV
evaporated quartz samples. Regardless of the deposition rate,
the conductance across the Au/TiOx/quartz interface is not
altered significantly across oxygen stoichiometries. Based on
XPS data from UHV grown samples, Ti deposited onto quartz
and SiO2 breaks the Si-O bond to form Ti-O, presenting
similar bonding across the Au/TiOx/quartz interface. This is
confirmed further in Ti grown under UHV conditions on
quartz, whereby hK is not altered significantly. We currently
do not understand why increasing the thickness of the Ti at
this interface does not change hK. However, we note that
since the UHV grown Ti is not purely metallic on this sub-
strate, an increased contribution from vibrational transport
will most certainly be playing a role compared to the pure Ti
case.

There are a variety of factors that could alter our pre-
sented values for thermal boundary conductances at these
interfaces. Differences in UHV and HV deposition parame-
ters, for example, have the potential to alter the structure of
the TiOx adhesion layer. In turn, differences in the structure
can alter measured thermal boundary conductances, which
could explain differences across deposition rates in
HV-deposited adhesion layers and the increase in hK for
UHV samples. Additionally, we cannot confirm that a con-
formal adhesion layer was deposited with a constant thick-
ness. Indeed, we account for the uncertainty of the thickness

of the Ti adhesion layer in our analysis of thermal boundary
conductance, but this does not account for islanding or other
complications arising due to electron-beam evaporated metals.
We can conclude, however, that Ti adhesion layers deposited
in UHV in general improve heat management compared to
their HV counterparts, especially as the deposition rate of the
Ti is lowered.

In summary, we report on a series of measurements
demonstrating the role of oxygen stoichiometry on the ther-
mal boundary conductance across Au/TiOx/substrate interfa-
ces. Under HV conditions, where the evaporated Ti oxidizes
upon reaching the substrate, we show that slower deposition
rates correspond to a higher oxygen content in the TiOx

layer, which results in a lower thermal boundary conduc-
tance across the Au/TiOx/substrate interfacial region. Under
UHV conditions, pure metallic Ti is deposited on the sub-
strate surface. In the case of quartz substrates, the metallic Ti
reacts with the substrate and getters oxygen, leading to a
TiOx layer. For the cases of Al2O3 and MgO, we demonstrate
that hK is dependent on the thickness of the adhesion layer.
In general, our results suggest that Ti layers with relatively
low oxygen compositions are best suited to maximize the
thermal boundary conductance.

See supplementary material for details including the
choice of adhesion layer deposition rates, calculation of the
adhesion layer stoichiometries and thicknesses, a description
of TDTR, and a comparison of the XPS spectra of Ti depos-
ited in HV and UHV.
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Spectral Contributions to the Thermal Conductivity of C60 and the
Fullerene Derivative PCBM
Ashutosh Giri* and Patrick E. Hopkins*
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ABSTRACT: We investigate the heat transport mechanisms responsible in
driving the characteristic temperature-dependent thermal conductivities of C60
and PCBM crystals via molecular dynamics simulations. We find that the thermal
conductivity of PCBM is “ultralow” across the temperature range studied in this
work. In contrast, the temperature-dependent thermal conductivity of C60
crystals exhibits two regimes: “crystal-like” behavior at low temperatures where
thermal conductivity increases rapidly with decreasing temperature and
temperature-independent thermal conductivities at higher temperatures. The
spectral contributions to thermal conductivity for C60 suggest that the majority of
heat is carried by modes in the low-frequency regime (<2 THz), which is a
consequence of intermolecular interactions. Unlike for C60, these modes are not
responsible for heat conduction in PCBM due to the mismatch in density of
states introduced by the addition of low-frequency modes from the alkyl chains
that are attached to the fullerene moieties.

The capability of fabricating carbon nanostructures (e.g.,
C60) in macroscopic quantities1,2 has triggered their use in

a plethora of applications such as photovoltaics,3,4 thermo-
electrics,5,6 and phase change memory devices.7 Common to
these applications, the management of heat and thermal
characterization in fullerenes and their derivatives is critical
for their commercialization. For example, the complete
understanding of thermal transport has significance in properly
accounting for Joule heating in photovoltaic and phase change
memory devices,7−9 and likewise, knowledge of heat transport
mechanisms is necessary for thermoelectric applications where
materials with ultralow thermal conductivities and high electron
mobilities are desirable.6,10

Considering the impact that thermal characterization of C60-
based materials has on their device-driven applications,
relatively few studies have focused on investigating their
thermal properties. In this context, it has been shown that
bulk C60 crystals demonstrate low thermal conductivities, ∼0.4
W m−1 K−1 measured via the static one-heater, two-
thermometer method and the 3ω technique.11,12 Moreover,
the temperature dependence of the thermal conductivity
revealed an abrupt jump at 260 K as a result of an
orientational-order transition in C60 crystals. Similarly, molec-
ular dynamics (MD) simulations have revealed that at
temperatures greater than 200 K C60 molecules rotate
unhindered at high frequencies, whereas at lower temperatures,
orientational freezing is observed.13,14

The attachment of alkyl chains, or other such moieties, on
the fullerene (as in the case of the semiconducting PCBM,
[6,6]-phenyl C61-butyric acid methyl ester) can have a
significant change in structural and physical properties,15,16

including alteration of the characteristic thermal transport
mechanisms driving their thermal conductivities. Experimental

investigations of thermal properties of fullerenes and their
derivatives have revealed almost an order of magnitude
difference between the thermal conductivities of hexagonal
PCBM and face-centered cubic C60.

17−21 Using time domain
thermoreflectance, Duda et al.17,18 reported ultralow thermal
conductivities (0.03−0.06 W m−1 K−1 at room temperature) for
PCBM, which marked the lowest ever measured thermal
conductivity for fully dense solids. They attributed the reduced
thermal conductivity to vibrational scattering resulting from the
addition of molecular moieties on the fullerene molecules.
Recently, Chen et al.22 performed nonequilibrium molecular
dynamics (NEMD) simulations on PCBM at 300 K and
ascribed the reason for the ∼63% decrease in thermal
conductivity (from the addition of the molecular tails) to
localization of vibrational states and reduced group velocities of
heat carrying vibrations in PCBM as compared to bare C60
structures. They also demonstrated that the mismatch of the
vibrational density of states (DOS) between the alkyl chain and
the fullerene could potentially result in the scattering of low-
frequency vibrations. However, a thorough understanding of
thermal transport, which includes the mode-level details of the
amount of heat carried by different frequencies and the
characteristic temperature dependence of thermal conductiv-
ities in C60 and PCBM, is still lacking. In particular, the
important questions that need to be addressed to gain more
insight into the thermal transport properties of fullerenes and
their derivatives are (i) what frequencies carry heat in the C60
crystal and how do these spectral contributions differ with the
addition of the alkyl chain on the fullerene moiety and (ii) how
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temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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and deposited gold contacts using the dry-transfer and high-resolution 
stencil mask technique (an approximately 70-nm-thick device is shown 
in the inset of Fig. 2d). (Mg4C60)∞ exhibits thermally activated transport 
along the in-plane direction (Extended Data Fig. 1) with an activation 
energy of 121 meV, as calculated from fitting an Arrhenius thermal 
activation model (Fig. 2d).

One of the key benefits of 2D materials prepared by mechanical 
exfoliation of vdW crystals is their ultra-clean surfaces without coun-
terions or contaminants. This is critical for many applications, and in 
particular for the assembly of heterostructures and optoelectronic 
devices3. To create a vdW C60 polymer material that can be mechani-
cally exfoliated, we attempted to remove the Mg from the (Mg4C60)∞ 
lattice by immersing the crystals in different aqueous acidic solu-
tions, expecting Mg to form water-soluble salts with the conjugate 
bases. Suspending (Mg4C60)∞ in dilute aqueous solutions of acetic 
acid or nitric acid leaches out most of the Mg, yielding (Mg0.5C60)∞, 
as determined by energy-dispersive X-ray spectroscopy (EDS).  
By suspending the (Mg0.5C60)∞ crystals in N-methylpyrrolidone at 
180 °C, we completely remove the Mg counterions (Fig. 3a). Upon 
examining the graphullerite crystals using scanning electron micros-
copy (SEM), we find that the crystals remain intact following Mg dein-
tercalation (Fig. 3a, inset). With Mg taken out, the remaining material 
is entirely and purely carbon, yet it is not C60; it is a vdW solid, graphul-
lerite ((C60)∞ in the figures). We note that the lack of long-range registry 
of the covalent layers along the stacking direction, indicated by the 
broadening of the powder X-ray diffraction (PXRD) peaks (Extended 
Data Fig. 2), has thus far prevented structural determination using 
SCXRD.

Raman spectroscopy is a diagnostic probe of C60 polymerization9,10, 
and when we compare the Raman spectrum of graphullerite to that of 
molecular C60, we find a splitting of the C60 Hg modes at 1,420 cm–1 and 
1,560 cm–1 (Extended Data Fig. 3a), which is attributed to the lower sym-
metry of polymerized C60. Furthermore, the Ag(2) pentagonal pinch 
mode at 1,469 cm–1, characteristic of molecular C60, is not observed in 
graphullerite. Quenching of the most intense Ag(2) mode corroborates 
the high degree of polymerization11. An alternative interpretation of 
the Raman spectrum is that the Ag(2) mode is shifted to a lower energy 
as a result of the polymerization12 and overlaps with the broad Hg(7) 
mode at 1,420 cm–1. The Raman spectra of (Mg4C60)∞ and graphullerite 
show no significant differences, indicating that the covalent bond-
ing between fullerene subunits is retained in graphullerite despite 
the complete removal of the Mg. Note that the Hg(7) mode of bilayer 
graphullerene, obtained by mechanical exfoliation (described below), 
is slightly shifted to higher energy compared with bulk graphullerite 
(Extended Data Fig. 3a).

To test whether the Mg counterions, which constitute the scaffold-
ing for the construction of graphullerite, are essential for the thermal 
stability of the structure, we performed differential scanning calori-
metry (DSC) and thermogravimetric analysis (TGA) measurements on 
graphullerite and (Mg4C60)∞ crystals. The DSC shows no endothermic 
peak up to about 550 °C, and no mass loss occurs up to about 700 °C, 
as determined by TGA (Extended Data Fig. 4). PXRD measurements, 
however, show that although graphullerite crystals are structurally 
stable up to 400 °C, they depolymerize and crystallize as molecular 
C60 when heated to 500 °C for 1 h (Extended Data Fig. 5). Furthermore, 
the characteristic Ag(2) mode for molecular C60 at 1,469 cm–1 appears 
in the Raman spectra of the annealed crystals (Extended Data Fig. 3b). 
The absence of an endothermic peak in the DSC data suggests that 
depolymerization is a gradual process, hard to capture by calorimetry.

In as much as there appears to be no interlayer C–C covalent links in 
graphullerite, we suspected that we could exfoliate the crystals down 
to a few layers, as in the case of graphite6. Indeed, mechanical exfo-
liation of graphullerite routinely produces uniform flakes as thin as 
bilayers with lateral dimensions on the order of tens of micrometres. 
Figure 3b,c shows the optical micrograph and atomic force microscopy 
(AFM) image of a bilayer. A recent study8 obtained ionic monolayers 
of [(NBu4

+)6(C60
6–)]∞ from (Mg4C60)∞ crystals via cationic exchange of 

Mg with tetrabutylammonium (NBu4
+) cations, followed by solution 

exfoliation. The presence of counterions associated with the reduced 
sheets precludes the creation of clean, high-quality interfaces for the 
fabrication of optoelectronic devices and 2D heterostructures. This 
recent study8 demonstrated that the ionic sheets can be neutralized 

ba c

Fig. 1 | Carbon allotropes. a,b, C60 fullerene, a zero-dimensional molecular 
cage composed of 60 carbon atoms (a), and graphene, consisting of a single 
layer of atoms (b), both composed of three-coordinate carbon. c, Graphullerene, 
a molecular sheet of carbon assembled from covalently linked C60 fullerene 
superatomic building blocks.
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along the a axis. The C60 units within each layer are much closer to one another 
than they are in molecular C60 crystals5. The closest C···C distance between  
two C60 subunits (1.573(1) Å) is roughly half of that in molecular C60 (3.116 Å). 

This very close spacing between the fullerenes is a direct reflection of covalent 
bonding between the molecules. d, The log of the conductance (σ) versus 
temperature (T) for a 70-nm-thick (Mg4C60)∞ device. A fit to a thermally 
activated (Arrhenius) model is given by the dashed green line. A typical device 
and corresponding four-terminal measurement scheme are shown in the 
inset. Ea, activation energy; kB, Boltzmann constant; VSD, source-drain voltage; 
Vxx, longitudinal voltage drop.
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and deposited gold contacts using the dry-transfer and high-resolution 
stencil mask technique (an approximately 70-nm-thick device is shown 
in the inset of Fig. 2d). (Mg4C60)∞ exhibits thermally activated transport 
along the in-plane direction (Extended Data Fig. 1) with an activation 
energy of 121 meV, as calculated from fitting an Arrhenius thermal 
activation model (Fig. 2d).

One of the key benefits of 2D materials prepared by mechanical 
exfoliation of vdW crystals is their ultra-clean surfaces without coun-
terions or contaminants. This is critical for many applications, and in 
particular for the assembly of heterostructures and optoelectronic 
devices3. To create a vdW C60 polymer material that can be mechani-
cally exfoliated, we attempted to remove the Mg from the (Mg4C60)∞ 
lattice by immersing the crystals in different aqueous acidic solu-
tions, expecting Mg to form water-soluble salts with the conjugate 
bases. Suspending (Mg4C60)∞ in dilute aqueous solutions of acetic 
acid or nitric acid leaches out most of the Mg, yielding (Mg0.5C60)∞, 
as determined by energy-dispersive X-ray spectroscopy (EDS).  
By suspending the (Mg0.5C60)∞ crystals in N-methylpyrrolidone at 
180 °C, we completely remove the Mg counterions (Fig. 3a). Upon 
examining the graphullerite crystals using scanning electron micros-
copy (SEM), we find that the crystals remain intact following Mg dein-
tercalation (Fig. 3a, inset). With Mg taken out, the remaining material 
is entirely and purely carbon, yet it is not C60; it is a vdW solid, graphul-
lerite ((C60)∞ in the figures). We note that the lack of long-range registry 
of the covalent layers along the stacking direction, indicated by the 
broadening of the powder X-ray diffraction (PXRD) peaks (Extended 
Data Fig. 2), has thus far prevented structural determination using 
SCXRD.

Raman spectroscopy is a diagnostic probe of C60 polymerization9,10, 
and when we compare the Raman spectrum of graphullerite to that of 
molecular C60, we find a splitting of the C60 Hg modes at 1,420 cm–1 and 
1,560 cm–1 (Extended Data Fig. 3a), which is attributed to the lower sym-
metry of polymerized C60. Furthermore, the Ag(2) pentagonal pinch 
mode at 1,469 cm–1, characteristic of molecular C60, is not observed in 
graphullerite. Quenching of the most intense Ag(2) mode corroborates 
the high degree of polymerization11. An alternative interpretation of 
the Raman spectrum is that the Ag(2) mode is shifted to a lower energy 
as a result of the polymerization12 and overlaps with the broad Hg(7) 
mode at 1,420 cm–1. The Raman spectra of (Mg4C60)∞ and graphullerite 
show no significant differences, indicating that the covalent bond-
ing between fullerene subunits is retained in graphullerite despite 
the complete removal of the Mg. Note that the Hg(7) mode of bilayer 
graphullerene, obtained by mechanical exfoliation (described below), 
is slightly shifted to higher energy compared with bulk graphullerite 
(Extended Data Fig. 3a).

To test whether the Mg counterions, which constitute the scaffold-
ing for the construction of graphullerite, are essential for the thermal 
stability of the structure, we performed differential scanning calori-
metry (DSC) and thermogravimetric analysis (TGA) measurements on 
graphullerite and (Mg4C60)∞ crystals. The DSC shows no endothermic 
peak up to about 550 °C, and no mass loss occurs up to about 700 °C, 
as determined by TGA (Extended Data Fig. 4). PXRD measurements, 
however, show that although graphullerite crystals are structurally 
stable up to 400 °C, they depolymerize and crystallize as molecular 
C60 when heated to 500 °C for 1 h (Extended Data Fig. 5). Furthermore, 
the characteristic Ag(2) mode for molecular C60 at 1,469 cm–1 appears 
in the Raman spectra of the annealed crystals (Extended Data Fig. 3b). 
The absence of an endothermic peak in the DSC data suggests that 
depolymerization is a gradual process, hard to capture by calorimetry.

In as much as there appears to be no interlayer C–C covalent links in 
graphullerite, we suspected that we could exfoliate the crystals down 
to a few layers, as in the case of graphite6. Indeed, mechanical exfo-
liation of graphullerite routinely produces uniform flakes as thin as 
bilayers with lateral dimensions on the order of tens of micrometres. 
Figure 3b,c shows the optical micrograph and atomic force microscopy 
(AFM) image of a bilayer. A recent study8 obtained ionic monolayers 
of [(NBu4

+)6(C60
6–)]∞ from (Mg4C60)∞ crystals via cationic exchange of 

Mg with tetrabutylammonium (NBu4
+) cations, followed by solution 

exfoliation. The presence of counterions associated with the reduced 
sheets precludes the creation of clean, high-quality interfaces for the 
fabrication of optoelectronic devices and 2D heterostructures. This 
recent study8 demonstrated that the ionic sheets can be neutralized 
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cage composed of 60 carbon atoms (a), and graphene, consisting of a single 
layer of atoms (b), both composed of three-coordinate carbon. c, Graphullerene, 
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micrograph of a single crystal. c, Crystal structure of (Mg4C60)∞ showing a top 
view of a single layer and a side view emphasizing the stacking of the layers 
along the a axis. The C60 units within each layer are much closer to one another 
than they are in molecular C60 crystals5. The closest C···C distance between  
two C60 subunits (1.573(1) Å) is roughly half of that in molecular C60 (3.116 Å). 

This very close spacing between the fullerenes is a direct reflection of covalent 
bonding between the molecules. d, The log of the conductance (σ) versus 
temperature (T) for a 70-nm-thick (Mg4C60)∞ device. A fit to a thermally 
activated (Arrhenius) model is given by the dashed green line. A typical device 
and corresponding four-terminal measurement scheme are shown in the 
inset. Ea, activation energy; kB, Boltzmann constant; VSD, source-drain voltage; 
Vxx, longitudinal voltage drop.
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and deposited gold contacts using the dry-transfer and high-resolution 
stencil mask technique (an approximately 70-nm-thick device is shown 
in the inset of Fig. 2d). (Mg4C60)∞ exhibits thermally activated transport 
along the in-plane direction (Extended Data Fig. 1) with an activation 
energy of 121 meV, as calculated from fitting an Arrhenius thermal 
activation model (Fig. 2d).

One of the key benefits of 2D materials prepared by mechanical 
exfoliation of vdW crystals is their ultra-clean surfaces without coun-
terions or contaminants. This is critical for many applications, and in 
particular for the assembly of heterostructures and optoelectronic 
devices3. To create a vdW C60 polymer material that can be mechani-
cally exfoliated, we attempted to remove the Mg from the (Mg4C60)∞ 
lattice by immersing the crystals in different aqueous acidic solu-
tions, expecting Mg to form water-soluble salts with the conjugate 
bases. Suspending (Mg4C60)∞ in dilute aqueous solutions of acetic 
acid or nitric acid leaches out most of the Mg, yielding (Mg0.5C60)∞, 
as determined by energy-dispersive X-ray spectroscopy (EDS).  
By suspending the (Mg0.5C60)∞ crystals in N-methylpyrrolidone at 
180 °C, we completely remove the Mg counterions (Fig. 3a). Upon 
examining the graphullerite crystals using scanning electron micros-
copy (SEM), we find that the crystals remain intact following Mg dein-
tercalation (Fig. 3a, inset). With Mg taken out, the remaining material 
is entirely and purely carbon, yet it is not C60; it is a vdW solid, graphul-
lerite ((C60)∞ in the figures). We note that the lack of long-range registry 
of the covalent layers along the stacking direction, indicated by the 
broadening of the powder X-ray diffraction (PXRD) peaks (Extended 
Data Fig. 2), has thus far prevented structural determination using 
SCXRD.

Raman spectroscopy is a diagnostic probe of C60 polymerization9,10, 
and when we compare the Raman spectrum of graphullerite to that of 
molecular C60, we find a splitting of the C60 Hg modes at 1,420 cm–1 and 
1,560 cm–1 (Extended Data Fig. 3a), which is attributed to the lower sym-
metry of polymerized C60. Furthermore, the Ag(2) pentagonal pinch 
mode at 1,469 cm–1, characteristic of molecular C60, is not observed in 
graphullerite. Quenching of the most intense Ag(2) mode corroborates 
the high degree of polymerization11. An alternative interpretation of 
the Raman spectrum is that the Ag(2) mode is shifted to a lower energy 
as a result of the polymerization12 and overlaps with the broad Hg(7) 
mode at 1,420 cm–1. The Raman spectra of (Mg4C60)∞ and graphullerite 
show no significant differences, indicating that the covalent bond-
ing between fullerene subunits is retained in graphullerite despite 
the complete removal of the Mg. Note that the Hg(7) mode of bilayer 
graphullerene, obtained by mechanical exfoliation (described below), 
is slightly shifted to higher energy compared with bulk graphullerite 
(Extended Data Fig. 3a).

To test whether the Mg counterions, which constitute the scaffold-
ing for the construction of graphullerite, are essential for the thermal 
stability of the structure, we performed differential scanning calori-
metry (DSC) and thermogravimetric analysis (TGA) measurements on 
graphullerite and (Mg4C60)∞ crystals. The DSC shows no endothermic 
peak up to about 550 °C, and no mass loss occurs up to about 700 °C, 
as determined by TGA (Extended Data Fig. 4). PXRD measurements, 
however, show that although graphullerite crystals are structurally 
stable up to 400 °C, they depolymerize and crystallize as molecular 
C60 when heated to 500 °C for 1 h (Extended Data Fig. 5). Furthermore, 
the characteristic Ag(2) mode for molecular C60 at 1,469 cm–1 appears 
in the Raman spectra of the annealed crystals (Extended Data Fig. 3b). 
The absence of an endothermic peak in the DSC data suggests that 
depolymerization is a gradual process, hard to capture by calorimetry.

In as much as there appears to be no interlayer C–C covalent links in 
graphullerite, we suspected that we could exfoliate the crystals down 
to a few layers, as in the case of graphite6. Indeed, mechanical exfo-
liation of graphullerite routinely produces uniform flakes as thin as 
bilayers with lateral dimensions on the order of tens of micrometres. 
Figure 3b,c shows the optical micrograph and atomic force microscopy 
(AFM) image of a bilayer. A recent study8 obtained ionic monolayers 
of [(NBu4

+)6(C60
6–)]∞ from (Mg4C60)∞ crystals via cationic exchange of 

Mg with tetrabutylammonium (NBu4
+) cations, followed by solution 

exfoliation. The presence of counterions associated with the reduced 
sheets precludes the creation of clean, high-quality interfaces for the 
fabrication of optoelectronic devices and 2D heterostructures. This 
recent study8 demonstrated that the ionic sheets can be neutralized 
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micrograph of a single crystal. c, Crystal structure of (Mg4C60)∞ showing a top 
view of a single layer and a side view emphasizing the stacking of the layers 
along the a axis. The C60 units within each layer are much closer to one another 
than they are in molecular C60 crystals5. The closest C···C distance between  
two C60 subunits (1.573(1) Å) is roughly half of that in molecular C60 (3.116 Å). 

This very close spacing between the fullerenes is a direct reflection of covalent 
bonding between the molecules. d, The log of the conductance (σ) versus 
temperature (T) for a 70-nm-thick (Mg4C60)∞ device. A fit to a thermally 
activated (Arrhenius) model is given by the dashed green line. A typical device 
and corresponding four-terminal measurement scheme are shown in the 
inset. Ea, activation energy; kB, Boltzmann constant; VSD, source-drain voltage; 
Vxx, longitudinal voltage drop.
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and deposited gold contacts using the dry-transfer and high-resolution 
stencil mask technique (an approximately 70-nm-thick device is shown 
in the inset of Fig. 2d). (Mg4C60)∞ exhibits thermally activated transport 
along the in-plane direction (Extended Data Fig. 1) with an activation 
energy of 121 meV, as calculated from fitting an Arrhenius thermal 
activation model (Fig. 2d).

One of the key benefits of 2D materials prepared by mechanical 
exfoliation of vdW crystals is their ultra-clean surfaces without coun-
terions or contaminants. This is critical for many applications, and in 
particular for the assembly of heterostructures and optoelectronic 
devices3. To create a vdW C60 polymer material that can be mechani-
cally exfoliated, we attempted to remove the Mg from the (Mg4C60)∞ 
lattice by immersing the crystals in different aqueous acidic solu-
tions, expecting Mg to form water-soluble salts with the conjugate 
bases. Suspending (Mg4C60)∞ in dilute aqueous solutions of acetic 
acid or nitric acid leaches out most of the Mg, yielding (Mg0.5C60)∞, 
as determined by energy-dispersive X-ray spectroscopy (EDS).  
By suspending the (Mg0.5C60)∞ crystals in N-methylpyrrolidone at 
180 °C, we completely remove the Mg counterions (Fig. 3a). Upon 
examining the graphullerite crystals using scanning electron micros-
copy (SEM), we find that the crystals remain intact following Mg dein-
tercalation (Fig. 3a, inset). With Mg taken out, the remaining material 
is entirely and purely carbon, yet it is not C60; it is a vdW solid, graphul-
lerite ((C60)∞ in the figures). We note that the lack of long-range registry 
of the covalent layers along the stacking direction, indicated by the 
broadening of the powder X-ray diffraction (PXRD) peaks (Extended 
Data Fig. 2), has thus far prevented structural determination using 
SCXRD.

Raman spectroscopy is a diagnostic probe of C60 polymerization9,10, 
and when we compare the Raman spectrum of graphullerite to that of 
molecular C60, we find a splitting of the C60 Hg modes at 1,420 cm–1 and 
1,560 cm–1 (Extended Data Fig. 3a), which is attributed to the lower sym-
metry of polymerized C60. Furthermore, the Ag(2) pentagonal pinch 
mode at 1,469 cm–1, characteristic of molecular C60, is not observed in 
graphullerite. Quenching of the most intense Ag(2) mode corroborates 
the high degree of polymerization11. An alternative interpretation of 
the Raman spectrum is that the Ag(2) mode is shifted to a lower energy 
as a result of the polymerization12 and overlaps with the broad Hg(7) 
mode at 1,420 cm–1. The Raman spectra of (Mg4C60)∞ and graphullerite 
show no significant differences, indicating that the covalent bond-
ing between fullerene subunits is retained in graphullerite despite 
the complete removal of the Mg. Note that the Hg(7) mode of bilayer 
graphullerene, obtained by mechanical exfoliation (described below), 
is slightly shifted to higher energy compared with bulk graphullerite 
(Extended Data Fig. 3a).

To test whether the Mg counterions, which constitute the scaffold-
ing for the construction of graphullerite, are essential for the thermal 
stability of the structure, we performed differential scanning calori-
metry (DSC) and thermogravimetric analysis (TGA) measurements on 
graphullerite and (Mg4C60)∞ crystals. The DSC shows no endothermic 
peak up to about 550 °C, and no mass loss occurs up to about 700 °C, 
as determined by TGA (Extended Data Fig. 4). PXRD measurements, 
however, show that although graphullerite crystals are structurally 
stable up to 400 °C, they depolymerize and crystallize as molecular 
C60 when heated to 500 °C for 1 h (Extended Data Fig. 5). Furthermore, 
the characteristic Ag(2) mode for molecular C60 at 1,469 cm–1 appears 
in the Raman spectra of the annealed crystals (Extended Data Fig. 3b). 
The absence of an endothermic peak in the DSC data suggests that 
depolymerization is a gradual process, hard to capture by calorimetry.

In as much as there appears to be no interlayer C–C covalent links in 
graphullerite, we suspected that we could exfoliate the crystals down 
to a few layers, as in the case of graphite6. Indeed, mechanical exfo-
liation of graphullerite routinely produces uniform flakes as thin as 
bilayers with lateral dimensions on the order of tens of micrometres. 
Figure 3b,c shows the optical micrograph and atomic force microscopy 
(AFM) image of a bilayer. A recent study8 obtained ionic monolayers 
of [(NBu4

+)6(C60
6–)]∞ from (Mg4C60)∞ crystals via cationic exchange of 

Mg with tetrabutylammonium (NBu4
+) cations, followed by solution 

exfoliation. The presence of counterions associated with the reduced 
sheets precludes the creation of clean, high-quality interfaces for the 
fabrication of optoelectronic devices and 2D heterostructures. This 
recent study8 demonstrated that the ionic sheets can be neutralized 
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micrograph of a single crystal. c, Crystal structure of (Mg4C60)∞ showing a top 
view of a single layer and a side view emphasizing the stacking of the layers 
along the a axis. The C60 units within each layer are much closer to one another 
than they are in molecular C60 crystals5. The closest C···C distance between  
two C60 subunits (1.573(1) Å) is roughly half of that in molecular C60 (3.116 Å). 

This very close spacing between the fullerenes is a direct reflection of covalent 
bonding between the molecules. d, The log of the conductance (σ) versus 
temperature (T) for a 70-nm-thick (Mg4C60)∞ device. A fit to a thermally 
activated (Arrhenius) model is given by the dashed green line. A typical device 
and corresponding four-terminal measurement scheme are shown in the 
inset. Ea, activation energy; kB, Boltzmann constant; VSD, source-drain voltage; 
Vxx, longitudinal voltage drop.
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Spectral Contributions to the Thermal Conductivity of C60 and the
Fullerene Derivative PCBM
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ABSTRACT: We investigate the heat transport mechanisms responsible in
driving the characteristic temperature-dependent thermal conductivities of C60
and PCBM crystals via molecular dynamics simulations. We find that the thermal
conductivity of PCBM is “ultralow” across the temperature range studied in this
work. In contrast, the temperature-dependent thermal conductivity of C60
crystals exhibits two regimes: “crystal-like” behavior at low temperatures where
thermal conductivity increases rapidly with decreasing temperature and
temperature-independent thermal conductivities at higher temperatures. The
spectral contributions to thermal conductivity for C60 suggest that the majority of
heat is carried by modes in the low-frequency regime (<2 THz), which is a
consequence of intermolecular interactions. Unlike for C60, these modes are not
responsible for heat conduction in PCBM due to the mismatch in density of
states introduced by the addition of low-frequency modes from the alkyl chains
that are attached to the fullerene moieties.

The capability of fabricating carbon nanostructures (e.g.,
C60) in macroscopic quantities1,2 has triggered their use in

a plethora of applications such as photovoltaics,3,4 thermo-
electrics,5,6 and phase change memory devices.7 Common to
these applications, the management of heat and thermal
characterization in fullerenes and their derivatives is critical
for their commercialization. For example, the complete
understanding of thermal transport has significance in properly
accounting for Joule heating in photovoltaic and phase change
memory devices,7−9 and likewise, knowledge of heat transport
mechanisms is necessary for thermoelectric applications where
materials with ultralow thermal conductivities and high electron
mobilities are desirable.6,10

Considering the impact that thermal characterization of C60-
based materials has on their device-driven applications,
relatively few studies have focused on investigating their
thermal properties. In this context, it has been shown that
bulk C60 crystals demonstrate low thermal conductivities, ∼0.4
W m−1 K−1 measured via the static one-heater, two-
thermometer method and the 3ω technique.11,12 Moreover,
the temperature dependence of the thermal conductivity
revealed an abrupt jump at 260 K as a result of an
orientational-order transition in C60 crystals. Similarly, molec-
ular dynamics (MD) simulations have revealed that at
temperatures greater than 200 K C60 molecules rotate
unhindered at high frequencies, whereas at lower temperatures,
orientational freezing is observed.13,14

The attachment of alkyl chains, or other such moieties, on
the fullerene (as in the case of the semiconducting PCBM,
[6,6]-phenyl C61-butyric acid methyl ester) can have a
significant change in structural and physical properties,15,16

including alteration of the characteristic thermal transport
mechanisms driving their thermal conductivities. Experimental

investigations of thermal properties of fullerenes and their
derivatives have revealed almost an order of magnitude
difference between the thermal conductivities of hexagonal
PCBM and face-centered cubic C60.

17−21 Using time domain
thermoreflectance, Duda et al.17,18 reported ultralow thermal
conductivities (0.03−0.06 W m−1 K−1 at room temperature) for
PCBM, which marked the lowest ever measured thermal
conductivity for fully dense solids. They attributed the reduced
thermal conductivity to vibrational scattering resulting from the
addition of molecular moieties on the fullerene molecules.
Recently, Chen et al.22 performed nonequilibrium molecular
dynamics (NEMD) simulations on PCBM at 300 K and
ascribed the reason for the ∼63% decrease in thermal
conductivity (from the addition of the molecular tails) to
localization of vibrational states and reduced group velocities of
heat carrying vibrations in PCBM as compared to bare C60
structures. They also demonstrated that the mismatch of the
vibrational density of states (DOS) between the alkyl chain and
the fullerene could potentially result in the scattering of low-
frequency vibrations. However, a thorough understanding of
thermal transport, which includes the mode-level details of the
amount of heat carried by different frequencies and the
characteristic temperature dependence of thermal conductiv-
ities in C60 and PCBM, is still lacking. In particular, the
important questions that need to be addressed to gain more
insight into the thermal transport properties of fullerenes and
their derivatives are (i) what frequencies carry heat in the C60
crystal and how do these spectral contributions differ with the
addition of the alkyl chain on the fullerene moiety and (ii) how
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conductivity of these structures as predicted via MD
simulations.
In contrast to the MD-predicted thermal conductivity of

PCBM, our results for C60 crystals do not agree with the
experimentally reported values in the literature.11,12 Yet, the
0.27 ± 0.025 W m−1 K−1 calculated via the GK approach at
room temperature is consistent with the prior NEMD results
from Chen et al.22 This discrepancy with experimental results
has been attributed to the error introduced due to the linear
fitting in a relatively small range of system sizes considered in
their NEMD simulations.22 While this could potentially lead to
lower predictions of thermal conductivity, our GK results are
also ∼33% lower than the experimentally reported values,
which suggests that size effects are not likely the cause of the
discrepancy. We note that the PCFF potential used to describe
the interatomic interactions might potentially not be sufficient
to reproduce the absolute values of the experimentally
measured thermal conductivities. Furthermore, the velocities
of atoms in our classical MD simulations are described by the
Maxwell−Boltzmann distribution, where the entire vibrational
spectrum of the system is excited at all temperatures. This
classical nature of the simulations could also be one of the
reasons for the discrepancy between the MD-predicted thermal
conductivities and the experimental results. However, for the
various reasons that we discuss later in this Letter regarding the
low-frequency mode contributions, we do not expect the
relative trends and differences in thermal conductivities among
the two systems studied in this work to change.
For the C60 crystals, even though the MD predictions do not

quantitatively match with the experimentally determined values,
similar temperature trends are observed. Most notably, the
abrupt jump in thermal conductivity below ∼200 K is
qualitatively similar to that observed in experiments conducted
by Yu et al.11 where the jump is observed at 260 K. They
attributed the sharp jump to the strong scattering of phonons in

the orientationally disordered fcc phase, leading to temper-
ature-independent thermal conductivity above 260 K. The
“crystal-like” thermal conductivity behavior below 260 K has
been attributed to orientational freezing;32 similar behavior has
also recently been reported for binary superatomic crystals of
Co6Se8(PEt3)6(C60)2 in ref 32.
To gain more insight into the intrinsic vibrational properties

and spectral contributions to thermal conductivity of the C60
and PCBM structures, we calculate the DOS and implement
the spectral analysis method as described in our previous work
(ref 33). Briefly, for the spectral analysis, the heat current
between atoms i and j is proportional to the correlation of the
interatomic force F⃗ij between the atoms and the velocities,
qi→j(ω) ∝ ⟨F⃗ij·(vi⃗ + vj⃗)⟩, where the brackets denote a steady-
state nonequilibrium ensemble average.33−36 To calculate the
spectrally resolved thermal conductivities, forces and velocities
for the atoms under consideration are tabulated for a total of 10
ns with 10 fs time intervals under NVE integration. Similarly,
the DOS is calculated by taking the Fourier transform of the
velocity autocorrelation function.37

Figure 3a shows the bulk DOS for the two structures. The
molecular tails in the PCBM broaden the sharp peaks seen in

the vibrational spectra of the C60 crystal and also shift them to
lower frequencies. This is expected as the molecular tails
increase the length and mass of the molecules, which manifests
in the vibrational spectrum by adding low-frequency modes,
while the stiffer interatomic interactions between the sp3 carbon
and the lighter atoms (or the C−H stretching modes) only
slightly increase the higher-energy spectrum of the crystals.
Figure 3b shows the normalized heat current accumulation

for our C60 and PCBM crystals at high (300 K) and low (50 K)
temperatures. At high temperatures for the C60 domains, the
thermal conductivity is dominated by the zone center modes
that are associated with long wavelength (frequencies lower
than 3 THz). In fact, ∼65% of the heat is carried by vibrations
of <3 THz. The intramolecular C−C stretching modes also
contribute ∼30% to the thermal conductivity of C60 at the high
temperature. In comparison to the case of C60, frequencies of

Figure 2. Temperature-dependent thermal conductivity predictions
from the GK approach for C60 and the nonequilibrium MD approach
for PCBM structures. The thermal conductivity of PCBM demon-
strates amorphous behavior, whereas for the C60 crystal, a jump in
thermal conductivity below 200 K marks the transition from “crystal-
like” to temperature-independent thermal transport behavior. The
dashed lines are to guide the eye.

Figure 3. (a) Vibrational DOS for the C60 and PCBM structures. (b)
Normalized heat current accumulation for the two structures at high
(300 K) and low (50 K) temperatures.
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(PCBB), and [6,6]-phenyl C61 butyric acid octyl ester (PCBO)
in chlorobenzene and ortho-dichlorobenzene (ODCB) as
solvents at concentrations of 0.2 mM (Figure 1). At this

concentration, the fullerene molecules are monodispersed, yet
the concentration is high enough to absorb a detectable amount
of light for our pump−probe experiment (more discussion in the
Supporting Information). We measure the change in absorption
via the time domain thermotransmittance (TDTT) ap-
proach.35,62−64 Details on these preceding topics are given in
the Methods Section and the Supporting Information.
Example data from a TDTTmeasurement are shown in Figure

S1. The initial peak is the excitation of fullerene electrons due to
absorption of the pump pulse. Electrons equilibrate among
themselves in the first few picoseconds (note, this is not
recombination, as recombination rates are on the order of
nanoseconds or longer).65−72 The following vibrational
relaxation (cooling) is the dominating effect observed as the
decay of the TDTT signal for the next few hundred picoseconds.
This thermal relaxation rate has been measured experimentally
and computationally for higher order fullerenes and ranges from
∼10 to 200 ps with a strong dependence on functionaliza-
tion.35−37

The diameter of a C60 molecule is ∼7.16 Å; for particles this
size dispersed in solution, the thermal relaxation is primarily
dictated by the conductance across the molecule/liquid interface,
which can be modeled as an exponential decay in time.63 We
normalize the in-phase signal at a time delay of 10 ps and fit the
experimental data with a biexponential decay function:

τ τ= − + − +f t A t A t A( ) exp( / ) exp( / )1 1 2 2 3 (1)

at times t > 10 ps, where the first time constant is related to the
thermal relaxation rate and the second time constant is related to
the electronic recombination rate. An example of this fit to the
data for PCBM in ODCB is shown in Figure S1. In the small-
particle limit, hK is given by35

τ τ= =h rC V C A/
3

/
K (2)

where r is the radius of a C60 molecule,C/V is the volumetric heat
capacity, C/A is the areal heat capacity, and τ is the time constant
of the thermal decay. Noting that the heat capacity of C60 (ref 73)
can be approximated as that of graphite at room temperature,74

we use the areal heat capacity of graphene for C/A (5.6 × 10−4 J

m−2 K−1) (ref 35). Thus, by fitting an exponential decay to the in-
phase signal, we can resolve τ and calculate an effective hK.
We observe a strong dependence of the first time constant on

the structure and size of the functional group attached to the
buckyball. The relaxation rate of a bare buckyball (C60) was
determined to be 37 ± 8 ps, resulting in hK = 15 ± 5 MW m−2

K−1. The fullerene derivatives with rigid ring structures (indene
groups in ICMA and ICBA) relax similar to, or slightly slower
than, a bare buckyball, resulting in a similar hK; whereas the
flexible chain structures, such as the ester groups in PCBM,
PCBB, and PCBO, relax more quickly with increasing chain
length resulting in hK as high as 63 ± 13 MW m−2 K−1, a 4-fold
increase compared to bare C60 (Figures 2 and S2a). The second

time constant, as shown in the Figure S2b, showed no statistically
significant dependence on the functional group or solvent;
however, it varied inversely with the pump beam fluence, as
would be expected for an electronic recombination process.72

Our measured vibrational relaxation times of bare C60 agree
with the measurements of higher order fullerene mixtures by
Huxtable et al.35 within uncertainty. We believe our experiments
have several distinct advantages of those of Huxtable et al. for
interpretation of the results in the context of specific mode
coupling across the fullerene/liquid interface. For one, their
samples consist of a mixture of C84, C78, and C76 molecules,
whereas our samples consist of pure (>97%) C60 derivatives,
allowing us to isolate the effect that molecular functional groups
have on our measurements. Second, Huxtable et al. used a single-
color (λ = 740−800 nm) pump−probe setup, while we use a two-
color (λpump = 400 nm, λprobe = 800 nm) setup, making it easy to
filter the pump and detect the probe signal. Lastly, fullerenes
absorb an order of magnitude more optical energy at 400 nm
compared to 800 nm,66,70 providing larger heating events and
thus increased signals due to increased pump absorption.
Our experimental measurements suggest that thermally active

vibrational modes in the phenyl-ester chains can enhance the
overall heat flow from the fullerene derivative to the liquid. The
increase in the measured conductance vs length of the phenyl-

Figure 1. Samples in this study were 0.2 mM solutions composed of
one of six different fullerene derivatives as the solute and one of two
organic liquids as the solvent. Fullerenes include bare C60, indene-
functionalized buckyballs indene-C60 monoadduct and bisadduct
(ICMA and ICBA), and phenyl-ester-functionalized buckyballs
[6,6]-phenyl C61 butyric acid methyl ester, butyl ester, and octyl
ester (PCBM, PCBB, and PCBO). Liquids include chlorobenzene
(CB) and ortho-dichlorobenzene (ODCB).

Figure 2. Effective thermal boundary conductance for each solution
calculated using the equation hK = C/A/τ. Blue squares represent
chlorobenzene solutions, green circles represent ortho-dichloroben-
zene solutions, and the red triangle represents toluene solutions of
mixed higher order fullerenes from Huxtable et al. (ref 35).
Compared to C60 and other higher order fullerenes, indene-
functionalized buckyballs show no statistically significant change in
thermal boundary conductance, while phenyl-ester-functionalized
buckyballs show an increase.
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moiety (e.g., C60, C70, etc.) or functional group (e.g., carboxylic acid, methane, etc.).  We will 

then study these fullerene derivative both in suspension (Task 1), and in thin film form when 

mixed with various semiconducting polymers or made as multilayer composites (e.g., P3HT, 

PEDOT, CuPc).  The size of the fullerene will dictate the Einstein Frequency, the functional 

groups will control the bonding and interactions (or lack there of)114 at material interfaces, and 

the synthesis procedures, types of polymers, and composition of mixtures/interface densities will 

lead to intricate control of the resulting thermal conductivity of these functional polymeric 

composites.  As an example, we hypothesize that a large fullerene moiety with a fluorinated tail 

will lead to low thermal conductivities due to the low Einstein Frequency and weak interactions 

Task 1 – Thermal and 
vibrational properties of 
molecules in suspension 

Task 2 – Thermal and 
vibrational properties of 

molecular films 

Liquid 

TDTT experiments + 
MD simulations 

Metal film 
transducer 

Substrate 

TDTR and FDTR  experiments 
+ MD simulations 

Detector 

 
Fig. 3.  Illustrations summarizing the molecular geometries that will be examine in each Task. 
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ABSTRACT: Control over the thermal conductance from excited molecules into an external environment is essential for
the development of customized photothermal therapies and chemical processes. This control could be achieved through
molecule tuning of the chemical moieties in fullerene derivatives. For example, the thermal transport properties in the
fullerene derivatives indene-C60 monoadduct (ICMA), indene-C60 bisadduct (ICBA), [6,6]-phenyl C61 butyric acid methyl
ester (PCBM), [6,6]-phenyl C61 butyric acid butyl ester (PCBB), and [6,6]-phenyl C61 butyric acid octyl ester (PCBO)
could be tuned by choosing a functional group such that its intrinsic vibrational density of states bridge that of the parent
molecule and a liquid. However, this effect has never been experimentally realized for molecular interfaces in liquid
suspensions. Using the pump−probe technique time domain thermotransmittance, we measure the vibrational relaxation
times of photoexcited fullerene derivatives in solutions and calculate an effective thermal boundary conductance from the
opto-thermally excited molecule into the liquid. We relate the thermal boundary conductance to the vibrational modes of
the functional groups using density of states calculations from molecular dynamics. Our findings indicate that the
attachment of an ester group to a C60 molecule, such as in PCBM, PCBB, and PCBO, provides low-frequency modes which
facilitate thermal coupling with the liquid. This offers a channel for heat flow in addition to direct coupling between the
buckyball and the liquid. In contrast, the attachment of indene rings to C60 does not supply the same low-frequency modes
and, thus, does not generate the same enhancement in thermal boundary conductance. Understanding how chemical
functionalization of C60 affects the vibrational thermal transport in molecule/liquid systems allows the thermal boundary
conductance to be manipulated and adapted for medical and chemical applications.
KEYWORDS: functionalized fullerene derivatives, thermal boundary conductance, molecule/liquid interfaces, vibrational bridging,
time domain thermotransmittance

Since their discovery in the 1980s,1 fullerenes and fullerene
derivatives have been studied for their superior structural,
chemical, and transport properties, leading to applications

in a range of fields including thermoelectric2−6 and photo-
voltaic7−12 devices, chemical storage and synthesis,13−16

medicine,15−19 and nanomechanical devices,20−22 to name a
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Molecule/liquid thermal energy transfer in fullerenes
Chemical moiety controls fullerene derivative

vibrational energy coupling to a liquid

(PCBB), and [6,6]-phenyl C61 butyric acid octyl ester (PCBO)
in chlorobenzene and ortho-dichlorobenzene (ODCB) as
solvents at concentrations of 0.2 mM (Figure 1). At this

concentration, the fullerene molecules are monodispersed, yet
the concentration is high enough to absorb a detectable amount
of light for our pump−probe experiment (more discussion in the
Supporting Information). We measure the change in absorption
via the time domain thermotransmittance (TDTT) ap-
proach.35,62−64 Details on these preceding topics are given in
the Methods Section and the Supporting Information.
Example data from a TDTTmeasurement are shown in Figure

S1. The initial peak is the excitation of fullerene electrons due to
absorption of the pump pulse. Electrons equilibrate among
themselves in the first few picoseconds (note, this is not
recombination, as recombination rates are on the order of
nanoseconds or longer).65−72 The following vibrational
relaxation (cooling) is the dominating effect observed as the
decay of the TDTT signal for the next few hundred picoseconds.
This thermal relaxation rate has been measured experimentally
and computationally for higher order fullerenes and ranges from
∼10 to 200 ps with a strong dependence on functionaliza-
tion.35−37

The diameter of a C60 molecule is ∼7.16 Å; for particles this
size dispersed in solution, the thermal relaxation is primarily
dictated by the conductance across the molecule/liquid interface,
which can be modeled as an exponential decay in time.63 We
normalize the in-phase signal at a time delay of 10 ps and fit the
experimental data with a biexponential decay function:

τ τ= − + − +f t A t A t A( ) exp( / ) exp( / )1 1 2 2 3 (1)

at times t > 10 ps, where the first time constant is related to the
thermal relaxation rate and the second time constant is related to
the electronic recombination rate. An example of this fit to the
data for PCBM in ODCB is shown in Figure S1. In the small-
particle limit, hK is given by35

τ τ= =h rC V C A/
3

/
K (2)

where r is the radius of a C60 molecule,C/V is the volumetric heat
capacity, C/A is the areal heat capacity, and τ is the time constant
of the thermal decay. Noting that the heat capacity of C60 (ref 73)
can be approximated as that of graphite at room temperature,74

we use the areal heat capacity of graphene for C/A (5.6 × 10−4 J

m−2 K−1) (ref 35). Thus, by fitting an exponential decay to the in-
phase signal, we can resolve τ and calculate an effective hK.
We observe a strong dependence of the first time constant on

the structure and size of the functional group attached to the
buckyball. The relaxation rate of a bare buckyball (C60) was
determined to be 37 ± 8 ps, resulting in hK = 15 ± 5 MW m−2

K−1. The fullerene derivatives with rigid ring structures (indene
groups in ICMA and ICBA) relax similar to, or slightly slower
than, a bare buckyball, resulting in a similar hK; whereas the
flexible chain structures, such as the ester groups in PCBM,
PCBB, and PCBO, relax more quickly with increasing chain
length resulting in hK as high as 63 ± 13 MW m−2 K−1, a 4-fold
increase compared to bare C60 (Figures 2 and S2a). The second

time constant, as shown in the Figure S2b, showed no statistically
significant dependence on the functional group or solvent;
however, it varied inversely with the pump beam fluence, as
would be expected for an electronic recombination process.72

Our measured vibrational relaxation times of bare C60 agree
with the measurements of higher order fullerene mixtures by
Huxtable et al.35 within uncertainty. We believe our experiments
have several distinct advantages of those of Huxtable et al. for
interpretation of the results in the context of specific mode
coupling across the fullerene/liquid interface. For one, their
samples consist of a mixture of C84, C78, and C76 molecules,
whereas our samples consist of pure (>97%) C60 derivatives,
allowing us to isolate the effect that molecular functional groups
have on our measurements. Second, Huxtable et al. used a single-
color (λ = 740−800 nm) pump−probe setup, while we use a two-
color (λpump = 400 nm, λprobe = 800 nm) setup, making it easy to
filter the pump and detect the probe signal. Lastly, fullerenes
absorb an order of magnitude more optical energy at 400 nm
compared to 800 nm,66,70 providing larger heating events and
thus increased signals due to increased pump absorption.
Our experimental measurements suggest that thermally active

vibrational modes in the phenyl-ester chains can enhance the
overall heat flow from the fullerene derivative to the liquid. The
increase in the measured conductance vs length of the phenyl-

Figure 1. Samples in this study were 0.2 mM solutions composed of
one of six different fullerene derivatives as the solute and one of two
organic liquids as the solvent. Fullerenes include bare C60, indene-
functionalized buckyballs indene-C60 monoadduct and bisadduct
(ICMA and ICBA), and phenyl-ester-functionalized buckyballs
[6,6]-phenyl C61 butyric acid methyl ester, butyl ester, and octyl
ester (PCBM, PCBB, and PCBO). Liquids include chlorobenzene
(CB) and ortho-dichlorobenzene (ODCB).

Figure 2. Effective thermal boundary conductance for each solution
calculated using the equation hK = C/A/τ. Blue squares represent
chlorobenzene solutions, green circles represent ortho-dichloroben-
zene solutions, and the red triangle represents toluene solutions of
mixed higher order fullerenes from Huxtable et al. (ref 35).
Compared to C60 and other higher order fullerenes, indene-
functionalized buckyballs show no statistically significant change in
thermal boundary conductance, while phenyl-ester-functionalized
buckyballs show an increase.
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Molecule/liquid thermal energy transfer in fullerenes

ester chain points to the underlying diffusive vibrational thermal
transport mechanisms in the functional moiety. Specifically,
scattering and thermalization of the vibrational modes increases
the conductance due to the increased VDOS of low-frequency
vibrations with increasing chain length. Note, we would not
expect a length dependence in the measured conductance if heat
flow in the phenyl-ester chains was predominantly ballistic.
To test our hypothesis regarding the diffusive nature of

thermal transport in fullerene derivatives and gain more insight
into the vibrational mode coupling of functionalized fullerenes
with liquids, we turn toMD simulations to calculate the VDOS of
each fullerene derivative molecule, along with liquid toluene as a
representative benzene-based liquid. Details of these simulations
and calculations are described in the Methods section. We only
simulate liquid toluene for this work due to its established
potential75 and simulations procedures in previous works;
furthermore, toluene has been used by Huxtable et al.35 to
study fullerene suspensions. The VDOS of chloro- and
dichlorobenzene are expected to be similar to that of toluene
which has a broad low-frequency peak that extends to∼5 THz. In
fact, due to the increased mass of chloro- and dichlorobenzene
relative to toluene, we expect the vibrational states to be shifted
to lower frequencies, which further supports our conclusion
regarding low-frequency coupling, found below.
A comparison of the VDOS of each of the fullerene derivatives

and the liquid is shown in Figure 3. The gray dotted line denotes
the maximum frequency of thermally activated modes at room
temperature (estimated as ν300 K = kBT/h).

76 In general,
functionalizing C60 creates an increase in the VDOS at low

frequencies as compared to a bare buckyball. We focus our
discussion on the low-frequency range below 6 THz, as this
frequency range drives the majority of the thermal conductance
into the liquid at room temperature.35−37 As stated above, the
fullerene derivatives have less intense but broader peaks
compared to bare C60. Most notably, the fullerene derivatives
with ester groups (PCBM, PCBB, and PCBO) contain a broad
near-zero peak whose shoulder extends out to ∼3 THz. The
fullerene derivatives with indene groups (ICMA and ICBA) also
have distinct low-frequency peaks, albeit not nearly as broad as
the ester-functionalized fullerenes. ICMA has a peak near 1.3
THz, while ICBA has two peaks near 1.2 and 1.4 THz. These
differences can be explained by structural and chemical
differences. The indene functional groups are more rigid due
to the presence of stronger, shorter, double bonds and limited in
their motion due to the bicyclic structure. In comparison to
molecules with weaker, longer, and single bonds, as found in the
flaccid ester moiety, the rigidity of the indene functional group
results in higher frequency vibrations. This, being the most
notable difference between the VDOS of the different classes of
fullerene derivatives (ring vs soft chain structures), suggests that
the presence, or lack thereof, of these low-frequency vibrational
modes plays a major role in determining the thermal transport
efficiency from the fullerene molecule into the surrounding
liquid. Again, the liquid supports heat conducting vibrational
modes at frequencies below ∼5 THz characterized by a broad
near-zero peak in the VDOS.35,62,77 Therefore, the vibrational
modes in this range are expected to efficiently couple between
the fullerene molecule and the liquid.
To quantify the role that these low-frequency modes play on

thermal conductance, we calculate the accumulative internal
energy and heat capacity that are given by

∫α ν ν ν ν=
ν

h D f d( ) ( )U cutoff
0 BE

cutoff

(3)

and

∫α ν ν ν ν=
∂
∂

ν
h D

f
T

d( ) ( )C cutoff
0

BEcutoff

(4)

respectively, where νcutoff is the upper limit of the integral over
linear frequency of which the accumulation is a function, hν is the
energy of a given vibration using Planck’s constant, and ∂f BE/∂T
is the temperature derivative of the Bose−Einstein distribution.
For eqs 3 and 4, D(ν) is the unoccupied density of states, which
we calculate by dividing theMD derived VDOS by theMaxwell−
Boltzmann distribution. The internal energy of the molecule is
related to the interfacial transmission coefficient, and the heat
capacity is proportional to the intrinsic conductance of the
molecule.78,79 These functions are plotted in Figure 4a,b. The
VDOS of the liquid is also plotted to highlight the importance of
the low-frequency modes. We observe a substantial difference in
the energy and heat capacity contained in the near-zero
frequency modes of the phenyl-ester fullerenes and the ∼1.3
THz modes of the indene fullerenes. Furthermore, the lack of
energy-storing modes in bare C60 below 5 THz is particularly
notable. The accumulation functions for the phenyl-ester
fullerenes begin to separate from each other around 2.5 THz
in order of chain length, as might be expected. The accumulation
functions of the indene fullerenes separate almost immediately
due to the difference in the VDOS peaks around 1.3 THz. Above
5 THz we observe trends in the functionalized fullerenes that
parallels the trends in bare C60.

Figure 3. VDOS at room temperature calculated using MD for (a)
liquid toluene (black) and C60 (red), (b) ICMA (navy) and ICBA
(orange), and (c) PCBM (pink), PCBB (blue), and PCBO (green).
The gray dotted line denotes the maximum frequency of thermally
activated modes at room temperature ν300 K = kBT/h.

76 Simulations
of bulk liquid toluene were assumed as a representative benzene-
based liquid due to its well ascribed simulation parameters in
previous works (see Methods section).
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Elastic mismatch induced reduction of the thermal conductivity of silicon
with aluminum nano-inclusions

Brian F. Donovan,1,a) Wade A. Jensen,2 Long Chen,3 Ashutosh Giri,4 S. Joseph Poon,3

Jerrold A. Floro,2 and Patrick E. Hopkins2,3,4

1Department of Physics, United States Naval Academy, Annapolis, Maryland 21402, USA
2Department of Materials Science and Engineering, University of Virginia, Charlottesville, Virginia 22904,
USA
3Department of Physics, University of Virginia, Charlottesville, Virginia 22904, USA
4Department of Mechanical and Aerospace Engineering, University of Virginia, Charlottesville,
Virginia 22904, USA

(Received 12 December 2017; accepted 18 April 2018; published online 25 May 2018)

We use aluminum nano-inclusions in silicon to demonstrate the dominance of elastic modulus mis-
match induced scattering in phonon transport. We use time domain thermoreflectance to measure
the thermal conductivity of thin films of silicon co-deposited with aluminum via molecular beam
epitaxy resulting in a Si film with 10% clustered Al inclusions with nanoscale dimensions and a
reduction in thermal conductivity of over an order of magnitude. We compare these results with
well-known models in order to demonstrate that the reduction in the thermal transport is driven by
elastic mismatch effects induced by aluminum in the system. Published by AIP Publishing.
https://doi.org/10.1063/1.5019269

A fundamental understanding of the transport and inter-
actions among the carriers of energy in composite solids is
critical to applications ranging from computing, to jet engine
performance, to waste heat recovery.1–3 Thus, intricate
knowledge of thermal scattering mechanisms can be used to
design and engineer the thermal transport properties of sol-
ids. Of particular interest is the introduction of interfaces,
impurities, and other crystalline defects to manipulate pho-
non transport in nanosystems. These features have offered
dynamic flexibility in prescribing the thermal conductivity of
solids via targeting specific phonon scattering processes. As
a classic example, the theoretical formalism governing the
scattering of phonons with mass impurities4 has been rigor-
ously experimentally vetted over the past half-century.5–8

From this, novel functional nanomaterials have been
designed with tailored thermal conductivities driven, in part,
by this phonon mass-impurity interaction.9–15 Figure 1 illus-
trates the degree of tunability that has been achieved using
mass-impurity scattering in the silicon-germanium system.
Addition of germanium to the silicon crystal results in signif-
icant reductions in the thermal conductivity ranging from a
factor of four at Ge concentrations below 1 at. % (Ref. 6) to
over an order of magnitude with high Ge concentrations and
even lower with structuring into superlattices16 and nano-
structured superlattices to obtain thermal conductivities
below the minimum limit of thermal conductivity.17

Clearly, the implications of phonon-mass impurity
scattering on the thermal conductivity of solids have been
well studied. However, systematic experimental studies
that effectively focus on phonon scattering with other types
of lattice imperfections are lacking in comparison. To sys-
tematically study the role of these imperfections in phonon
transport, we must judiciously choose material systems in
which the majority of phonon scattering would be

influenced by only one type of lattice imperfection (e.g.,
elastic modulus mismatch or mass difference). This is the
case for the silicon germanium alloys in Fig. 1, where the
elastic modulus and impurity volume mismatches between
silicon and germanium effectively cancel each other out,
leaving the differences in masses between silicon and

FIG. 1. Thermal conductivity of bulk single crystalline silicon (open
circles)18 and thin film amorphous silicon (open squares)19 as well as models
for 100 nm thick films (solid line) and the minimum limit to the thermal con-
ductivity of silicon (dashed line). Also included is the thermal conductivity
of Si-Ge alloys (diamonds),6 a superlattice (upright triangles),16 a 202 nm
film (inverted triangles),7 and a nano-structured superlattice (leftward trian-
gle).17 Additionally shown is the Si-Al thin film thermal conductivity mea-
sured in this work (filled circles and squares).a)Electronic mail: bdonovan@usna.edu

0003-6951/2018/112(21)/213103/5/$30.00 Published by AIP Publishing.112, 213103-1
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We use aluminum nano-inclusions in silicon to demonstrate the dominance of elastic modulus mis-
match induced scattering in phonon transport. We use time domain thermoreflectance to measure
the thermal conductivity of thin films of silicon co-deposited with aluminum via molecular beam
epitaxy resulting in a Si film with 10% clustered Al inclusions with nanoscale dimensions and a
reduction in thermal conductivity of over an order of magnitude. We compare these results with
well-known models in order to demonstrate that the reduction in the thermal transport is driven by
elastic mismatch effects induced by aluminum in the system. Published by AIP Publishing.
https://doi.org/10.1063/1.5019269

A fundamental understanding of the transport and inter-
actions among the carriers of energy in composite solids is
critical to applications ranging from computing, to jet engine
performance, to waste heat recovery.1–3 Thus, intricate
knowledge of thermal scattering mechanisms can be used to
design and engineer the thermal transport properties of sol-
ids. Of particular interest is the introduction of interfaces,
impurities, and other crystalline defects to manipulate pho-
non transport in nanosystems. These features have offered
dynamic flexibility in prescribing the thermal conductivity of
solids via targeting specific phonon scattering processes. As
a classic example, the theoretical formalism governing the
scattering of phonons with mass impurities4 has been rigor-
ously experimentally vetted over the past half-century.5–8

From this, novel functional nanomaterials have been
designed with tailored thermal conductivities driven, in part,
by this phonon mass-impurity interaction.9–15 Figure 1 illus-
trates the degree of tunability that has been achieved using
mass-impurity scattering in the silicon-germanium system.
Addition of germanium to the silicon crystal results in signif-
icant reductions in the thermal conductivity ranging from a
factor of four at Ge concentrations below 1 at. % (Ref. 6) to
over an order of magnitude with high Ge concentrations and
even lower with structuring into superlattices16 and nano-
structured superlattices to obtain thermal conductivities
below the minimum limit of thermal conductivity.17

Clearly, the implications of phonon-mass impurity
scattering on the thermal conductivity of solids have been
well studied. However, systematic experimental studies
that effectively focus on phonon scattering with other types
of lattice imperfections are lacking in comparison. To sys-
tematically study the role of these imperfections in phonon
transport, we must judiciously choose material systems in
which the majority of phonon scattering would be

influenced by only one type of lattice imperfection (e.g.,
elastic modulus mismatch or mass difference). This is the
case for the silicon germanium alloys in Fig. 1, where the
elastic modulus and impurity volume mismatches between
silicon and germanium effectively cancel each other out,
leaving the differences in masses between silicon and

FIG. 1. Thermal conductivity of bulk single crystalline silicon (open
circles)18 and thin film amorphous silicon (open squares)19 as well as models
for 100 nm thick films (solid line) and the minimum limit to the thermal con-
ductivity of silicon (dashed line). Also included is the thermal conductivity
of Si-Ge alloys (diamonds),6 a superlattice (upright triangles),16 a 202 nm
film (inverted triangles),7 and a nano-structured superlattice (leftward trian-
gle).17 Additionally shown is the Si-Al thin film thermal conductivity mea-
sured in this work (filled circles and squares).a)Electronic mail: bdonovan@usna.edu
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Interfacial periodicity can 
lead to “mini-band” formation
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The phonon thermal conductivity of a multilayer is calculated for transport perpendicular to the layers.
There is a crossover between particle transport for thick layers to wave transport for thin layers. The
calculations show that the conductivity has a minimum value for a layer thickness somewhat smaller
then the mean free path of the phonons.

PACS numbers: 66.70.+f, 68.65.+g

The thermal conductivity is a fundamental transport pa-
rameter [1]. There has been much recent interest in the
thermal conductivity of semiconductor superlattices due to
their possible applications in a variety of devices. Efficient
solid state refrigeration requires a low thermal conductivity
[2]. Preliminary experimental and theoretical work sug-
gests that the thermal conductivity of superlattices is quite
low, both for transport along the planes [3,4], or perpen-
dicular to the planes [5–8]. The heat is carried by exci-
tations such as phonons and electrons. Most theories use
a Boltzmann equation which treats the excitations as par-
ticles and ignores wave interference [7,9]. These theories
all predict that the thermal conductivity perpendicular to
the layers decreases as the layer spacing is reduced in the
superlattice. The correct description using the Boltzmann
equation would be to use the phonon states of the superlat-
tice as an input to the scattering, but this has not yet been
done by anyone.
We present calculations of the thermal conductivity per-

pendicular to the layers which include the wave interfer-
ence of the superlattice. These calculations, in one, two,
and three dimensions, always predict that the thermal con-
ductivity increases as the layer spacing is reduced in the
superlattice. This behavior is shown to be caused by band
folding in the superlattice. It is a general feature which
should be true in all cases. The particle and wave calcu-
lations are in direct disagreement on the behavior of the
thermal conductivity with decreasing layer spacing. This
disagreement is resolved by calculations which include the
mean free path (mfp) of the phonons. For layers thinner
than the mfp, the wave theory applies. For layers thicker
than the mfp the particle theory applies. The combined
theory predicts a minimum in the thermal conductivity, as
a function of layer spacing. The thickness of the layers for
minimum thermal conductivity depends upon the average
mfp, and is therefore temperature dependent.
The particle theories use the interface boundary resis-

tance [10] as the important feature of a superlattice. A su-
perlattice with alternating layers has a thermal resistance
for one repeat unit of RSL ! L1!K1 1 L2!K2 1 2RB,
where "Lj , Kj# are the thickness and thermal conductiv-
ity of the individual layers, and RB is the thermal bound-
ary resistance. For simplicity assume that L1 ! L2 $ L,

which is often the case experimentally. The effective ther-
mal conductivity of the superlattice is then

KSL !
2L
RSL

!
2L

L"1!K1 1 1!K2# 1 2RB
. (1)

This classical prediction is that the thermal conductivity
decreases as the layer thickness L decreases [9].
The wave theory calculates the actual phonon modes

vl"k# of the superlattice, where l is the band index. They
are used to calculate the thermal conductivity from the
usual formula in d dimensions [1],

K"T # !
X

l

Z ddk
"2p#d h̄vl"k# jyz"k#j!l"k#

≠n"v, T #
≠T

,

(2)
where n"v, T # is the Bose-Einstein distribution function.
A rigorous treatment uses Boltzmann theory applied to
the transport in minibands to find the mean free path
!l"k#. At high temperatures, one can approximate n %
kBT!h̄vl"k#, which gives the simpler formula

K"T # ! kB

X

l

Z ddk
"2p#d jyz"k#j!l"k# . (3)

The above formula is quite general. There are two im-
portant special cases of constant relaxation time "Kt# and
constant mfp "K!#

Kt"T # ! kBt
X

l

Z ddk
"2p#d yz"k#2, (4)

K!"T # ! kB!
X

l

Z ddk
"2p#d jyz"k#j . (5)

Both of these formulas can be related to the distribution
P"yz# of phonon velocities perpendicular to the layers

P"yz# !
X

l

Z ddk
"2p#d d"yz 2 jyz"k#j# , (6)

Kt ! kBt
Z

dyzP"yz#y2
z , (7)

K! ! kB!
Z

dyzP"yz#yz . (8)

Wave interference leads to band folding [11,12]. Band
folding leads to a reduction of the phonon velocities. Both
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Figure 1 | Measured thermal conductivity values for superlattices as a function of 
interface density at room temperature. a, (STO)m/(CTO)n superlattice, b, (STO)m/
(BTO)n superlattice. The black line represents the modified Simkin-Mahan model with 
disorder correction for (STO)m/(CTO)n superlattices and the blue dots represent the 
Simkin-Mahan model with disorder and volume fraction corrections for (STO)m/(BTO)n 
superlattices. The blue line is used as a guide to eye. The dotted black horizontal lines 
refer to the alloy limits for STO/CTO 50:50 alloy and the STO/BTO 25:75 alloy.  
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Figure 3 | Structural and microstructural characterization of superlattice 
samples from both series. High-resolution, short angular-range q‑2q XRD 
scan of a, an (STO)6/(CTO)6 superlattice centred on the NGO 220 substrate 
peak and b, (STO)74/(BTO)1 superlattice peaks centred on the STO 002 
substrate peak. Both the superlattice peaks and the thickness fringes suggest 
the high degree of interface abruptness in the samples. c, A high-resolution 
reciprocal space map of the (STO)2/(CTO)2 superlattice centred on the NGO 
332 substrate peak. The map clearly shows that the superlattice film is 
coherently strained to the substrate. d, Surface topography of a 200 nm (STO)2/
(CTO)2 thick superlattice film on an STO 001 substrate. The image clearly 
shows the presence of smooth step edges with unit cell height. STEM images of 
e, (STO)2/(CTO)2  and f, STEM-EELS image (dimensions 35 nm X 3.6 nm) of a 
(STO)30/(BTO)1 superlattice revealing the presence of atomically sharp 
interfaces with minimal intermixing in the samples studied along with a 
schematic of the crystal structures on the right. Chemical formulas of the 
component materials of the superlattice are colour-coded to match the false-
colour of the STEM-EELS image on the left (Sr – orange, Ba – purple, Ti – 
green). 
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was adopted to model those SLs with larger period length,
since for longer period, the phonon-phonon scattering within
each period will destroy the coherence and phonon transport
can be treated as particle transport. If the period length is
smaller, the above described treatment is not adopted since
the wave nature of phonons may be important. Instead, the
simulation domain size was increased until thermal conduc-
tivity was no longer dependent on the total length. We found
that a total length of 128 UCs is enough to make the finite
size effect marginal for SLs with period length less than
8 UCs.

To explore the effect of phonon mean free path, we assign
the SL with parameters as listed in Table I. The phonon mean
free path is evaluated from the extrapolation method de-
scribed above. Figure 1 shows the thermal conductivity of
SLs at 40 K versus period length. The period length ranges
from 2 UCs to 32 UCs. The two materials A and B have the
same equilibrium distance in the LJ potential, which means
that they have the same lattice constants and the two mate-
rials have ideal interfaces. The only difference between the
two materials is their atomic masses. The atomic mass ratio
of B to A is 1.2. The results show that if the strength of the
LJ interatomic potential is the same as that of solid argon, the
lattice thermal conductivity increases monotonically with the
period length. However, if the interatomic potential strength
is increased, the thermal conductivity will first decrease with
increasing period length, then increase, yielding a minimum
thermal conductivity in simulation case II. As shown in Table
I, larger well depths correspond to longer phonon mean free
paths. Case II shows that the value of the thermal conductiv-
ity reaches a minimum when the period length is about the
same as the phonon mean free path in the bulk materials A or
B. As the phonon mean free path of the bulk materials A and
B further increases, the minimum shifts to longer period
lengths and cannot be observed for case III in Fig. 1. This
result supports Simkin and Mahan’s lattice dynamics model,
i.e., if the layer thickness is smaller than the phonon mean
free path, SL thermal conductivity will show a minimum
with respect to period length.

If phonons are treated as waves, the thermal conductivity
reduction in SLs arises from two reasons. Both are due to

band folding or miniband formation. When zone folding oc-
curs, the overall phonon group velocity decreases with in-
creasing period length, leading to a decrease of thermal con-
ductivity as the period length increases. In addition, the zone
folding leads to stop bands in the phonon dispersions for
SLs. These stop bands filter the phonons with energies in the
stop bands and prevent their transport through the SL. The
phonon transmission coefficients can be calculated with
transfer matrix techniques.18–20 Figure 2 shows the phonon
transmission coefficients for SLs of different masses and dif-
ferent well depths. The physical parameters are listed in
Table II. In Fig. 2, the phonon transmission coefficients for
cases II, case IV and V are depicted together to compare the
width of the stop bands. The acoustic impedance difference
between the two alternating layers, which is computed from
the mass and the phonon group velocity, is the smallest for
case II, larger for case IV, and the largest for case V. The
calculated results demonstrate that the width of the stop band
increases with increasing acoustic impedance mismatch.
Wider stop bands indicate enhanced phonon reflection at the
interface and reduced energy transport.

Figure 3 shows the thermal conductivity versus period
length for the three cases listed in Table II at 40 K. The
thermal conductivities in Fig. 3 are normalized with the ther-

FIG. 3. Superlattice thermal conductivity for different mass ra-
tios and interatomic potential strength. The parameters are listed in
Table II.

FIG. 4. Period length dependence of thermal conductivity at
different temperatures.

FIG. 5. Relationship between thermal conductivity and period
length for 4% lattice mismatch.

CHEN et al. PHYSICAL REVIEW B 72, 174302 !2005"

174302-4

• More pronounced minimum at low T, thermal conductivity 
measurements show trends of mini-band formation

• MD simulation (left), mini-band = phonon bandgap (PRB 72, 174302)

Figure 2 | Measured thermal conductivity values for (STO)m/(CTO)n superlattices 
as a function of interface density at different temperatures. The minimum in 
thermal conductivity becomes deeper at lower temperatures and the interface density 
at which the minimum occurs moves to smaller values at lower temperatures as 
expected. The solid lines are guides to the eye. The shift of the minimum is shown 
using dotted lines projected onto the x-axis for different temperatures. 
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3 Results 

To evaluate the influence of interfaces, we synthesized three STO-CTO superlattices featuring 

layer thicknesses of 27, 4, and 2 unit-cells (SL27, SL4, SL2), as shown schematically in Figure 

1(a). Large-period SL27 and short-period SL2 were chosen to represent superlattices with well 

separated and closely spaced interfaces, respectively. SL4 was chosen as an intermediate. 

 

Figure 1. Period dependent changes in the symmetry of STO-CTO superlattices.  (a) 
Superlattices structures calculated from DFT with schematics of the (left) chemically and (right) 
structurally defined interfaces. Here green, blue, and cyan areas correspond to STO, CTO, and 
interface layers, respectively; the same colors are used in e,f,h,i,k, and l panels. [100] zone-axis 
SADP in (b) SL27, (c) SL4, and (d) SL2 grown on NdGaO3. Yellow, red, and blue arrows 
correspond to ordered reflections from each of the three possible domains. Solid arrows indicate 
ordered reflections that exist, and hollow arrows indicate absences. Insets in (b-c) show ball-and-
stick models of the domain orientations that are present with border colors matching the arrows 
they represent. Red and blue arrows and insets are viewed along an out-of-phase tilt-axis and the 
yellow are viewed along an in-phase tilt-axis. In (c) and (d) superlattice reflections are seen in 
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symbols). Similarly, Wilson and Cahill measured the highest 
ever reported hK for a solid/solid interface (≈12.1 GW m−2 K−1) 
for a Pd/Ir interface at room temperature (solid red squares). 
Cheaito et al.[36] also reported large conductances for Cu/Nb 
interfaces as shown in Figure 12 (hollow blue squares). While 
all of these studies report ultrahigh values of hK, they also report 
a linear increase in hK with temperature. They explain this linear 
trend through the DMM for electrons given as[36]

1
4

ee,1 2 1 2 e,1 F,1 1 2
1ζ ζ= = ∂

∂→ → →h C v
q
T  

(7)

where Ce,1 is the electronic heat capacity of the metal given 
as[191] ( /3) ( )e,1

2
F B

2π ε=C D k T , where kB is Boltzmann’s constant, 
q1 is the electronic flux on side 1, and ζ1 → 2 is given by[37]

1 2
F,2 F,2

F,2 F,2 F,1 F,1

ζ ε
ε ε

( )
( ) ( )=

+→
D v

D v D v  
(8)

where D(εF) is the density of states at the Fermi level and vF is 
the Fermi velocity. Figure 12 shows the calculations of the elec-
tronic DMM, which agrees qualitatively well with the experi-
mental data and the temperature trends of the experimental data 
for the three metal/metal interfaces. As the electronic DMM is 
based on the electron flux in the metals, the fact that the con-
ductance across various metal/metal interfaces can be well pre-
dicted by simple considerations of the electronic DMM could 

lead to the engineering of interfaces with tailored hee designed 
by simplistic arguments based on electronic flux and the elec-
tronic heat capacity of the metals comprising the interface.

Although the energy exchange at metal/metal interfaces 
appears simplistic from an analytical perspective, the picture 
of energy transfer at a metal/nonmetal interfaces becomes 
convoluted by the addition of different energy pathways. As 
proposed by Majumdar and Reddy,[192] the possible pathways 
for heat conduction that can occur at metal/nonmetal inter-
faces are shown in Figure 13a. These pathways are i) metal 
electron–metal phonon coupling at the metal/nonmetal inter-
face (he−mp), ii) phonon–phonon coupling across the interface 
(hp−p), and iii) metal electron–nonmetal phonon coupling 
directly across the interface (he−nmp). At a metal/nonmetal 
interface, electronic contributions to interfacial conductance 
have been mostly suggested to be nonexistent under equilib-
rium conditions.[19,34,63,70,71,193,194] The interest in this topic was 
triggered by the seminal work from Stoner and Maris where 
they reported measurements of hK between a series of metals  
and nonmetals to which they compared with various phonon–
phonon interface models and found discrepancies between 
theory and experiments.[30] This led Huberman and Over-
hauser, Sergeev, and more recently Mahan to propose theo-
retical models of he−nmp channel to explain the experimental 
results.[195–198]

Since Stoner and Maris’ experimental results, Lyeo and 
Cahill have shown that Pb and Bi, which have similar phonon 
spectrums yet different electronic densities around their 

Adv. Funct. Mater. 2019, 1903857

Figure 13. a) Schematic representation of pathways for interfacial heat flow for a metal/nonmetal interface. The electron–phonon coupling in the bulk 
of the metal presents a resistance in series with the phonon–phonon coupling across the interface. Electrons can also directly transfer their energy 
across the interface to the phonons on the nonmetal side. b) TDTR data taken from Giri et al.[70] showing the response of 40 nm Au deposited on various 
substrates with a thin Ti adhesion layer. The TDTR signal decays rapidly for the first few picoseconds after laser pulse absorption due to electronic 
relaxation in the metal. This is followed by a slow rise in the TDTR signal that is attributed to the heat flow from the Ti layer to the Au layer as most of 
the laser energy is first deposited in the Ti layer with the relatively higher electron–phonon coupling factor. The longer time regime corresponds to the 
heat flow across the interface and the diffusion of energy into the substrate.
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symbols). Similarly, Wilson and Cahill measured the highest 
ever reported hK for a solid/solid interface (≈12.1 GW m−2 K−1) 
for a Pd/Ir interface at room temperature (solid red squares). 
Cheaito et al.[36] also reported large conductances for Cu/Nb 
interfaces as shown in Figure 12 (hollow blue squares). While 
all of these studies report ultrahigh values of hK, they also report 
a linear increase in hK with temperature. They explain this linear 
trend through the DMM for electrons given as[36]

1
4

ee,1 2 1 2 e,1 F,1 1 2
1ζ ζ= = ∂

∂→ → →h C v
q
T  

(7)

where Ce,1 is the electronic heat capacity of the metal given 
as[191] ( /3) ( )e,1

2
F B

2π ε=C D k T , where kB is Boltzmann’s constant, 
q1 is the electronic flux on side 1, and ζ1 → 2 is given by[37]

1 2
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+→
D v

D v D v  
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where D(εF) is the density of states at the Fermi level and vF is 
the Fermi velocity. Figure 12 shows the calculations of the elec-
tronic DMM, which agrees qualitatively well with the experi-
mental data and the temperature trends of the experimental data 
for the three metal/metal interfaces. As the electronic DMM is 
based on the electron flux in the metals, the fact that the con-
ductance across various metal/metal interfaces can be well pre-
dicted by simple considerations of the electronic DMM could 

lead to the engineering of interfaces with tailored hee designed 
by simplistic arguments based on electronic flux and the elec-
tronic heat capacity of the metals comprising the interface.

Although the energy exchange at metal/metal interfaces 
appears simplistic from an analytical perspective, the picture 
of energy transfer at a metal/nonmetal interfaces becomes 
convoluted by the addition of different energy pathways. As 
proposed by Majumdar and Reddy,[192] the possible pathways 
for heat conduction that can occur at metal/nonmetal inter-
faces are shown in Figure 13a. These pathways are i) metal 
electron–metal phonon coupling at the metal/nonmetal inter-
face (he−mp), ii) phonon–phonon coupling across the interface 
(hp−p), and iii) metal electron–nonmetal phonon coupling 
directly across the interface (he−nmp). At a metal/nonmetal 
interface, electronic contributions to interfacial conductance 
have been mostly suggested to be nonexistent under equilib-
rium conditions.[19,34,63,70,71,193,194] The interest in this topic was 
triggered by the seminal work from Stoner and Maris where 
they reported measurements of hK between a series of metals  
and nonmetals to which they compared with various phonon–
phonon interface models and found discrepancies between 
theory and experiments.[30] This led Huberman and Over-
hauser, Sergeev, and more recently Mahan to propose theo-
retical models of he−nmp channel to explain the experimental 
results.[195–198]

Since Stoner and Maris’ experimental results, Lyeo and 
Cahill have shown that Pb and Bi, which have similar phonon 
spectrums yet different electronic densities around their 

Adv. Funct. Mater. 2019, 1903857

Figure 13. a) Schematic representation of pathways for interfacial heat flow for a metal/nonmetal interface. The electron–phonon coupling in the bulk 
of the metal presents a resistance in series with the phonon–phonon coupling across the interface. Electrons can also directly transfer their energy 
across the interface to the phonons on the nonmetal side. b) TDTR data taken from Giri et al.[70] showing the response of 40 nm Au deposited on various 
substrates with a thin Ti adhesion layer. The TDTR signal decays rapidly for the first few picoseconds after laser pulse absorption due to electronic 
relaxation in the metal. This is followed by a slow rise in the TDTR signal that is attributed to the heat flow from the Ti layer to the Au layer as most of 
the laser energy is first deposited in the Ti layer with the relatively higher electron–phonon coupling factor. The longer time regime corresponds to the 
heat flow across the interface and the diffusion of energy into the substrate.
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The effect of high pressures on hK has been studied via 
Anvil cell techniques.[19,25,187] Wilson et al.[25] have shown that 
hK across Al/MgO interface increases monotonically from 0 to 
60 GPa as shown in Figure 11c (red hollow squares). They show 
that even though the measured conductances are ≈40% lower 
than the maximum theoretical conductance calculated for Al, hK 
increases at approximately the same rate as hK,max for an ideal 
Al/Al interface. Similarly, with a SiC anvil cell, Hsieh et al.[187] 
have shown that the increase in hK across a weakly bonded 
interface (as in the case of Al/graphene/SiO2/SiC) is more pro-
nounced as compared to an interface that is strongly bonded 
(as in the case of Al film deposited on clean SiC) as shown in 
Figure 11c. They ascribe the linear increase of hK to an increase 
in the average phonon transmission coefficient, which eventu-
ally approaches a large value when the majority of heat-carrying 
phonons are able to conduct heat across the interface; the satu-
ration in the transmittance of phonons leads to the high values 
of hK even at low pressures for the strongly bonded interface 
between Al deposited on clean SiC.

Hohensee et al.[19] studied hK across various metal/diamond 
interfaces via diamond anvil cell and TDTR. They found that 
the conductance weakly depends on pressure and saturates at 
high enough pressures. They argue that anharmonic processes 
dictating the weak increase in conductance involves two 
phonons in diamond and one phonon in the metal, contrary to 

two phonons in the metal decaying to one phonon in the dia-
mond that would lead to a stronger pressure dependence. Such 
anharmonic scattering processes dictating hK have also been 
proposed theoretically and observed via MD simulations.[55,73]

10. Effect of Electron Scattering on Thermal 
Boundary Conductance
In metals, the dominant energy carrier is the electronic 
subsystem that can be perturbed to highly nonequilibrium 
states following short-pulsed laser excitations. Theoretical and 
computational studies have employed the two-temperature 
model[189] that describes the temporal and spatial evolution of 
the electronic and lattice temperatures during ultrafast laser 
heating. The absorption of the laser pulse by the metal surface 
and the subsequent energy relaxation processes thereafter can 
be described by three characteristic time intervals: i) the ther-
malization of the free electron gas, ii) the coupling between elec-
trons and the lattice; and iii) the energy transport driven by the 
gradient in the lattice temperature.[190] At an interface between 
two metals, hK is dominated by electrons and therefore have 
ultrahigh conductances that are more than an order of mag-
nitude larger than the values for phonon-dominated hK. For 
example, Gundrum et al.[37] reported hK≈ 3.7 GW m−2 K−1 across 
Al/Cu interfaces at room temperature; their results are shown in 
Figure 12 for the 78 to 300 K temperature range (solid diamond 

Adv. Funct. Mater. 2020, 30, 1903857

Figure 11. a) Bulk phonon density of states for Al at different hydrostatic 
pressures. b) Phonon dispersion of Al along high symmetry directions at 
ambient and 82 GPa pressures. c) Thermal boundary conductance versus 
pressure for Al/MgO,[25] Al/SiC, and Al/Gr/SiOx/SiC.[187]

Figure 12. Temperature dependent thermal boundary conductances 
measured for Cu/Nb,[36] Pd/Ir,[38] and Al/Cu.[37] Similar trends are also 
shown from the respective calculations of electron-dominated conduct-
ances from the diffuse mismatch model.
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In other copper-based multilayers, including Cu/Ta, Powers et al.16

have demonstrated that hillock formation at elevated temperatures
can exacerbate the issue of loss of interface coherence.

For layer thicknesses on the order of carrier mean free paths,
interface resistance becomes a critical impediment to heat trans-
fer.17,18 In the case of NMLs consisting of constituent layers of dif-
ferent materials or phases, this can arise from the combination of
poor mechanical or chemical adherence at the interface and a
thermal expansion mismatch between the constituent layers, inhib-
iting the transfer of vibrational energy across the interface. While
lowering effective thermal conductivity by adding interfaces is
advantageous for thermoelectric and thermal barrier coating applica-
tions, it is undesirable for microelectronic applications where there is
a need to dissipate ever increasing amounts of waste heat. Moreover,
the thermal resistance of interfaces degrades the performance of
materials intended for thermal management, such as polycrystalline
diamonds19 and nanoscale composites.20 It is then clear that a trade-
off should be sought among different combinations of metallic and
barrier materials depending on the final application.

In this work, we report a systematic comparison between the
thermal conductivity of Cu-based nanomultilayers with different
barrier layers: Ta, TaN, and W. For select films, the thermal boun-
dary conductance (TBC) is derived through a series resistance
model and is discussed in relation to the interface density and layer
thickness. For further insight into microstructural effects on
thermal transport within the NMLs, samples are additionally
annealed until the point of layer diffusion. At sufficiently high tem-
peratures, the NMLs composed of alternating metallic and barrier
layers are found to degrade into nanocomposites (NCs). Starting
from a NML structure of alternating, immiscible metals, the high-
temperature thermal degradation of the NML proceeds by thermal
grooving of grain boundaries, pinching-off of the nanolayers and
subsequent spheroidization of residual layer-fragments, leading to a
NC formation.21–24 The NML to NC transformation is accompa-
nied by complete stress relaxation in both layers.22,23

The results of this study provide useful insights for a number of
engineering disciplines as understanding of thermal transport in
nano-sized features is critical for next generation device functionality
including multilayered structures. Furthermore, while a majority
of works investigating the effects of interfacial resistances on
thermal transport have focused upon non-metal/non-metal or
metal/non-metal interfaces, considerably fewer works report on
metal/metal interfaces in which thermal transport is electron domi-
nated and Kaptiza conductances are much higher.25–28

II. EXPERIMENTAL PROCEDURE

A. Material deposition

The Cu/Ta and Cu/TaN multilayers were deposited on
300 mm diameter Si (001) substrates using an industry standard
physical vapor deposition (PVD) tool.29 Prior to Cu/Ta(N) multi-
layer formation, a 100 nm thick thermal oxide was grown on the Si
(001) substrate followed by plasma enhanced chemical vapor depo-
sition (PECVD) of 100 nm thick SiN and 25 nm thick PVD Ta(N)
adhesion layers. A nominally 400 nm Cu buffer layer was subse-
quently deposited by combined PVD and electroplating methods
followed by a chemical mechanical polish to planarize and reduce

the Cu layer to a final layer thickness of 300 nm. The Cu/Ta(N)
multilayers were subsequently deposited on the 300 nm Cu by
PVD with period thicknesses ranging from 5 to 40 nm. The
Cu/Ta(N) layers were fabricated on the 300 nm thick Cu layer to
mimic the use of Ta and TaN as diffusion barriers in microelectronic
Cu metal interconnects. Cu/W NMLs were deposited on 200

α!Al2O3 single-crystalline substrates, sapphire-C (0001), by DC
unbalanced magnetron sputtering in a high vacuum chamber (base
pressure ,10!8 mbar) from two 200 targets of pure W (99.95%) and
Cu (99.99%) confocally arranged and operated at 200W. Before
insertion in the deposition apparatus, the sapphire substrates were
ultrasonically cleaned using acetone and ethanol. Prior to deposi-
tion, possible surface contamination on the α!Al2O3 substrates
(mostly adventitious carbon) was removed by Arþ sputter clean-
ing for 5 min applying a RF bias of 100 V. First, a 25 nm-thick W
buffer layer was deposited on the sputter-cleaned substrate. Next,
100 repetitions of alternating Cu and W layers with different
(nominal) thicknesses of 5, 3, and 10 nm were deposited on top.
For the heat treatment, select as-prepared samples were isothermi-
cally annealed ex situ at temperatures ranging from 500 to 800 #C
for 100 min in vacuum (,10!5 mbar).21,23 For clarity of sample
structures, a schematic of each NML system is shown in Fig. 1.
For further details on individual samples, we refer the reader to
Table S3 of the supplementary material.

B. Characterization

A Bruker D8 Discover x-ray diffractometer, operated in the
Bragg–Brentano geometry, was used to measure 2-theta (2θ) scans
for the as-deposited and annealed samples. To access the texture,
pole figures of the Cu {111} and Ta/TaN {110} family of planes
were recorded in a point focus geometry. XRD scans and texture
measurements were measured at room temperature on ex situ
annealed samples.

For thermal property characterization, the samples were
coated with an 80 nm film of Al to serve as a transducer for time
domain thermoreflectance (TDTR). In short, TDTR is a non-
contact optical pump probe technique that is used to monitor the
change in reflectance of a sample surface in response to a modu-
lated heating event. The output of an ultrafast pulsed laser is split
into a pump and probe path: the pump path is modulated at a par-
ticular frequency, ultimately inducing the modulated heating event

FIG. 1. Representative schematic of the layer contents, with a nominal thick-
ness, is displayed in (a) and (b) for the Cu/Ta(N) and Cu/W NML systems,
respectively.
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samples (i.e., Ta and TaN), with and without N, for annealing tem-
peratures T ! 700 "C. The β-Ta in Cu/Ta NMLs transforms into
an α-Ta phase after annealing at 600 "C [Fig. 4(c)]. Moreover, at
800 "C, the formation of Ta silicate phases is observed. On the con-
trary, no silicate phase formation is observed in Cu/TaN NMLs
after high-temperature annealing, demonstrating that TaN is a
better Si diffusion barrier, which is in accordance with the litera-
ture.51,52 For the Cu/TaN NMLs, the TaN layers are polycrystalline
and a sub-stoichiometric cubic phase develops during the anneal-
ing. In particular, the TaN0:5 phase is formed at 700 "C; addition-
ally, at 800 "C, the Ta0:75N phase is formed in coexistence with the
TaN0:5 phase. In the Cu/W NMLs, the periodic structure is pre-
served up to 700 "C, and for the individual layer thickness of
10 nm, the multilayer structure is maintained up to 800 "C.21,23 If
the Cu or W layer thickness is less than 10 nm, the NML structure
is completely destroyed after annealing at T ! 750 "C and the
system is transformed into NCs. In Sec. III B, we compare the
thermal conductivity of all the annealed NMLs: after 800 "C
annealing, all the systems are completely transformed into NCs.

B. Thermal conductivity and thermal boundary
conductance

The results of the TDTR measurements for the thermal conduc-
tivity of the multilayer regions are plotted in Fig. 5 as a function of
the Cu thickness, the period thickness (the bilayer thickness of two
adjacent films), and the interface density, which is defined as the
number of film interfaces per nanometer within the transverse direc-
tion of the multilayer region. As Cu is the most thermally conductive
material within the NML system, a general increase in thermal con-
ductivity is observed with the increasing cumulative Cu layer thickness
[Fig. 5(a)]. Correspondingly, the thermal conductivity increases in a
similar manner as the total period thickness is increased [Fig. 5(b)].

For a given period thickness, trends in the measured thermal
conductivity are closely coupled to the Cu concentration of a given
period, which can explain the behavior of films that appear to be
outliers of the general trend. For example, for the Cu/Ta films, a
large increase in the intrinsic thermal conductivity is observed in the
7 nm period case, which can be attributed to the fact that there is a
5/2 Cu/Ta ratio as opposed to a 1/1 ratio in the other Cu/Ta films.
Similarly, for the 13.5 nm period Cu/TaN sample, the increased
thermal conductivity can be attributed to the 10/3.5 Cu/TaN ratio,
which is a higher Cu concentration than in the other Cu/TaN period
thicknesses. Individual films thicknesses for each NML system are
tabulated and provided in Table S3 of the supplementary material.

In contrast to the positive trends in Figs. 5(a) and 5(b), for the
Cu/W NMLs, as the interface density is increased, there is an
observable reduction in the overall thermal conductivity of the
multilayer region due to the cumulative thermal resistance of the
interfaces [Fig. 5(c)]. To quantify the conductance of the interfaces,
the thermal boundary conductance is calculated in the same
manner as in Refs. 53 and 54, in which the resistances of the indi-
vidual layers and corresponding interfaces within the multilayer
region are assumed to add in series. The average thermal boundary
conductance of the multilayer system, G, is then considered as the
mean resistance between adjacent layers within a period according

to the equation

G ¼ 2
dCu þ d film

κmeasured
% dCu
κCu

%
d film

κ film

! "%1

, (1)

where κmeasured is the measured thermal conductivity of the multi-
layer region, dCu and d film are the thicknesses of adjacent layers,
and κCu and κ film are corresponding bulk copper and adjacent film
thermal conductivities. We note that the subscript, film, in this
notation is in reference to the film adjacent to Cu (in this case, W).
A series of films with different thicknesses of the respective pure
metals were deposited on sapphire substrates to determine the bulk
thermal conductivities of Cu and W. The thermal conductivities of
the thickest films (600 nm) were measured with TDTR and found
to be 405 and 100Wm%1 K%1 for Cu and W, respectively (see
Fig. S8 in the supplementary material). Upon calculation of
Eq. (1), the average TBC for all Cu/W samples is found to be
3:9+ 0:4GWm%2 K%1 and does not demonstrate an observable
dependence upon the interface density. For reference, this derived
value is within the range of other copper-metal interfaces calculated
through a similar approach; for example, Cheaito et al.25 calculates
the thermal boundary conductance between Cu/Nb multilayers as
4:7GWm%2 K%1, while Gundrum et al.26 find that of Cu/Al to be
3:7GWm%2 K%1.

While a clear reduction in thermal conductivity is observed
with increasing interface density for the Cu/W NMLs, a negative

FIG. 5. Measured thermal conductivity of the NMLs as a function of (a) the Cu
thickness (of a single period), (b) the period thickness, and (c) the interface
density. The letters beside each data point are provided so that individual
samples can be distinguished between each panel. For reference, the nominal
period compositions are provided in the adjacent table. Complete details for
each individual film are tabulated in Table S3 of the supplementary material.
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trend in thermal conductivity is not observed for Cu/Ta and
Cu/TaN NMLs, indicating that measurement of the multilayer
systems is insensitive to the thermal boundary conductance; thus,
calculation of the TBC via Eq. (1) would not be applicable.

For further insight into expected differences in the thermal
boundary conductance between the different material interfaces, we
consider values calculated from the electronic diffuse mismatch
model (EDMM). This model assumes diffuse scattering of electrons
at the interface and has been demonstrated as reasonably accurate
at capturing trends in TBC even at low temperatures.25,26,55,56

Using the same analytical formalism outlined by Cheaito et al.,25

the thermal boundary conductance at a metal/metal interface can
be expressed as

G1=2 ¼ 1=4ζ1=2Ce,1vF,1, (2)

where ζ1=2 is the transmission coefficient from layer 1 to layer 2
and Ce,1 and vF,1 are the electronic heat capacity and the Fermi
velocity of layer 1. The product of 1=4Ce,1vF,1 is also defined as the
derivative of the electronic energy flux at the interface (@q1=@T).
The electronic heat capacity of layer 1 is defined as
π2=3D(EF,1)k2BT , where kB is the Boltzmann constant and D(EF,1) is
the density of states at the Fermi energy of layer 1. The transmis-
sion coefficient of the interface is then given as

ζ1=2 ¼
D(EF,2)vF,2

D(EF,2)vF,2 þ D(EF,1)vF,1
: (3)

Using these equations, we calculate the expected thermal boundary
conductance for the elemental metals measured in this study (i.e.,
Cu, W, and Ta) for which the Fermi energy, velocity, and density
of states are well defined. For reference, we tabulate the necessary
parameters for the transmission coefficient calculation in Table II.
In all cases, the density of states at the Fermi energy as well as the
Fermi velocity have been taken from literature. We note that in
some cases, the Fermi velocity has been calculated from the Fermi
energy, EF , from the relation vF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2EF=m

p
, where m is the mass

of an electron.
With these values, we calculate room-temperature thermal

boundary conductances of 1.85 and 4:36GWm#2 K#1 for Cu/Ta
and Cu/W, respectively. Despite the simplicity of this analytical

model, there is a relatively good agreement with the experimentally
determined TBC for Cu/W (for example, 3:9+ 0:4 as opposed to
4:36GWm#2 K#1 for the experimentally determined and theoreti-
cal values, respectively).

While TBC has been shown to be closely correlated with the
derivative of the electronic energy flux at the interface,25 @q1=@T is
the same as all metals are interfaced with copper. However, the
transmission coefficient for Cu/W is found to be higher than that
of Cu/Ta, which is attributed to the higher density of states at the
Fermi energy in W and thus gives rise to the higher overall TBC.

As an additional demonstration of the role of interfacial resist-
ance on the thermal transport of the NMLs, we observe changes in
the thermal conductivity as a function of the annealing tempera-
ture, displayed in Fig. 6. Cu/Ta, Cu/TaN, and Cu/W samples with a
nominal period thickness of 10 nm were each annealed at a cons-
tant temperature in the range of 500#800 $C. The total thicknesses
of the multilayer regions were 238, 253.5, and 1000 nm for the
Cu/Ta, Cu/TaN, and Cu/W multilayers, respectively. No change in
thermal conductivity is observed for the anneals below 600 $C as
the multilayer stack retains the integrity of its layered structure as
described in Sec. III A. However, while the NML structure does not
degrade into a nanocomposite until annealing above 750 $C, recent
works have demonstrated that subtle interface alterations occur at
lower temperatures, which can subsequently impact carrier trans-
port. For example, in a study by Powers et al.,16 it has been demon-
strated that for anneals below 400 $C, interfaces within Cu/Ta
NMLs retain a flat surface, while for temperatures above 600 $C,

TABLE II. Resultant transmission coefficients and the thermal boundary conduc-
tance as calculated by the EDMM, outlined by Eqs. (2) and (3). For reference, the
density of states and Fermi velocity values used in the calculations are also
provided.

Metal D(EF) (10
47 m−3) vF (10

6 m s−1)

Cu 1.4125 1.1225

Ta 0.2957 1.8357

W 1.6358 1.4359

Interface1/2 ζ1/2 G1/2 (GWm−2 K−1)
Cu/Ta 0.25 1.85
Cu/W 0.60 4.36

FIG. 6. Thermal conductivity of the Cu/Ta, Cu/TaN, and Cu/W multilayer regions
as a function of anneal temperature. Prior to the anneal, the period thickness
for each multilayer system was 10 nm, whereas the total multilayer thickness of
the layer is 238, 253.5, and 1000 nm for Cu/Ta, Cu/TaN, and Cu/W, respectively.
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include the room-temperature measurements of G for Al, Au, and
Cu from pump-probe thermoreflectance measurements for com-
parisonwith our calculations [25,50,52]. Overall, the calculations of
Eq. (6) agree very well with the pump-probe experimental results
at room temperature for three metals. Note, experimental results at
relatively high electron temperatures are non-existent in literature,
which is mostly due to the lack of analytical formulations (that can
be applied beyond the Drude approximations) to correctly interpret
the results from pump-probe thermoreflectance experiments
[55,56]. For Al, G is independent of electron temperature, which is
characteristic of the free-electron-like density of states of Al (see
inset of Fig. 6a). For the rest of the metals with d-band electrons, at
relatively weak thermal excitations (! kBTe), where the density of
states is similar to the free-electron gas model with negligible d-
band excitation, G is independent of temperature. However, at
relatively large thermal excitations, significant d-band electrons
can be excited resulting in a sharp increase in G. The d-band elec-
trons in Au, Cu, and their alloys (as shown in Fig. 6a and inset of
Fig. 6d, respectively) lie !2 eV below the Fermi energy, therefore G
starts to increase at Te !3000 K. However, for Ag, G remains rela-
tively constant below Te !5000 K since the d-bands are located !
3 eV below the Fermi energy as shown in Fig. 6a. In contrast to the
aforementioned metals, GðTeÞ decreases monotonically with elec-
tron temperature for the transition metals. This can be attributed to
the fact that both Nb and Ta have a wider electron energy spectrum
(with !10 eV window around Fermi level) and a local dip in the
density of states around the Fermi level as shown in Fig. 6b.

Next, we report on the electron thermal conductivities calcu-
lated based on the lowest order variational approximation of the
Boltzmann transport equation to determine ke, as given in Eq. (7).
Fig. 7 shows the thermal conductivity of Al, Ag, Cu, Au, Nb, and Ta
for the intermediate temperatures considered in this work. Overall,
our predictions of thermal conductivity agree well with the
experimentally measured thermal conductivities for these
elemental metals. However, for all metals, the theory un-
derestimates the electron-driven thermal conductivity at relatively
low temperatures since in our calculations the lattice contributions
have been neglected; because of the weak anharmonicity at low
temperatures, the lattice contribution to the total thermal con-
ductivity cannot be ignored at relatively low temperatures [58]. The
largest discrepancy with experiments is observed for Cu at inter-
mediate temperatures. This could be attributed to the apparently
weak contribution from electronephonon scattering mechanisms
to the thermal resistivity in Cu due to the weak electronephonon
coupling (l ¼ 0:14). In experimental measurements, the thermal
conductivity could also depend on sample purity and the lattice
contributions to thermal resistivity, which could substantially
lower the measured thermal conductivity.

For our copperegold alloys, although the electronephonon
mass enhancement parameter increases proportionally with
atomic percent of gold as shown in Fig. 6e, the electrical resistivities
(r) do not follow a similar trend as shown in Fig. 8a (solid red
squares). Our results of r for the copperegold alloys agree very well
with the experimentally measured resistivities for ordered alloys.
For comparison, we also include the resistivities measured for
disordered alloys in Fig. 8a (hollow black squares). Along with the
electronephonon coupling, the thermal and electrical resistivities
also depend on the crystal structure and unit cell volume as is clear
from Fig. 8a.

Fig. 8b shows the calculated ke as a function of atomic per-
centage of gold for our copperegold alloys. For comparison, we
have included experimental results for ordered (hollow blue cir-
cles) and disordered (hollow black squares). In the 50/50 ordered
alloy, Cu and Au occupy successive lattice sites, which results in
coherent scattering of electron waves and the reduction in

resistivity compared to the disordered copperegold alloys where
incoherent scattering of electron waves leads to larger electrical
resistivities that increase proportionally with the number of the
alloy species as shown in Fig. 8a and also result in lower thermal
conductivities. For the 50/50 alloy, our predicted thermal conduc-
tivity is higher than that of the disordered alloy measured experi-
mentally. However, our predicted value agrees very well with that
of a 50/50 ordered alloy. Surprisingly, our predictions of thermal
conductivities for the Cu3Au and CuAu3 alloys agree well with the
experimental values for their disordered counterparts. This sug-
gests that coherent scattering of electronwaves in ordered systems
with large volume fractionmismatch between the two constituents
has the same influence on the electronic thermal resistivity as in
the case of incoherent scattering of electron waves in the disor-
dered systems for these binary alloys.

4. Conclusions

We have calculated the electronephonon coupling matrix ele-
ments considering a dense electronic and phononic wavevector
grids under density functional perturbation theory for nine char-
acteristic metals. From the calculated Eliashberg spectral functions,
we determine the electronephononmass enhancement parameter,

Fig. 8. (a) Resistivity as a function of atomic percentage of gold for the different
copperegold alloys. For comparison, the resistivities measured for disordered (hollow
black squares) and ordered (hollow blue circles) alloys are also included [57]. (b)
Electron thermal conductivity as a function of atomic percentage of gold for the
different copperegold alloys. For comparison, the thermal conductivities measured for
disordered alloy (hollow black squares) and for a 50/50 copper-gold alloy (hollow blue
circle) are also shown.

A. Giri et al. / Materials Today Physics 12 (2020) 1001758
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Fig. 7. (a) XRD θ-2 θ scans of tensile NMLs as deposited and annealed at 30 0 ◦C, 60 0 ◦C and 80 0 ◦C; (b) XRD θ-2 θ scans of compressive NMLs as deposited and annealed at 
300 ◦C, 600 ◦C, 800 ◦C and 850 ◦C; (c) Stress evolution upon annealing measured by XRD at room temperature. For some points the error bars are not visible because they 
are smaller than the circle symbol. 

Fig. 8. Poisson disorder distribution related to interface roughness plotted for com- 
pressive and tensile nanomultilayers annealed at different tem peratures (left axis, 
dashed lines). The corresponding W intralayer disorder σ for both multilayers is 
also shown on the right axis (continuous lines). 
NML are much more disordered compared to the W layers of the 
compressive NML (see Section 3.1.2 ). The interfacial roughness of 
the tensile NML is also much higher than that of the compressive 
NML. Moreover, the tensile NML has a smaller grain size (see STEM 
characterization in Fig. 2 and related discussion). The structure dis- 
order and smaller grain size result in a significantly lower thermal 
conductivity of the as-deposited tensile NML [13,54,78–81] . 

The thermal conductivity of the tensile and compressive speci- 
mens after annealing at different temperatures was also measured 
(after cooling down to RT): see Fig. 9 . Within the uncertainty of the 
measurement, the thermal conductivity of the compressive NML 
remains approximately constant up to 800 ◦C, followed by a sharp 

Fig. 9. Thermal conductivity of the tensile and compressive samples as a function 
of annealing temperature. 

decrease at 850 ◦C. Indeed, the compressive NML remains stable up 
to 800 ◦C. The NML-to-NC transformation sets in at T > 800 ◦C and 
is partially completed after the annealing at 850 ◦C. The nanocom- 
posite structure introduces additional electron and phonon scatter- 
ing mechanisms, resulting in a substantial decrease of the thermal 
conductivity [82–85] . A completely different trend is observed for 
the tensile NML. The thermal conductivity of the tensile NML grad- 
ually increases with annealing temperature, which is attributed 
to the reduction of atomic disorder (see Section 3.2.1 ). Cancellieri 
et al. [13] also noticed a similar thermal conductivity increase dur- 
ing the NML-to-NC transformation; however, contrary to this work, 
the stress state was not defined. Therefore, the findings of our 
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Fig. 5. SEM images of cross sections of as-deposited and annealed compressive NMLs (a), (c), (e), (g), (i) and tensile NMLs (b), (d), (f) and (h). Bright regions in the NML/NC 
are associated to W; dark regions to Cu. 
ation at the onset of the NML-to-NC transformation will promote 
short-circuit inward diffusion of O (in addition to Cu and W) along 
W GBs during vacuum-annealing (being more pronounced for the 
tensile Cu/W NML due to its more open GB structure). 

As concluded on the basis of the SEM and XPS analyses of as- 
deposited and annealed Cu/W NMLs with different initial stress 
states, NML-to-NC transformation can be shifted to significantly 
lower temperatures by producing Cu/W NMLs with less compres- 
sive stress and more structural disorder in the NML stack. In gen- 
eral, the disordered microstructure, as in the tensile NMLs, can fa- 
cilitate atomic mobility at high temperature and hence promote 
the NML-to-NC transformation. In addition, atomic diffusion can be 
affected also by stress [76] . 
3.2.2. Stress state and structural disorder by XRD 

XRD scans of the tensile and compressive multilayers, as ac- 
quired after different annealing temperatures, are shown in Fig. 7 a 
and b, respectively. The tensile NML is completely degraded into a 
nanocomposite at 800 ◦C (see Fig. 5 h). On the contrary, the com- 
pressive NML still shows intensity modulations after the anneal- 
ing at 800 ◦C, i.e., satellite peaks, typical of a periodic structure, 
in accordance with the SEM observations (see Fig. 5 g). Even for a 
slightly higher annealing temperature of 850 ◦C, the XRD diffrac- 
togram of the compressive NML still shows satellites peaks, al- 
though strongly reduced in intensity, indicative of an incomplete 
nanocomposite transformation (see Fig. 5 i). Notably, the tensile 

system provides evidence of an increase of the satellite modulation 
intensity at 600 ◦C, which suggests an increase in the interface co- 
herency upon annealing, in agreement with the SEM observations 
(see above). Such a thermally activated increase in interface co- 
herency (as driven by a reduction of the interface energy) is com- 
monly observed for magnetron-sputtered NMLs [17,41,72,75,76] . 

The corresponding internal stress evolution is shown in Fig. 7 c. 
Here, it is emphasized that the residual stresses were acquired af- 
ter cooling down to room temperature (RT). Accordingly, a stress- 
free state at RT not necessarily implies a stress-free state at the 
respective annealing temperature. Namely, the different thermal 
expansion coefficients of W, Cu and the Si substrate may impose 
thermal stresses on Cu and W during cooling [42] . In this regard, 
it is noted that the thermal mismatch between W and Si is rel- 
atively small and therefore any thermal stress contribution in W 
during cooling can be neglected, which is not necessarily the case 
for Cu [42] . 

While the compressive NML gradually relaxes the intrinsic com- 
pressive stresses in the W interlayers until 800 ◦C, the tensile NML 
has already largely relaxed its intrinsic tensile stresses in W at 
600 ◦C. The Cu interlayers reach a similar, low tensile stress level 
for the compressive and tensile NML after annealing at 300 ◦C. 
Strikingly, the tensile NML annealed at 600 ◦C again shows a 
higher tensile stress (after cooling down to RT). It may be as- 
sumed that the Cu stresses are largely relaxed during the heating 
at 600 ◦C or higher [42] and the tensile stress contributions in Cu 
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The dependence of the strength of the electron-phonon coupling and the electron heat capacity on the
electron temperature is investigated for eight representative metals, Al, Cu, Ag, Au, Ni, Pt, W, and Ti, for the
conditions of strong electron-phonon nonequilibrium. These conditions are characteristic of metal targets
subjected to energetic ion bombardment or short-pulse laser irradiation. Computational analysis based on
first-principles electronic structure calculations of the electron density of states predicts large deviations !up to
an order of magnitude" from the commonly used approximations of linear temperature dependence of the
electron heat capacity and a constant electron-phonon coupling. These thermophysical properties are found to
be very sensitive to details of the electronic structure of the material. The strength of the electron-phonon
coupling can either increase !Al, Au, Ag, Cu, and W", decrease !Ni and Pt", or exhibit nonmonotonic changes
!Ti" with increasing electron temperature. The electron heat capacity can exhibit either positive !Au, Ag, Cu,
and W" or negative !Ni and Pt" deviations from the linear temperature dependence. The large variations of the
thermophysical properties, revealed in this work for the range of electron temperatures typically realized in
femtosecond laser material processing applications, have important implications for quantitative computational
analysis of ultrafast processes associated with laser interaction with metals.
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I. INTRODUCTION

The rapidly growing use of femtosecond lasers in practi-
cal applications and fundamental materials research increases
the demand for quantitative predictive modeling of the fast
and highly nonequilibrium processes induced in the target
material by the laser excitation. For metals, theoretical
and/or computational studies of laser interactions have
widely employed the two-temperature model !TTM" pro-
posed by Anisimov et al.1 The TTM describes the temporal
and spatial evolution of the lattice and electron temperatures,
Tl and Te, in the irradiated target by two coupled nonlinear
differential equations:

Ce!Te"
!Te

!t
= "#Ke!Te,Tl" " Te$ − G!Te"!Te − Tl" + S!r!,t" ,

!1"

Cl!Tl"
!Tl

!t
= "#Kl!Tl" " Tl$ + G!Te"!Te − Tl" , !2"

where C and K are the heat capacities and thermal conduc-
tivities of the electrons and the lattice as denoted by sub-
scripts e and l, G!Te" is the electron-phonon coupling factor
related to the rate of the energy exchange between the elec-
trons and the lattice, and S!r! , t" is a source term describing
the local energy deposition by the laser pulse. The model
accounts for the laser excitation of the conduction band elec-
trons and subsequent energy relaxation processes, i.e., the
energy transfer from the hot electrons to the lattice vibrations
due to the electron-phonon interaction and the electron heat

conduction from the irradiated surface to the bulk of the
target. In Eq. !2", the term describing the lattice heat conduc-
tion is often omitted as it is typically negligible as compared
to the electron heat conduction in metals.

The TTM is also used in investigations of high-energy ion
bombardment of metal targets,2,3 with the source term in Eq.
!1" accounting for the energy transfer from the incident en-
ergetic ion to the electronic excitations within the ion track
!electronic energy loss by the ion". The TTM equations, typi-
cally formulated in this case in cylindrical coordinates, de-
scribe the energy transfer from the excited electrons to the
lattice, as well as cooling of the thermal spike region, gen-
erated by the passage of the incident ion, due to the electron
heat conduction.

Some of the effects and physical processes that are not
described by the original TTM can still be included within
the general TTM framework. In particular, recent develop-
ments include incorporation, through the parameters of
TTM, of the description of the surface/grain boundary
scattering4,5 and the energy transfer by ballistic electrons,6,7

combination of TTM with thermoelasticity equations,8 as
well as an extension of TTM to include a description of the
transient nonthermal electron dynamics during and immedi-
ately after the femtosecond laser excitation.9 Moreover, in-
vestigations of the microscopic mechanisms of laser-induced
phase transformations and changes in the microstructure of
the target material have been enabled by the development of
hybrid models that combine the classical molecular dynam-
ics !MD" method with TTM.10–17

A key issue in the application of the models based on
TTM for quantitative description of the kinetics of the en-
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Ne = !
−!

!

f„",#"Te#,Te…g""#d" . "4#

The chemical potential, obtained with Eq. "4# for different
electron temperatures, can then be used in Eq. "3# to predict
the temperature dependence of the electron heat capacity.
The results of the calculations of #"Te# and Ce"Te# are pre-
sented for eight different metals and compared with the pre-
dictions of the free electron gas model in Sec. III.

C. Electron thermal conductivity

The electron thermal conductivity is related to the elec-
tron heat capacity through the Drude model relationship,
Ke"Te ,Tl#=v2Ce"Te#$e"Te ,Tl# /3,27 where $e"Te ,Tl# is the to-
tal electron scattering time and v2 is the mean square veloc-
ity of the electrons contributing to the electron heat conduc-
tivity. At low electron temperatures, v2 can be approximated
as the Fermi velocity squared, vF

2 . The total electron scatter-
ing rate is given by the sum of the electron-electron scatter-
ing rate, 1 /$e-e=ATe

2, and the electron-phonon scattering rate,
1 /$e-ph=BTl: 1 /$e=1 /$e-e+1 /$e-ph=ATe

2+BTl, where A and
B are typically assumed to be constants.18,28 The electron-
electron and electron-phonon scattering rates, however,
might be sensitive to the spectrum of states available for the
scattering processes27 and the temperature dependences of
the scattering rates given above might undergo some modi-
fications at high electron temperatures. Thus, in addition to

the deviations of the electron heat capacity from the linear
temperature dependence, the electron thermal conductivity
described by the Drude model relationship might be affected
by the modification of the temperature dependences of the
electron-phonon and electron-electron scattering rates.

D. Electron-phonon coupling factor G„Te…
The electron-phonon coupling was first analyzed within

the free electron gas model by Kaganov et al.29 It was sug-
gested that the electron-lattice energy exchange rate could be
expressed in terms of the electron relaxation times at Te and
Tl. At lattice and electron temperatures much higher than the
Debye temperature and Te%Tl, the rate of energy transfer
from the electrons to the lattice per unit volume can then be
expressed as1,29

$ !Ee

!t
$

ep
= G"Tl − Te#, G =

&2

6

meCs
2ne

$"Te#Te
, "5#

where me is the effective electron mass, Cs is the speed of
sound, ne is the number density of the electrons, and $"Te# is
the electron relaxation time defined as the electron-phonon
scattering time, $e-ph, and evaluated under the assumption
that the lattice temperature is equal to the electron
temperature.29 The electron-phonon scattering time is pro-
portional to the inverse of the lattice temperature and, under
the condition of Te=Tl, $"Te#%1 /Te, one gets a constant
value of the coupling factor given by Eq. "5#.

TABLE I. The valence electrons treated in VASP calculations, the equilibrium lattice constant at Tl=0 K
used in VASP calculations a0 "Å#, the electron-phonon coupling constant ', the Debye temperature (D "K#,
"Ref. 47#, the value of '&)2' estimated using the approximation &)2'((D

2 /2 "meV2#, and the value of '&)2'
"meV2# used in Eq. "8# for the calculation of the temperature dependence of the electron-phonon coupling
factor. For brevity, here and in the text, *2 and kB

2 factors are omitted when &)2' and (D
2 /2 are given in energy

units.

Al
3s23p1

Ag
4d105s1

Cu
3d104s1

Au
5d106s1

Ni
3d84s2

Pt
5d96s1

W
5d46s2

Ti
3d24s2

a0 4.05 4.16 3.635 4.175 3.53 3.92 3.175 2.886a

' 0.45b 0.12c 0.13c 0.17b 0.084d 0.66c 0.28e,f 0.38e,f

0.44g 0.14g 0.15c

0.38f

(D 428 225 343 165 450 240 400 420

'(D
2 /2 304.8 22.5 56.6 17.1 62.9 140.6 165.7 247.9

298.1 60.1 15.1
257.4

'&)2' 185.9h 22.5 29+4e 23+4e 49.5h 142.5h 112+15e 350+30e

ac /a=1.63.
bReference 49.
cReference 55.
dReference 51.
eReference 58.
fReference 43.
gReference 50.
hObtained from experimental values of G0 "see the text in Sec. III#.
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Although a constant value for the electron-phonon cou-
pling factor is used in most of the current computational and
theoretical investigations of short-pulse laser interactions
with metals, there is growing experimental evidence suggest-
ing that the applicability of the constant electron-phonon
coupling may be limited to low laser intensities !low electron
temperatures".18,30–32 For example, the coupling constant has
been used as a fitting parameter to obtain an agreement be-
tween the calculated and experimental values of the ablation
threshold in Au,33 whereas empirical or semiempirical G!Te"
dependences have been introduced to provide a good de-
scription of experimental electron photoemission data34 and
ablation rates.35,36 Moreover, the measurements of the
electron-phonon coupling constants reported in literature ex-
hibit a broad variation, e.g., from 3.6!1017 to 10.5
!1017 W m−3 K−1 for Ni,37–39 that may be, in addition to the
differences in the measurement techniques, related to the dif-
ferent levels of laser excitation used in the experiments.

Several approaches have been proposed in order to ac-
count for the temperature dependence of the electron-phonon
coupling factor. Based on the expression of Kaganov et al.
for the electron-phonon energy exchange rate, #Eq. !5"$,
Chen et al.35 introduced a model in which both electron-
electron and electron-phonon scattering rates are included in
the evaluation of the electron relaxation time, "!Te" in Eq.
!5". The electron-electron scattering, indeed, starts to signifi-
cantly contribute to the total electron scattering rate at high
electron temperatures, above %1 eV. While this contribution
directly affects the electron transport properties !thermal and
electrical conductivities", the relevance of the electron-
electron scattering to the electron-phonon coupling factor is
questionable. Similarly, the evaluation of the electron relax-
ation time "!Te" based on the temperature dependence of the
electrical or thermal conductivity2,40 includes the contribu-
tion of electron-electron scattering, and is applicable for the
calculation of the electron-phonon coupling only at low elec-
tron temperatures.

At high electron temperatures, the thermal excitation of
the electrons located below the Fermi level starts to contrib-
ute to the rate of the electron-phonon energy exchange, and a
quantitative analysis of the electron-phonon coupling should
go beyond the free electron gas model and should include the
consideration of the electron DOS. A general description of
the electron-phonon energy exchange involving arbitrary
electron DOS was developed by Allen41 based on the rate
equations for the electron-phonon collisions that characterize
the phonon emission and absorption processes. Following
Allen’s analysis, the rate of the energy exchange between the
electrons and the lattice within one unit cell can be expressed
as

& !Ee

!t
&

ep
=

4#

$
'
k,k!

$%Q(Mkk!(
2S!k,k!"&!'k − 'k! + $%Q" ,

!6"

where k and Q denote the electron and phonon quantum
numbers, respectively. Mkk! is the electron-phonon scattering
matrix element that defines the probability of scattering of an
electron from the initial state k with energy 'k to the final

state k! with energy 'k! by a phonon of energy $%Q.42

S!k ,k!"= !fk− fk!"nQ− fk!!1− fk" is the so-called thermal fac-
tor, expressing the phonon absorption and emission pro-
cesses in the electron-phonon scattering in terms of the elec-
tron and phonon occupation numbers, fk and nQ, respectively
!see also the Appendix". Assuming that phonons and elec-
trons can be characterized by distinct electron and lattice
temperatures, the occupation numbers can be described by
Fermi-Dirac and Bose-Einstein distribution functions, re-
spectively: f!'"=1 / )1+exp#!'−(" /kBTe$* and n!$) ,Tl"
=1 / #exp!$) /kBTl"−1$. Near room temperature, only elec-
tron states around the Fermi energy contribute to the scatter-
ing processes and Eq. !6" can be rewritten in terms of the
Eliashberg spectral function for electron-phonon coupling,
*2F!)", commonly used in the superconductivity theory:41

& !Ee

!t
&

ep
= 2#g!'F"+

0

+

*2F!)"!$)"2#n!$),Tl"

− n!$),Te"$d) . !7"

Allen further suggested a Taylor expansion of Eq. !7" in
terms of $) /kBTe and $) /kBTl under conditions of $)
,kBTe and $),kBTl, leading to (!Ee /!t(ep,G0!Tl−Te",
where G0 is the electron-phonon coupling constant: G0
=#$kB--%2.g!'F". In this expression, -%2. is the second mo-
ment of the phonon spectrum defined by McMillan,43 and -
is the electron-phonon mass enhancement parameter44 de-
fined as the first reciprocal moment of the spectral function,
*2F!)": --%2.=2/0

+d))*2F!)".
For high electron temperatures, it is necessary to take into

account the scattering processes of electrons away from the
Fermi surface, i.e., the electron energy dependence of the
electron-phonon spectral function, *2F!' ,'! ,)". Wang et
al.18 proposed an approximation of the spectral function
based on the assumption that (Mkk!(

2, when summed over
scattering angles, is independent of the electron states, which
leads to *2F!' ,'! ,)"= #g!'"g!'!" /g2!'F"$*2F!'F ,'F ,)". A
simple expression for the temperature dependent electron-
phonon coupling factor can then be obtained:

G!Te" =
#$kB--%2.

g!'F" +
−+

+

g2!'"0−
!f

!'
1d' . !8"

The derivation of Eq. !8" and the related assumptions are
discussed in more detail in the Appendix. It is easy to verify
that at very low electron temperatures, −!f /!' reduces to a
delta function centered on the Fermi level at 0 K, and Eq. !8"
reduces to a constant value, recovering the expression for G0
shown by Allen and given above in this section. At elevated
electron temperatures, however, the value of −!f /!' at '
away from 'F can no longer be neglected, leading to a tem-
perature dependent electron-phonon coupling, G!Te", as de-
scribed by Eq. !8".

It should be noted that the assumption of the effective
independence of the magnitude of the scattering matrix ele-
ment on the electron states, adopted by Wang et al., is com-
monly used for estimation of the phonon-induced contribu-
tion to the excited electron decay rate, where the electron-
phonon scattering matrix is assumed to be constant and the
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Electron-phonon coupling factor

phonon coupling G!Te". The results of the calculations of
G!Te", performed with Eq. !8" for the three noble metals, are
shown in Figs. 2!d", 3!d", and 4!d". The common features of
the three dependences are a nearly constant strength of
the electron-phonon coupling up to the temperatures of
#3000 K for Cu and Au, and #5000 K for Ag, and a sig-
nificant strengthening of the electron-phonon coupling at
higher temperatures when a large number of d electrons are
thermally excited and contribute to the electron-phonon en-
ergy exchange. The rate and the degree of the increase of
G!Te" with respect to the low-temperature levels, however,
are different for the three metals and are defined by the de-
tailed structures of the DOSs, particularly by the locations,
the widths, and the shapes of the d bands. The d bands in Cu
and Au are located at approximately the same depth under
the Fermi level, but the width of the d band in Cu
!#3.5 eV" is much smaller than the one in Au !#6 eV"
$Figs. 3!a" and 4!a"%. This difference in the width of the d
band is reflected in a higher density of states at the high-
energy edge of the d band in Cu as compared to Au. As a
result, for the same electron temperature, the thermal excita-
tion of d band electrons in Cu leads to a more significant

increase in the electron-phonon coupling factor as compared
to Au, e.g., at Te=104 K, the electron-phonon coupling factor
exceeds the room temperature value by a factor of 9.5 in Cu
$Fig. 3!d"% compared to 5.8 in Au $Fig. 4!d"%. The widths of
the d bands in Ag and Cu are similar, but the separation of
the d band from the Fermi level is larger in Ag $Figs. 2!a"
and 3!a"%. As a result, at the same electron temperature of
104 K, the electron-phonon coupling in Cu exceeds its room
temperature value by a factor of 9.5, as compared to 4.6 in
Ag. Moreover, G!Te" saturates at Te!1.5"104 K in Cu, but
continues a sharp rise at and above this temperature in Ag
$Figs. 2!d" and 3!d"%.

While the temperature dependences of the electron-
phonon coupling calculated with Eq. !8" are defined mainly
by the characteristics of the electron DOS, the low-
temperature levels in these calculations are preset by the
choice of the value of #&$2'. For Ag, the calculations are
performed with a value of #&$2' obtained using the approxi-
mation of &$2'(%D

2 /2 and # evaluated from the experimen-
tal electrical resistivity data,55 as shown in Table I. This
estimation of #&$2' gives a relatively good agreement of
the room temperature values of the electron-phonon
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phonon coupling G!Te". The results of the calculations of
G!Te", performed with Eq. !8" for the three noble metals, are
shown in Figs. 2!d", 3!d", and 4!d". The common features of
the three dependences are a nearly constant strength of
the electron-phonon coupling up to the temperatures of
#3000 K for Cu and Au, and #5000 K for Ag, and a sig-
nificant strengthening of the electron-phonon coupling at
higher temperatures when a large number of d electrons are
thermally excited and contribute to the electron-phonon en-
ergy exchange. The rate and the degree of the increase of
G!Te" with respect to the low-temperature levels, however,
are different for the three metals and are defined by the de-
tailed structures of the DOSs, particularly by the locations,
the widths, and the shapes of the d bands. The d bands in Cu
and Au are located at approximately the same depth under
the Fermi level, but the width of the d band in Cu
!#3.5 eV" is much smaller than the one in Au !#6 eV"
$Figs. 3!a" and 4!a"%. This difference in the width of the d
band is reflected in a higher density of states at the high-
energy edge of the d band in Cu as compared to Au. As a
result, for the same electron temperature, the thermal excita-
tion of d band electrons in Cu leads to a more significant

increase in the electron-phonon coupling factor as compared
to Au, e.g., at Te=104 K, the electron-phonon coupling factor
exceeds the room temperature value by a factor of 9.5 in Cu
$Fig. 3!d"% compared to 5.8 in Au $Fig. 4!d"%. The widths of
the d bands in Ag and Cu are similar, but the separation of
the d band from the Fermi level is larger in Ag $Figs. 2!a"
and 3!a"%. As a result, at the same electron temperature of
104 K, the electron-phonon coupling in Cu exceeds its room
temperature value by a factor of 9.5, as compared to 4.6 in
Ag. Moreover, G!Te" saturates at Te!1.5"104 K in Cu, but
continues a sharp rise at and above this temperature in Ag
$Figs. 2!d" and 3!d"%.

While the temperature dependences of the electron-
phonon coupling calculated with Eq. !8" are defined mainly
by the characteristics of the electron DOS, the low-
temperature levels in these calculations are preset by the
choice of the value of #&$2'. For Ag, the calculations are
performed with a value of #&$2' obtained using the approxi-
mation of &$2'(%D

2 /2 and # evaluated from the experimen-
tal electrical resistivity data,55 as shown in Table I. This
estimation of #&$2' gives a relatively good agreement of
the room temperature values of the electron-phonon

Electron Temperature Te, 104K

µ-
ε F,

eV

0 0.5 1 1.5 2
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4 with Au DOS
with Sommerfeld expansion

(b) Electron Temperature Te, 104K

E
le

ct
ro

n-
P

ho
no

n
C

ou
pl

in
g

Fa
ct

or
,G

,1
017

W
m

-3
K

-1

0 0.5 1 1.5 2

0.5

1

1.5

2

Hohlfeld et al. 2000

Hostetler et al. 1999, Groeneveld et al. 1995

Elsayed-Ali et al. 1991

ε-εF, eV

D
en

si
ty

of
S

ta
te

s
(D

O
S

),
st

at
es

/e
V

/a
to

m

-5 0 5 10
0

1

2

3

4

f(ε, Te=0.1 eV)
f(ε, Te=1 eV)
f(ε, Te=2 eV)

Au

(a) Electron Temperature Te, 104K

E
le

ct
ro

n
H

ea
tC

ap
ac

ity
,C

e,
10

5 Jm
-3
K

-1

0 0.5 1 1.5 2
0

5

10

15

20

25

30

Ce(Te) with Au DOS
Ce(Te)= γexpTe, γexp=67.6 Jm-3K-2

Ce(Te)= γthTe, γth=62.9 Jm-3K-2

(c)

(d)

FIG. 4. Same as Fig. 2 but for gold.

ELECTRON-PHONON COUPLING AND ELECTRON HEAT… PHYSICAL REVIEW B 77, 075133 !2008"

075133-9

temperature dependence. The low-temperature value of
!!"2", obtained in pump-probe reflectivity measurements58

and used in the calculation of the temperature dependence
shown in Fig. 7#d$, yields a value of the coupling constant,
2#1017 W m−3 K−1, that is outside the range suggested in
Ref. 64. This discrepancy in the reported experimental values
suggests that additional accurate measurements of the
electron-phonon coupling at low excitation levels are needed
to verify the position of the low-temperature level of the
coupling strength in the dependence shown in Fig. 7#d$.

A distinct characteristic of the electron DOS of titanium is
the presence of a high density of available d states right
above the Fermi level %Fig. 8#a$&. Thermal excitation of d
electrons to the higher density of states energy region leads
to a shift of the chemical potential to lower energies. The
electron heat capacity, however, follows the linear depen-
dence up to '6000 K and exhibits a sharp turn from an
almost linear increase to a decrease after reaching its maxi-
mum value at '1.2#104 K. Similarly, the electron-phonon
coupling shows a nonmonotonic temperature dependence,
with a strong enhancement of the coupling strength at Te
$5000 K, followed by a decrease at Te%6000 K.

An interpretation of the temperature dependences pre-
dicted for Ti can be provided based on the analysis of the
contributions from the two high density of states regions
present on both sides of the Fermi level, similar to the case
of W discussed above. At a quantitative level, however, the
transitions from the increase to the saturation and the de-
crease of both the electron heat capacity and the electron-
phonon coupling take place within a much narrower electron
temperature range in Ti, as compared to W. The differences
in temperature sensitivity of the thermophysical properties of
the two metals can be explained by the quantitative differ-
ences in their electron DOS. In particular, a smaller number
of d electrons, a smaller width of the occupied part of the d
band, and a large gap between two high-density peaks at '1
and '3.5 eV above the Fermi level are the factors that con-
tribute to the higher temperature sensitivity of the electron
heat capacity and the electron-phonon coupling in Ti, as
compared to W.

For the electron-phonon coupling in titanium, a high
value of 1019 W m−3 K−1 has been estimated from fitting the
sputtering yields measured in heavy ion bombardment of Ti
targets to the predictions of the inelastic thermal spike
model.3,65 This value is more than twice larger than the maxi-
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temperature dependence. The low-temperature value of
!!"2", obtained in pump-probe reflectivity measurements58

and used in the calculation of the temperature dependence
shown in Fig. 7#d$, yields a value of the coupling constant,
2#1017 W m−3 K−1, that is outside the range suggested in
Ref. 64. This discrepancy in the reported experimental values
suggests that additional accurate measurements of the
electron-phonon coupling at low excitation levels are needed
to verify the position of the low-temperature level of the
coupling strength in the dependence shown in Fig. 7#d$.

A distinct characteristic of the electron DOS of titanium is
the presence of a high density of available d states right
above the Fermi level %Fig. 8#a$&. Thermal excitation of d
electrons to the higher density of states energy region leads
to a shift of the chemical potential to lower energies. The
electron heat capacity, however, follows the linear depen-
dence up to '6000 K and exhibits a sharp turn from an
almost linear increase to a decrease after reaching its maxi-
mum value at '1.2#104 K. Similarly, the electron-phonon
coupling shows a nonmonotonic temperature dependence,
with a strong enhancement of the coupling strength at Te
$5000 K, followed by a decrease at Te%6000 K.

An interpretation of the temperature dependences pre-
dicted for Ti can be provided based on the analysis of the
contributions from the two high density of states regions
present on both sides of the Fermi level, similar to the case
of W discussed above. At a quantitative level, however, the
transitions from the increase to the saturation and the de-
crease of both the electron heat capacity and the electron-
phonon coupling take place within a much narrower electron
temperature range in Ti, as compared to W. The differences
in temperature sensitivity of the thermophysical properties of
the two metals can be explained by the quantitative differ-
ences in their electron DOS. In particular, a smaller number
of d electrons, a smaller width of the occupied part of the d
band, and a large gap between two high-density peaks at '1
and '3.5 eV above the Fermi level are the factors that con-
tribute to the higher temperature sensitivity of the electron
heat capacity and the electron-phonon coupling in Ti, as
compared to W.

For the electron-phonon coupling in titanium, a high
value of 1019 W m−3 K−1 has been estimated from fitting the
sputtering yields measured in heavy ion bombardment of Ti
targets to the predictions of the inelastic thermal spike
model.3,65 This value is more than twice larger than the maxi-
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Abstract. Femtosecond laser pulses were applied to study the
energy deposition depth and transfer to the lattice for Au, Ni,
and Mo films of varying thickness. The onset of melting, de-
fined here as damage threshold, was detected by measuring
changes in the scattering, reflection and transmission of the
incident light. Experiments were done in multi-shot mode and
single-shot threshold fluences were extracted by taking in-
cubation into account. Since melting requires a well-defined
energy density, we found the threshold depends on the film
thickness whenever this is smaller than the range of electronic
energy transport. The dependence of the threshold fluence
on the pulse length and film thickness can be well described
by the two-temperature model, proving that laser damage
in metals is a purely thermal process even for femtosecond
pulses. The importance of electron–phonon coupling is re-
flected by the great difference in electron diffusion depths of
noble and transition metals.

PACS: 78.47.+p; 79.20.Ds; 72.15Eb

It is well known that using subpicosecond pulses in laser abla-
tion has two major advantages over using nanosecond pulses:
much lower fluences are needed to accomplish ablation [1–5]
and considerably sharper contours can be achieved [2, 6–8].
The latter is illustrated in Fig. 1 for stainless steel1. Fig-
ure 1a shows a hole produced with 248-nm, 25-ns pulses, and
Fig. 1b presents one obtained with 120-fs pulses of the same
wavelength. The precision of the lower edge is magnified in
Fig. 1c. Obviously, melting and debris contamination greatly
reduce the quality of microstructures that can be achieved
with nanosecond pulses. For such pulses thermal energy dif-
fusion into deeper parts of the material takes place during
excitation, which reduces the energy density near the surface

1 The authors thank Dipl.-Ing. G. Herbst, Fimea GmbH, Berlin-Adlershof,
for his permission to publish these results.

COLA’99 – 5th International Conference on Laser Ablation, July 19–23,
1999 in Göttingen, Germany

and broadens the energy distribution. The diffusive energy
transport can be truncated by using metal films with thick-
ness smaller than the diffusion length. This effect was shown
for nanosecond pulses and the decrease of ablation threshold
with film thickness was described by the thermal diffusion
model [9–11].
In this paper we want to show that also for femtosecond

laser pulses there is diffusive energy transport by hot elec-
trons as long as there is no thermal equilibrium between elec-
trons and phonons [4, 12–14]. The resulting electron thermal
diffusion length is the decisive quantity for fs-laser mate-
rial processing, determining both the damage threshold and
the structure sharpness. Corkum et al. [15] were the first to
point out that the range of electronic thermal diffusion is de-
termined by the electron–phonon coupling strength. On the
basis of the two- temperature model they calculated the elec-
tronic diffusion range and defined a critical pulse duration
τc, which separates the ultrashort and ns ablation regimes.
It is important to note, however, that diffusion of hot elec-
trons presupposes the existence of an electron temperature
brought about by collisions of excited electrons with those
near the Fermi level [16–19]. The time to convert the initially
highly non-equilibrium electrons into a thermal distribution
depends, therefore, on excitation energy and density of states
(DOS) at the Fermi level. Consequently, the conversion takes
much longer for noble metals than for transition metals.
Before an electron temperature is established, the non-

equilibrium electrons penetrate into the material with ballistic
velocities of the order of 106 m/s in the case of Au [19–21].
Accordingly, the ballistic range can reach 100 nm for 100-fs
pulses. In transition metals with large d-band densities, this
is of the order of the optical penetration depth. Hence, when
considering the transport of absorbed energy into the depth of
the material we have to distinguish three processes occurring
in successive time intervals, as sketched in Fig. 2. The first
process is the highly non-equilibrium state of excited elec-
trons which relax by electron– electron (e−e) collisions. The
duration of this phase is determined by the collision rate, gov-
erned by the DOS at the Fermi level. The second interval is
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and broadens the energy distribution. The diffusive energy
transport can be truncated by using metal films with thick-
ness smaller than the diffusion length. This effect was shown
for nanosecond pulses and the decrease of ablation threshold
with film thickness was described by the thermal diffusion
model [9–11].
In this paper we want to show that also for femtosecond

laser pulses there is diffusive energy transport by hot elec-
trons as long as there is no thermal equilibrium between elec-
trons and phonons [4, 12–14]. The resulting electron thermal
diffusion length is the decisive quantity for fs-laser mate-
rial processing, determining both the damage threshold and
the structure sharpness. Corkum et al. [15] were the first to
point out that the range of electronic thermal diffusion is de-
termined by the electron–phonon coupling strength. On the
basis of the two- temperature model they calculated the elec-
tronic diffusion range and defined a critical pulse duration
τc, which separates the ultrashort and ns ablation regimes.
It is important to note, however, that diffusion of hot elec-
trons presupposes the existence of an electron temperature
brought about by collisions of excited electrons with those
near the Fermi level [16–19]. The time to convert the initially
highly non-equilibrium electrons into a thermal distribution
depends, therefore, on excitation energy and density of states
(DOS) at the Fermi level. Consequently, the conversion takes
much longer for noble metals than for transition metals.
Before an electron temperature is established, the non-

equilibrium electrons penetrate into the material with ballistic
velocities of the order of 106 m/s in the case of Au [19–21].
Accordingly, the ballistic range can reach 100 nm for 100-fs
pulses. In transition metals with large d-band densities, this
is of the order of the optical penetration depth. Hence, when
considering the transport of absorbed energy into the depth of
the material we have to distinguish three processes occurring
in successive time intervals, as sketched in Fig. 2. The first
process is the highly non-equilibrium state of excited elec-
trons which relax by electron– electron (e−e) collisions. The
duration of this phase is determined by the collision rate, gov-
erned by the DOS at the Fermi level. The second interval is

S100

Fig. 1a–c. Microstructuring of a stainless steel sheet with 248-nm laser ra-
diation. a A hole drilled with 25-ns pulses and a fluence of about 8 J/cm2.
b A rectangular hole cut with 120-fs pulses at 1×1013 W/cm2. c A magni-
fied picture of the exit edge in b. These ablation structures were produced
by G. Herbst, Fimea GmbH, Berlin

characterized by the existence of a Fermi distribution and the
diffusion of hot electrons driven by the temperature gradient.
The hot-electron bath cools by electron–phonon (e− ph) in-
teraction, the strength of which limits the diffusion range. The
final state is reached when electrons and the lattice are in ther-
mal equilibrium, where the common thermal diffusion drives
the heat dissipation into the material.
The range of heat diffusion prevents sharp microstructural

contours and constitutes an energy-loss mechanism. This was
discussed at the COLA’93 meeting and elsewhere [9–11] for
nanosecond laser pulses, where electrons and lattice are in
thermal equilibrium. Here, we will treat the energy deposi-
tion depth for subpicosecond pulses where the electrons and
lattice are out of equilibrium. Although rate-equation models
have been proposed to describe the initial redistribution of
the absorbed energy [19, 20], we will show that the two-
temperature model (TTM) [22] can be successfully applied to
predict threshold fluences for melting. Even the ballistic mo-
tion can be incorporated into the TTM by altering the source
term [13, 14]. The crucial parameter is the e− ph coupling
constant, g, which determines the range of hot-electron diffu-
sion and thereby governs both the energy loss into the mate-
rial and the zone of thermal damage. In accordance with their
different g values, we find vastly different energy deposition

Fig. 2a–c. Relaxation phases following optical excitation of metals. At t = 0
a highly non-equilibrium state is generated (a) which deexcites by e−e col-
lisions to form an electron temperature (b). This, in turn, cools by e− ph
interaction until it reaches thermal equilibrium with the lattice (c). The en-
ergy distributions inside the material and transport velocities are indicated
on the right

ranges for noble and transition metals. Once the metal film
thickness is smaller than this range, the fluence threshold de-
creases again linearly with thickness, since the critical energy
density required for melting remains constant.

1 Two-temperature model

As soon as an electron temperature is established, the
TTM [22] can be applied to describe the temperature dynam-
ics. It consists of the diffusion equations for the electrons and
lattice, coupled by a term proportional to the temperature dif-
ference of the two reservoirs multiplied by the strength of the
electron–phonon interaction:

Ce (Te)
∂Te
∂t

= ∇ (Ke∇Te)− g (Te− Tl)+ S (z, t) (1)

Cl
∂Tl
∂t

= ∇ (Kl∇Tl)+ g (Te− Tl) , (2)

where C and K are the heat capacities and thermal conductiv-
ities of the electrons and lattice as denoted by the subscripts e
and l. The source term S (z, t) contains the absorbed energy
and will be discussed in Sect. 1.3. Since in metals the ther-
mal conduction is dominated by electrons, we neglected the
diffusion term for the lattice in (2).

1.1 Diffusion depth for nanosecond pulses

In the nanosecond pulse regime the electrons and lattice are
in thermal equilibrium, Te = Tl . Hence, the dependence on the
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The kinetics and microscopic mechanisms of laser melting and disintegration of thin Ni and Au films
irradiated by a short, from 200 fs to 150 ps, laser pulse are investigated in a coupled atomistic-continuum
computational model. The model provides a detailed atomic-level description of fast nonequilibrium processes
of laser melting and film disintegration and, at the same time, ensures an adequate description of the laser light
absorption by the conduction band electrons, the energy transfer to the lattice due to the electron-phonon
coupling, and the fast electron heat conduction in metals. The interplay of two competing processes, the
propagation of the liquid-crystal interfaces !melting fronts" from the external surfaces of the film and homo-
geneous nucleation and growth of liquid regions inside the crystal, is found to be responsible for melting of
metal films irradiated by laser pulses at fluences close to the melting threshold. The relative contributions of the
homogeneous and heterogeneous melting mechanisms are defined by the laser fluence, pulse duration, and the
strength of the electron-phonon coupling. At high laser fluences, significantly exceeding the threshold for the
melting onset, a collapse of the crystal structure overheated above the limit of crystal stability takes place
simultaneously in the whole overheated region within #2 ps, skipping the intermediate liquid-crystal coexist-
ence stage. Under conditions of the inertial stress confinement, realized in the case of short $%10 ps laser
pulses and strong electron-phonon coupling !Ni films", the dynamics of the relaxation of the laser-induced
pressure has a profound effect on the temperature distribution in the irradiated films as well as on both
homogeneous and heterogeneous melting processes. Anisotropic lattice distortions and stress gradients associ-
ated with the relaxation of the laser-induced pressure destabilize the crystal lattice, reduce the overheating
required for the initiation of homogeneous melting down to T&1.05Tm , and expand the range of pulse
durations for which homogeneous melting is observed in 50 nm Ni films up to #150 ps. High tensile stresses
generated in the middle of an irradiated film can also lead to the mechanical disintegration of the film.
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I. INTRODUCTION

Short-pulse laser interaction with metals is a subject of
practical as well as fundamental scientific interest. Practical
applications range from well-established methods for surface
processing1 and pulsed laser deposition of thin films and
coatings2 to the emerging new areas such as microfabrication
of nanostructures with resolutions exceeding the optical dif-
fraction limit.3 Further optimization of experimental param-
eters in current applications and the emergence of new tech-
niques can be facilitated by a better theoretical understanding
of the relation between the basic mechanisms of laser inter-
action with materials, nonequilibrium processes caused by
the fast deposition of laser energy, and the resulting micro-
structure and properties of the materials treated by laser irra-
diation.
From the point of view of fundamental science, short-

pulse laser irradiation has the ability to bring material into a
highly nonequilibrium state and provides unique insights into
material behavior under extreme conditions that can hardly
be achieved by any other means. Analysis of the laser-
induced processes leads to a range of important fundamental
questions, such as the limit of superheating, the microscopic
mechanisms of homogeneous and heterogeneous melting,
and the nature of the fracture/spallation at ultrahigh deforma-
tion rates and elevated temperatures, as well as the mecha-
nisms of explosive boiling and disintegration of material in
laser ablation.

The focus of the present paper is the microscopic analysis
of the mechanisms of short-pulse laser melting. Although
melting is a common and well-studied phenomenon, the na-
ture of the structural instability of a superheated crystal and
the microscopic mechanisms of melting are still subjects of
active scientific discussions.4–10 It has been well established
that melting starts at surfaces and internal crystal defects
under rather minor superheating conditions or even below
the equilibrium melting temperature.6,7,11–14 The later effect
of surface premelting is related to the lower free energy of
the surface wetted by a thin liquid layer as compared to the
ordered solid surface. After heterogeneous nucleation of the
liquid phase, the liquid-solid interface propagates into the
bulk of the solid, precluding any significant overheating. It is
this barrierless !or almost barrierrless" nucleation of the liq-
uid phase at the surface that makes observation of an alter-
native mode of melting, homogeneous nucleation in the bulk
of a superheated crystal, difficult.
Short-pulse laser irradiation combined with new optical,

x-ray, and electron diffraction time-resolved probe
techniques15–22 has a promise of providing new insights into
the mechanisms and kinetics of ultrafast phase transforma-
tions. The extremely high heating rates of 1014 K/s and even
more can be achieved by ultrashort-pulse !pico- and femto-
second" laser irradiation, opening unique opportunities for
investigation of the kinetic limits of achievable superheating.
Experimental investigations of the ultrafast phase transfor-
mations in metals and semiconductors15–22 performed by
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This paper studies the effects of gate voltage on heat generation and transport in a 
metal-semiconductor field effect transistor made of gallium arsenide (G~4s) with a gate length of 
0.2 p.m. Based on the interactions between electrons, optical phonons, and acoustic phonons in 
GaAs, a self-consistent model consisting of hydrodynamic equations for electrons and phonons is 
developed. Concurrent study of the electrical and thermal behavior of the device shows that undcz 
a source-to-drain bias at 3 V and zero gate bias, the maximum electron temperature rise in this 
device is higher than 1000 K whereas the lattice temperature rise is of the order of 10 K, thereby 
exhibiting nonequilibrium characteristics. As the gate voltage is decreased from 0 to -2 V the 
maximum electron temperature increases due to generation of higher electric fields whereas the 
maximum lattice temperature reduces due to lower power dissipation. The nonequilibrium 
hot-electron effect can reduce the drain current by 15% and must be included in the analysis. More 
importantly, it is found that the electron temperature rise is nearly independent of the thermal 
package conductance whereas the lattice temperature rise depends strongly on it. In addition, an 
increase of lattice temperature by 100 K can reduce the drain current by 25%. 0 1995 Arncrimrz 
Institute of Physics. 

1. INTRODUCTION 

Metal-semiconductor field effect transistors (MESFETs) 
are used in several electronic applications such its microwave 
devices, logic circuits, and signal processing chips.‘,” The 
trend toward faster devices (typically in the I-500 GHz 
range) demands the use of GaAs or other III-V semiconduc- 
tors as opposed to silicon (Sij. This is because the electron 
velocity is an order of magnitude higher in GaAs than in Si 
due to certain features in the GaAs electronic band 
structure.” In addition, with recent advances in microfabrica- 
tion, devices can be tnade with submicrometer scale features. 
Smaller devices also help to increase device. speed. The 
shortening of length and time scales of electronic devices has 
produced some very interesting physical phenomena from 
the scientific point of view and also posed severe problems 
in terms of concurrent engineering design. 

Figure 1 shows a schematic diagram of a MESFET.’ It 
consists of a n-doped active layer of GaAs deposited on a 
semi-insulating substrate of GaAs. ‘The doping concentration 
of the active layer is typically in the range of 10’7-10’” 
Clll -3. In view of the current interest in submicrometer de- 
vices, a gate length of 0.2 ,um is chosen. The gate contact is 
a Schottky junction with the source-to-drain electron channel 
formed under the gate depletion layer. A MESFET operates 
by changing the gate voltage V,q, under a constant source-to- 
drain voltage T/,, , to control the drain current I,,, either to 
carry out a logic operation or to amplify a signal. The drain 
current depends strongly on the gate voltage Zd(Vg). since a 
more negative V, reduces the channel size and decreases I,i. 
Since the power dissipation in a device is equal to 

IJVg)V,,,Y, it is clear that the gate voltage must influence 
power dissipation. The effect of gate voltage on the electrical 
characteristics of a MESFl5T is well known.’ However, its 
effects on thermal characteristics which eventually alter the 
electrical behavior has not been studied in detail. When the 
gate width L, is in the submicrometer range and when the 
gate voltage is modulated at high frequencies, several inter- 
esting physical phenomena appear. 

The time scale is decided by the operating frequency f, 
which is typically in the IOO- 1000 MHz (I-10 ns time pe- 
riod) for logic devices and I- 100 GHz (0.01 - 1 ns time pe- 
riod) for microwave devices.” Using the thermal diffusivity 
of (r=24.7X 10m6 m2/s for GaAs,’ the characteristic length 
scale \jinlf for heat diffusion is 0.1-0.5 pm for logic devices 
and 0.01.-O. 1 pm for microwave devices. These are typically 
of the order of the device size. ‘This means that modulation of 
V, produces a fluctuation of heat generation rate leading to 
high-frequency thermal cycling. The length scale of the 
problem is decided by the gate width I., , which in the latest 
devices is about 0.3-0.4 pm. There is a constant push to 
decrease Z., to 0.1 ,um, thus yielding higher device density. 
The small gate size produces some unique phenomena. For a 
typical drain voltage of Vris =3 V, the electric field E in the 
device with L,$=O.3 pm is of the order of E= V,JLx= 107 
V/m. Under such high electrical field, the electrons encoun- 
ter a large force, F= - eE. where @ is the electron charge. 
Thus the electrons becotne very energetic and are thrown far 
out of equilibrium from the crystal lattice. The high electron 
energy can be represented by an electron temperature T,, 
which under such high electric fields” can be more than 1000 
K while the crystal lattice can remain at 300 K. Therefore the 
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Kuo and Qiu [10] extended the PTS model to simulate the melting of metal films
exposed to picosecond laser pulses. The present work extends the numerical solution
of the one-dimensional PTS model to include both melting and evaporation effects
on irradiation of metal with much shorter pulses, of femtosecond duration. Heating
above the normal melting and boiling temperatures is allowed by including the
appropriate kinetic relations in the computation. Therefore, the main difference
between this work and prior work is that evaporation process and its effect on energy
transfer and material removal is studied. It is seen that with increasing pulse energy,
there is considerable superheating and the solid–liquid interface temperature ap-
proaches the boiling temperature. However, the surface evaporation process does not
contribute significantly to the material-removal process.

NUMERICAL MODELING

In general, the conduction of heat during a femtosecond pulsed laser heating
process is described by a nonequilibrium hyperbolic two-step model [4]. The equa-
tion for this model are given below:

CeðTeÞ
qTe

qt
¼ $H %Q$ GðTe $ TlÞ þ S ð1Þ

Figure 1. Three stages of energy transfer during femtosecond laser irradiation (adapted from [2]).
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In this work, we examine Fermi relaxation in 20 nm Au films with
pump-probe themoreflectance using a thin film, intraband ther-
moreflectance model. Our results indicate that the Fermi relax-
ation of a perturbed electron system occurs approximately
1.10!0.05 ps after absorption of a 785 nm, 185 fs laser pulse.
This is in agreement with reported values from electron emission
experiments but is higher than the Fermi relaxation time deter-
mined from previous thermoreflectance measurements. This dis-
crepancy arises due to thermoreflectance modeling and elucidates
the importance of the use of a proper thermoreflectance model for
thermophysical property determination in pump-probe
experiments. !DOI: 10.1115/1.4002778"

Keywords: Fermi relaxation, electron-electron scattering, ther-
moreflectance

1 Introduction
The relaxation of a perturbed electron gas into a Fermi distri-

bution directly influences electronic scattering processes that drive
electrical and thermal transport, laser induced chemical reaction
and phase transitions, and optical interactions with solids. Ul-
trashort pulsed laser systems provide a unique measurement capa-
bility to examine the Fermi relaxation dynamics through pump-
probe thermoreflectance as the transient changes in the
thermoreflectance data are related to the Fermi relaxation time
!1–4" and electron-phonon thermalization time !5–11" in a metal.
These times, and corresponding thermal properties such as the
electron-phonon coupling factor !12" G, are determined from the
pump-probe thermoreflectance data by fitting rate-relaxation mod-
els, such as the two-temperature model #TTM$ !13", to the experi-
mental data. However, the key step in this process is relating the
models to the thermoreflectance data. A common and traditional
procedure to relate the models to the data is by assuming that the
thermoreflectance response "R /R is directly related to the elec-
tron and phonon temperature changes through !14"

"R

R
= a"Te + b"TL #1$

where a and b are the coefficients determined by scaling the elec-
tron and lattice temperature changes "Te and "TL, respectively, to
the thermoreflectance data at various pump-probe delay times.
Although this approach is valid for small perturbations in electron
temperature, at high electron temperatures, the thermoreflectance
response of metals can become highly nonlinear !11,15". This

nonlinearity has been shown to lead to errors in measurements of
G if not properly taken into account. However, the Fermi relax-
ation of the electron system after short pulse laser absorption has
not been as rigorously studied using pump-probe thermoreflec-
tance as electron-phonon thermalization. Previous works by Sun
et al. !3,4" used pump-probe thermoreflectance and a similar rela-
tion to Eq. #1$ to show that gold exhibits a Fermi relaxation time
of about 0.500 ps, far greater than the theoretical Fermi relaxation
time in Au #40 fs$ !16". However, electron emission experiments
conducted by Fann et al. !17,18" measured the Fermi relaxation
time of a perturbed electron systems as %1 ps, twice as high as
that determined from pump-probe thermoreflectance.

In this work, we analyze pump-probe thermoreflectance data
from Au films with a modified TTM and an intraband #nonlinear$
thickness dependent thermoreflectance model !15". We determine
the Fermi relaxation time #F in Au from the thermoreflectance
data as %1.1 ps, in good agreement with the measurements from
electron emission by Fann et al. !17,18", and show that not ac-
counting for the highly nonlinear thermoreflectance in Au can
cause a decrease in the prediction of #F and G, lending insight into
the discrepancy in reported Fermi relaxation times for Au in the
literature.

2 Experimental Details
Two 20 nm Au films were evaporated on a single crystalline,

lightly doped Si substrate and a glass microscope cover slide
#Corning 2947$. We measure the transient thermoreflectance re-
sponse of the two Au films with the thermoreflectance setup de-
scribed in detail in Ref. !19". In short, the laser pulses in our
thermoreflectance setup emanate from a Spectra Physics Mai Tai
with a repetition rate of 80 MHz, 90 fs pulse width, and a central
wavelength of 785 nm. The pump pulses are further modulated
with an electro-optic modulator #EOM$ operating at 11 MHz and
the probe pulses are time delayed using a mechanical delay stage.
Due to dispersion introduced by the EOM, the pump pulses are
broadened to 185 fs as measured at the sample location. The co-
axial pump and probe pulses are focused onto the sample surface
to a 1 /e2 spot radius of 17 $m. The reflectance data collected
with a photodiode is locked into the pump modulation frequency
to give the thermoreflectance signal #"R /R$ as a function of
pump-probe delay time. The raw data were adjusted to account for
electronic noise !20" and thermal accumulation from the pump
pulses !21" by monitoring the imaginary component of the ther-
moreflectance response and the pump phase. The temporal ther-
moreflectance responses of the two 20 nm Au thin film samples
#Au/Si and Au/glass$ are monitored after excitation with three
different incident laser fluences, 0.7 J m−2, 2.0 J m−2, and
3.1 J m−2. A representative thermoreflectance data set is shown in
Fig. 1 for the 20 nm Au/glass sample measured with 3.1 J m−2

incident pump fluence. In the graphical representation of the data,
we set the time of maximum thermoreflectance signal equal to t
=0.

3 Data Analysis

3.1 Two-Temperature Model. To quantitatively analyze the
electron thermalization processes observed in the thermoreflec-
tance data, we turn to the TTM. The two-temperature model in the
thin film limit #i.e., film thickness is less than the ballistic pen-
etration depth of the electrons ensuring minimal temperature gra-
dient in the film$ is given by !8"
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1 Introduction
The relaxation of a perturbed electron gas into a Fermi distri-

bution directly influences electronic scattering processes that drive
electrical and thermal transport, laser induced chemical reaction
and phase transitions, and optical interactions with solids. Ul-
trashort pulsed laser systems provide a unique measurement capa-
bility to examine the Fermi relaxation dynamics through pump-
probe thermoreflectance as the transient changes in the
thermoreflectance data are related to the Fermi relaxation time
!1–4" and electron-phonon thermalization time !5–11" in a metal.
These times, and corresponding thermal properties such as the
electron-phonon coupling factor !12" G, are determined from the
pump-probe thermoreflectance data by fitting rate-relaxation mod-
els, such as the two-temperature model #TTM$ !13", to the experi-
mental data. However, the key step in this process is relating the
models to the thermoreflectance data. A common and traditional
procedure to relate the models to the data is by assuming that the
thermoreflectance response "R /R is directly related to the elec-
tron and phonon temperature changes through !14"

"R

R
= a"Te + b"TL #1$

where a and b are the coefficients determined by scaling the elec-
tron and lattice temperature changes "Te and "TL, respectively, to
the thermoreflectance data at various pump-probe delay times.
Although this approach is valid for small perturbations in electron
temperature, at high electron temperatures, the thermoreflectance
response of metals can become highly nonlinear !11,15". This

nonlinearity has been shown to lead to errors in measurements of
G if not properly taken into account. However, the Fermi relax-
ation of the electron system after short pulse laser absorption has
not been as rigorously studied using pump-probe thermoreflec-
tance as electron-phonon thermalization. Previous works by Sun
et al. !3,4" used pump-probe thermoreflectance and a similar rela-
tion to Eq. #1$ to show that gold exhibits a Fermi relaxation time
of about 0.500 ps, far greater than the theoretical Fermi relaxation
time in Au #40 fs$ !16". However, electron emission experiments
conducted by Fann et al. !17,18" measured the Fermi relaxation
time of a perturbed electron systems as %1 ps, twice as high as
that determined from pump-probe thermoreflectance.

In this work, we analyze pump-probe thermoreflectance data
from Au films with a modified TTM and an intraband #nonlinear$
thickness dependent thermoreflectance model !15". We determine
the Fermi relaxation time #F in Au from the thermoreflectance
data as %1.1 ps, in good agreement with the measurements from
electron emission by Fann et al. !17,18", and show that not ac-
counting for the highly nonlinear thermoreflectance in Au can
cause a decrease in the prediction of #F and G, lending insight into
the discrepancy in reported Fermi relaxation times for Au in the
literature.

2 Experimental Details
Two 20 nm Au films were evaporated on a single crystalline,

lightly doped Si substrate and a glass microscope cover slide
#Corning 2947$. We measure the transient thermoreflectance re-
sponse of the two Au films with the thermoreflectance setup de-
scribed in detail in Ref. !19". In short, the laser pulses in our
thermoreflectance setup emanate from a Spectra Physics Mai Tai
with a repetition rate of 80 MHz, 90 fs pulse width, and a central
wavelength of 785 nm. The pump pulses are further modulated
with an electro-optic modulator #EOM$ operating at 11 MHz and
the probe pulses are time delayed using a mechanical delay stage.
Due to dispersion introduced by the EOM, the pump pulses are
broadened to 185 fs as measured at the sample location. The co-
axial pump and probe pulses are focused onto the sample surface
to a 1 /e2 spot radius of 17 $m. The reflectance data collected
with a photodiode is locked into the pump modulation frequency
to give the thermoreflectance signal #"R /R$ as a function of
pump-probe delay time. The raw data were adjusted to account for
electronic noise !20" and thermal accumulation from the pump
pulses !21" by monitoring the imaginary component of the ther-
moreflectance response and the pump phase. The temporal ther-
moreflectance responses of the two 20 nm Au thin film samples
#Au/Si and Au/glass$ are monitored after excitation with three
different incident laser fluences, 0.7 J m−2, 2.0 J m−2, and
3.1 J m−2. A representative thermoreflectance data set is shown in
Fig. 1 for the 20 nm Au/glass sample measured with 3.1 J m−2

incident pump fluence. In the graphical representation of the data,
we set the time of maximum thermoreflectance signal equal to t
=0.

3 Data Analysis

3.1 Two-Temperature Model. To quantitatively analyze the
electron thermalization processes observed in the thermoreflec-
tance data, we turn to the TTM. The two-temperature model in the
thin film limit #i.e., film thickness is less than the ballistic pen-
etration depth of the electrons ensuring minimal temperature gra-
dient in the film$ is given by !8"
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We study the scattering mechanisms driving electron-phonon relaxation in thin gold films via pump-
probe time-domain thermoreflectance. Electron-electron scattering can enhance the effective rate of
electron-phonon relaxation when the electrons are out of equilibrium with the phonons. In order to
correctly and consistently infer electron-phonon coupling factors in films on different substrates, we
must account for the increase in steady-state lattice temperature due to laser heating. Our data
provide evidence that a thermalized electron population will not directly exchange energy with
the substrate during electron-phonon relaxation, whereas this pathway can exist between a
non-equilibrium distribution of electrons and a non-metallic substrate. VC 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4833415]

A thorough understanding of the relaxation mechanisms
of hot electrons in solids is critical to an array of applica-
tions. For example, laser processing of solids with sub-
picosecond laser pulses relies on rapid absorption of the
pulse energy by electrons, traversal of these hot electrons
away from the surface, and subsequent electron-phonon
interactions that lead to melting, ablation, and spallation.1–6

The rate of electronic relaxation during and after pulse
absorption dictates the electron and phonon temperatures. As
a result, electron-phonon coupling is a critical pathway of
energy conversion due to the non-equilibrium induced by
short pulse laser heating.

Despite this, the fundamental scattering mechanisms
driving hot electron relaxation with a surrounding lattice are
still very much up for debate. In Kaganov’s original deriva-
tion,7 the electron-phonon coupling factor, G, was hypothe-
sized to be constant at temperatures much greater than the
Debye temperature, i.e., T ! HD. This hypothesis was later
derived using superconducting theory8 and confirmed experi-
mentally.9 However, these confirming measurements were
conducted in a regime of negligible electron-phonon
non-equilibrium (i.e., Te " Tp # Tp, where Te and Tp are
the electron and phonon temperatures, respectively). When
Te " Tp is large, additional electronic scattering mechanisms
beyond the electron-phonon interaction can affect the rate at
which the electron system loses energy; these mechanisms
include electron scattering at grain boundaries,10 defects,11

material interfaces,12–14 and d-band holes.5,6,15 Generally
speaking, many of these mechanisms are relatively unstudied
due the lack of experimental evidence demonstrating the
interplay between Te and Tp and their subsequent influence
on electron-phonon relaxation.

In response, we perform a series of measurements
designed to investigate the influence of electron temperature,
interfacial structure, and lattice temperature on electron
relaxation dynamics in Au films after short pulse laser heat-
ing. By measuring the effective electron-phonon coupling
factor, Geff , in Au films on rough Si substrates, we find that
interfacial roughness only affects electron-phonon relaxation
at high Te.

13,16 In addition, we measure Geff in Au films on
glass substrates and find that Geff is independent of substrate
so long as changes in Tp that arise from steady-state laser
heating are accounted for. Furthermore, we present a consist-
ent set of analyses to interpret pump-probe reflectivity data,
correlate these data to thermal responses of the electron and
phonon systems, and describe interactions between them
with a two temperature model (TTM).17 Using this proce-
dure, we are able to show that transient reflectivity data in
the low perturbation limit can be used to calculate the
electron-electron and electron-phonon collisional frequen-
cies (!ee and !ep, respectively). We use these results to eval-
uate the current understanding of electron relaxation and the
influence of Te and Tp, thereby providing a more comprehen-
sive picture of electron dynamics in thin films during and
after short pulse laser heating.

Our experiments are carried out using the time-domain
thermoreflectance (TDTR) technique, which is described in
detail elsewhere.18–20 Several aspects of our apparatus
deserve explicit attention in the context of the present work:
(i) the pump path is frequency doubled from 1.55 to 3.1 eV;
(ii) the pump and probe pulses at the sample surface are
approximately 400 and 200 fs, respectively (pump pulses are
stretched due to extra optics along the pump path, e.g., the
electro-optic modulator); (iii) pump and probe 1=e2 radii are
6:160:7lm and 5:2 6 0:6lm, respectively; and (iv) the aver-
age probe power incident on the sample surface is 9 mWa)Electronic mail: phopkins@virginia.edu
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while the pump power is varied between 9 and 116 mW.
Absorption of the pump pulses by the electrons in the Au
films yields electron temperatures that are initially higher
than the phonon temperature. This temperature difference
creates a situation in which electron-phonon relaxation is the
primary mechanism driving electronic cooling. We monitor
the change in reflectivity of the sample with the probe beam
at the frequency with which we modulate the pump beam
(11.39 MHz). The measured signal can be correlated to elec-
tron temperature with an appropriate reflectivity model.

We evaporate 20 nm Au films on Si and glass substrates
and several of the Si substrates are roughened prior to Au
deposition (details of sample preparation and characteriza-
tion are given in Ref. 21). Film thicknesses are confirmed via
picosecond acoustics.22,23 We calculate the absorbed power
in the Au films with thin-film-on-substrate optics calcula-
tions24,25 and confirm these calculations with near normal
(<5!) reflectivity measurements of the pump and probe
beams. Our measurements and calculations agree to within
5%.

Example TDTR data taken on a 20 nm Au film on a Si
substrate using two different incident pump laser powers
(corresponding to the listed calculated absorbed laser fluen-
ces) are plotted in Fig. 1. We use the procedure that we have
outlined previously to determine the rate of electron relaxa-
tion.26 Since our probe beam energy is well below the inter-
band transition threshold of Au (Ref. 1) and our maximum
electron temperatures do not excite d-band electrons,15 we
use a Drude-based thermoreflectivity model in our analy-
sis.27,28 We do not expect a substantial change in conduction
band number density due to interband transitions induced by
the pump pulse.29,30

In order to properly convert the measured change in
reflectivity to the change in temperature, we must have

accurate knowledge of the electron-electron and electron-
phonon collisional frequencies. For metals, these frequencies
are dependent on temperature: !ee ¼ AeeT2

e and !ep ¼ BepTp.
Typically, the scattering coefficients Aee and Bep are esti-
mated from low temperature electrical resistivity data.31 This
is valid for temperatures at which the electron density of
states is relatively constant in energy space; for Au, this cor-
responds to Te # 3; 500 K.15 However, this is assumption is
not valid for metals with highly varying densities of states
around the Fermi energy. To ensure the generality of our
work, we establish a procedure to directly measure the scat-
tering coefficients from TDTR data that can be applied to
any metallic system. This is described below with our proce-
dure for measuring Geff in our samples.

Electron relaxation in our thin films is described by our
modified variation of the TTM to account for a film with
thickness less than the ballistic electron relaxation length
and a delayed electron thermalization time.17,26 Thermal
coupling between the electron and phonon systems in the Au
films is governed by Geff ; Geff is distinct from the intrinsic
rate of electron-phonon coupling in a metal, G, since G
should not be affected by electron-electron or electron-
interface scattering.15 However, the measured response in a
film is a convolution of all of these relaxation mechanisms.

Before fitting the TTM to our TDTR data to determine
Geff , we must relate the measured change in reflectivity to
the change in electron temperature due to the laser pulse. To
do so, we require knowledge of thermoreflectance model
parameters Aee and Bep. We replace Geff in the TTM with32

Geff ¼
p2mev2

s ne

6
Aee Te þ Tpð Þ þ Bepð Þ; (1)

where me is the free electron mass, vs is the Debye speed of
sound, and ne is the free electron number density. With Aee

and Bep as free parameters, we fit the TTM to low-fluence
TDTR data and find Aee ¼ 1:5' 107 K(2 s(1 and Bep

¼ 1:3' 1011 K(1 s(1, which are in excellent agreement with
literature values.2,33 We caution that this approach may not
necessarily be valid when electron scattering mechanisms
with different temperature dependencies are prominent.
As we expect these coefficients to be constant in Au for
Te # 3; 500 K (the onset of d-band transitions and a change
in free electron density in gold), we use these best-fit scatter-
ing coefficients as constants throughout the remainder of our
analysis. This approach should be valid to determine !ee and
!ep for any metal given relatively small perturbations of the
electron temperature (i.e., Te ( Tp # Tp), offering a robust
method to measure electron scattering frequencies.

Using our values of Aee and Bep, we fit the TTM to our
TDTR data by normalizing the peak electron temperature to
the peak in our data and adjusting Geff . We fit the data before
the peak by accounting for a delay in thermalization of the
electron system.26 In agreement with the previous data on
electron thermalization time in Au,26,34–38 we find thermal-
ization time of the excited electrons in our experiments is
between 800 fs to 1.1 ps. This implies that the electron
system is nearly fully thermalized during electron-phonon
relaxation, as discussed by Guo et al.14 We find that for all
fluences and samples, only minor adjustments to Aee and Bep

FIG. 1. TDTR data on 20 nm Au/Si samples at two different fluences (circles
and squares) and corresponding fits using the thermoreflectance model and
TTM described in the text. At low fluences (blue circles and line) and corre-
spondingly low electron temperatures, the best fit model results in Geff that
is in good agreement with the previous measurements (Refs. 9 and 26). At
high fluences (red squares and line) which results in larger temperature dif-
ferences between the electrons and phonons, the best fit model results in an
increase in Geff . Assuming the TTM parameters are constant with tempera-
ture, the model agreement with the data is poor at high fluences (dashed
line).
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processes.24,25 However, there exist several experimental
results that cannot be predicted by theoretical models that
are solely based on phonon mediated transport such as the
well known diffuse mismatch model and the acoustic mis-
match model.24,26,27 These works allude to the fact that the
discrepancies in the theoretical models and the experimental
results arise due to the exclusion of physics that account for
metal electron to non-metal phonon interactions within the
models. This led to more robust theoretical models from
Huberman and Overhauser28 and Sergeev29,30 that proposed
a different channel of energy transport across metal/dielec-
tric interfaces.

Lyeo and Cahill31 have shown that electron-interface
scattering for Pb and Bi films on a diamond substrate does
not enhance the thermal boundary conductance. Their results
showed that the TBC is mainly driven by phonon scattering
processes, as Pb and Bi, which have similar Debye tempera-
tures yet different electron densities around their respective
Fermi surfaces, have comparable TBCs across the metal/
substrate interface. Their findings have been supported by
various phonon-phonon scattering theories.32–34 In addition,
recently, Singh et al.35 have shown that at non-cryogenic
temperatures, metal-electrons exhibit an adiabatic boundary
condition when scattering at metal/insulator interfaces.
Indeed, the thermal boundary conductance across metal/
substrate interfaces is primarily driven by phonons in the re-
gime of moderate non-equilibrium conditions between elec-
trons and phonons. This is in line with the hypothesis by
Majumdar and Reddy36 in which the electrons must first cou-
ple with the surrounding phonons in the metal film before
phonons can carry heat across the interface.

Understanding the interfacial scattering mechanisms
under conditions of strong non-equilibrium between elec-
trons and phonons, however, has received far less attention.

For example, we have previously shown that in thin gold
films on rough Si substrates, the influence of interfacial
roughness on e-p relaxation is only quantifiable at high effec-
tive electron temperatures.17 Along these lines, we have
shown both experimentally37,38 and theoretically39 that dur-
ing conditions of both e-e and e-p nonequilibrium, the elec-
tron cooling dynamics after short pulsed excitation can in
fact be influenced by the metal/substrate interface. Clearly,
based on our previous works, under conditions of strong
e-p nonequilibrium, electron energy exchange at or across a
metal/non-metal interface can affect e-p equilibration and
TBC. However, the phase space of this energy transport
pathway, which exists only under strong nonequilibrium
conditions, is relatively unchartered compared to its phonon-
phonon counterpart.40 Additionally, systematic studies to
determine how interfacial properties of different, well char-
acterized metal/substrate combinations can affect energy
flow from a nonequilibrium electron gas are necessary to for-
tify our understanding of e-p dynamics in warm-dense elec-
tron systems.

In light of the discussions in the previous paragraphs,
we measure the effective e-p coupling factor, Geff, in Au
films on various non-metal substrates with and without a
very thin (!3 nm) Ti adhesion layer across a wide range of
electron temperatures(Te! 400–2000 K). The thin Ti adhe-
sion layer is deposited to not only enhance the bonding
between the metal film and the dielectric substrate but also
to provide a strong channel for electron-phonon energy
exchange near the interface relative to the weak electron-
phonon coupling characteristic of Au. The inclusion of the
Ti adhesion layer is shown to significantly increase the meas-
ured Geff of the Au/Ti films compared to a system without
the adhesion layer. By repeating our measurements for three
different non-metallic substrates with different thermal con-
ductivities and phonon properties, we relate the electron-
interface scattering to thermal boundary conductance and
phonon properties of the substrate. We also show an increase
in the Geff values due to an increase in temperature, which is
in contrast to the conventional e-p energy exchange theory
based on free electrons6 where the e-p coupling factor is in-
dependent of temperatures greater than the Debye tempera-
ture of the metal. We attribute this temperature dependence
and increase in Geff to the increase in the number of elec-
tronic states around the Fermi level that couple their energy
to the lattice vibrations. Finally, we measure the TBC across
metal/substrate interfaces with and without the Ti adhesion
layer and show that at time scales when the electrons have
fully thermalized with the phonons, the electron-interface
conductance does not influence heat transport.

II. EXPERIMENTAL DETAILS

A. Sample preparation and characterization

Nominally 20 nm of gold films with and without a tita-
nium adhesion layer were evaporated onto crystalline silicon,
crystalline sapphire, and fused silica using electron-beam
evaporation. Thickness of the heterostructures was measured
via the X-ray reflectivity (XRR) technique, which was per-
formed using a Scintag PAD X diffractometer equipped with

FIG. 1. Thermoreflectance signal for a 20 nm Au/Si sample plotted as a
function of delay time between the pump and probe pulses. The data show
three distinct time regimes; the initial 10 ps during and after laser pulse
absorption that is characterized by electronic thermalization in the Au film,
followed by the picosecond acoustics regime that is marked by the periodic
oscillatory signal caused by longitudinal displacement of, or a strain wave
propagation in the film and the final time scale where the signal decays due
to heat transport across the film substrate interface and thermal effusion into
the substrate. In this plot, 2 ps is arbitrarily chosen as the maximum signal.
We note that for this particular data set, the cross correlation of the pump
and probe pulses is !700 fs.
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substrates, which could in effect change the amount of me-
tallic Ti at the interface. This would lead to a different volu-
metric coupling between electrons and the Ti lattice for the
different dielectric substrates studied in this work. At pres-
ent, we cannot conclusively rule out this possibility.
However, our experimental evidence in Fig. 3 clearly dem-
onstrates the increase in e-p coupling in Au/Ti films com-
pared to Au films, which we attribute to an increased
coupling in the interfacial Ti region and/or across the metal/
non-metal interface during e-p equilibration.

B. Thermal diffusion processes after electron-phonon
equilibration

To further understand the heat distribution and diffusion
processes in these nanosystems, we plot the TDTR data for
samples with the Ti adhesion layer (on various substrates)
for a pump-probe delay time of up to 1 ns in Fig. 6. A quali-
tative analysis of the magnitude of the TDTR signal over the
entire time scale from pump absorption to 1000 ps provides
direct insight into the various thermal processes occurring
within these temporal regimes in the metal films since the
change in the reflectivity measured in our experiments is
related to the sample surface temperature. For example, the
first few picoseconds after laser absorption is marked by a
fast transient decay of the TDTR signal, which we relate to
electronic thermalization as described previously. The fast
e-p coupling in the Ti layer leads to the increase in the ther-
mal energy of the Ti lattice at a time scale of a few picosec-
onds after laser pulse absorption (Fig. 2). After the electronic
system has equilibrated with the lattice vibrations, at time

scales from 10 to 50 ps, the heat has not yet diffused across
the metal bi-layer/substrate interface via phonon-phonon
mediated transport since energy diffusion due to this process
occurs with at least an order of magnitude larger time con-
stant (sinterface¼ dC/hK, Ref. 26). Due to the relatively larger
time constant for the heat to flow across the metal bi-layer/
substrate interface through lattice vibrations, the thermal
energy from the Ti lattice is transferred to the relatively
colder Au lattice. Consequently, the increase in the tempera-
ture of the Au layer leads to an increase in the thermoreflec-
tance signal at these time scales as shown in Fig. 6 for 40 nm
Au/Ti systems, similar to the processes discussed in Ref. 55.
In comparison to Fig. 1, where the TDTR data at time scales
of 10–100 ps are representative of longitudinal displacement
of the weakly adhered Au film on the silicon substrate driven
by strain induced from the sudden heating event created by
the laser pulses,61 the rise in the thermoreflectivity signal for
the samples with the Ti layer suggests that thermal transport
in these systems are very different compared to homogene-
ous thin films. More specifically, thermal diffusion in these
Au/Ti samples originates in the interfacial layer between the
Au and the substrate due to thermalization of the ballistic
electrons that scatter in the Ti layer and at the Ti/non-metal
interface. It should be noted that the thermoreflectance signal
for the 20 nm Au/Pt sample (as shown in Fig. 4(a)) does not
show this increase in the TDTR signal after e-p equilibration
even though Pt has a higher e-p coupling factor than Au.
This is due to the fact that the effective resistances in each
layer due to e-p scattering in the thin film limit, given as
1/Gd, are comparable, and as a result, the 20 nm Au/Pt sys-
tem is heated homogeneously. However, for the 40 nm Au/Pt
sample, the e-p resistance provided by the Au layer is lower
than that in the Pt layer, therefore, there is a slight increase
in the thermoreflectance signal from 10–100 ps as shown in
Fig. 4(b).

These results can help us understand how the increase in
e-p coupling due to the Ti adhesion layer affects the total con-
ductance (hK) across the various Au/Ti/substrate interfaces at
longer time scales when the electronic and vibrational states
in the metal are in near thermal equilibrium (pump-probe time
delays from hundreds of picoseconds to several nanoseconds).
We measure the Kapitza conductances for the samples depos-
ited on Si and Al2O3 substrates described in Table I by ana-
lyzing the TDTR data over a time scale of 100 to 1000 ps. For
the Au/Al2O3 and Au/Ti/Al2O3 samples described in Table I,
we measure hK values of 35 6 4 MW m"2 K"1 and 215
6 15 MW m"2 K"1, respectively, and for the Au/Si and Au/
Ti/Si samples, we measure hK values of 88 6 8 MW m"2 K"1

and 178 6 15 MW m"2 K"1, respectively. Although hK meas-
ured on this nanosecond time scale demonstrates a large
increase with the inclusion of the Ti layer, similar to Geff

measured on the picosecond time scale, we do not believe that
these two conductance channels are related. For example, if
electron-interface scattering from the nonequilibrium regime
was influencing our measured hK, we would expect hK to vary
with Geff, which has both thickness and fluence dependence
based on the energy of the hot, ballistically traveling electrons
that scatter in the interfacial region. Along these lines, the
measured Kapitza conductances for the 40 nm Au/Ti/Sapphire

FIG. 6. TDTR data for the initial 1000 ps after laser pulse absorption for (a)
40 nm Au/Ti/Al2O3 and (b) 40 nm Au/Ti/Si and (c) 40 nm Au/Ti/SiO2 The
TDTR signal decays rapidly for the first few picoseconds and is related to
the electron-phonon coupling process in the thin films. For the 10 to 100 ps
time range, samples with the Ti layer show a slow rise in the signal which is
attributed to the heating of the Au layer due to heat flow from the Ti layer
underneath. This is in contrast to the decreasing TDTR signal (and oscillat-
ing picosecond acoustic signal) shown in Fig. 1 for Au deposited directly on
Si without a Ti adhesion layer.
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substrates, which could in effect change the amount of me-
tallic Ti at the interface. This would lead to a different volu-
metric coupling between electrons and the Ti lattice for the
different dielectric substrates studied in this work. At pres-
ent, we cannot conclusively rule out this possibility.
However, our experimental evidence in Fig. 3 clearly dem-
onstrates the increase in e-p coupling in Au/Ti films com-
pared to Au films, which we attribute to an increased
coupling in the interfacial Ti region and/or across the metal/
non-metal interface during e-p equilibration.

B. Thermal diffusion processes after electron-phonon
equilibration

To further understand the heat distribution and diffusion
processes in these nanosystems, we plot the TDTR data for
samples with the Ti adhesion layer (on various substrates)
for a pump-probe delay time of up to 1 ns in Fig. 6. A quali-
tative analysis of the magnitude of the TDTR signal over the
entire time scale from pump absorption to 1000 ps provides
direct insight into the various thermal processes occurring
within these temporal regimes in the metal films since the
change in the reflectivity measured in our experiments is
related to the sample surface temperature. For example, the
first few picoseconds after laser absorption is marked by a
fast transient decay of the TDTR signal, which we relate to
electronic thermalization as described previously. The fast
e-p coupling in the Ti layer leads to the increase in the ther-
mal energy of the Ti lattice at a time scale of a few picosec-
onds after laser pulse absorption (Fig. 2). After the electronic
system has equilibrated with the lattice vibrations, at time

scales from 10 to 50 ps, the heat has not yet diffused across
the metal bi-layer/substrate interface via phonon-phonon
mediated transport since energy diffusion due to this process
occurs with at least an order of magnitude larger time con-
stant (sinterface¼ dC/hK, Ref. 26). Due to the relatively larger
time constant for the heat to flow across the metal bi-layer/
substrate interface through lattice vibrations, the thermal
energy from the Ti lattice is transferred to the relatively
colder Au lattice. Consequently, the increase in the tempera-
ture of the Au layer leads to an increase in the thermoreflec-
tance signal at these time scales as shown in Fig. 6 for 40 nm
Au/Ti systems, similar to the processes discussed in Ref. 55.
In comparison to Fig. 1, where the TDTR data at time scales
of 10–100 ps are representative of longitudinal displacement
of the weakly adhered Au film on the silicon substrate driven
by strain induced from the sudden heating event created by
the laser pulses,61 the rise in the thermoreflectivity signal for
the samples with the Ti layer suggests that thermal transport
in these systems are very different compared to homogene-
ous thin films. More specifically, thermal diffusion in these
Au/Ti samples originates in the interfacial layer between the
Au and the substrate due to thermalization of the ballistic
electrons that scatter in the Ti layer and at the Ti/non-metal
interface. It should be noted that the thermoreflectance signal
for the 20 nm Au/Pt sample (as shown in Fig. 4(a)) does not
show this increase in the TDTR signal after e-p equilibration
even though Pt has a higher e-p coupling factor than Au.
This is due to the fact that the effective resistances in each
layer due to e-p scattering in the thin film limit, given as
1/Gd, are comparable, and as a result, the 20 nm Au/Pt sys-
tem is heated homogeneously. However, for the 40 nm Au/Pt
sample, the e-p resistance provided by the Au layer is lower
than that in the Pt layer, therefore, there is a slight increase
in the thermoreflectance signal from 10–100 ps as shown in
Fig. 4(b).

These results can help us understand how the increase in
e-p coupling due to the Ti adhesion layer affects the total con-
ductance (hK) across the various Au/Ti/substrate interfaces at
longer time scales when the electronic and vibrational states
in the metal are in near thermal equilibrium (pump-probe time
delays from hundreds of picoseconds to several nanoseconds).
We measure the Kapitza conductances for the samples depos-
ited on Si and Al2O3 substrates described in Table I by ana-
lyzing the TDTR data over a time scale of 100 to 1000 ps. For
the Au/Al2O3 and Au/Ti/Al2O3 samples described in Table I,
we measure hK values of 35 6 4 MW m"2 K"1 and 215
6 15 MW m"2 K"1, respectively, and for the Au/Si and Au/
Ti/Si samples, we measure hK values of 88 6 8 MW m"2 K"1

and 178 6 15 MW m"2 K"1, respectively. Although hK meas-
ured on this nanosecond time scale demonstrates a large
increase with the inclusion of the Ti layer, similar to Geff

measured on the picosecond time scale, we do not believe that
these two conductance channels are related. For example, if
electron-interface scattering from the nonequilibrium regime
was influencing our measured hK, we would expect hK to vary
with Geff, which has both thickness and fluence dependence
based on the energy of the hot, ballistically traveling electrons
that scatter in the interfacial region. Along these lines, the
measured Kapitza conductances for the 40 nm Au/Ti/Sapphire

FIG. 6. TDTR data for the initial 1000 ps after laser pulse absorption for (a)
40 nm Au/Ti/Al2O3 and (b) 40 nm Au/Ti/Si and (c) 40 nm Au/Ti/SiO2 The
TDTR signal decays rapidly for the first few picoseconds and is related to
the electron-phonon coupling process in the thin films. For the 10 to 100 ps
time range, samples with the Ti layer show a slow rise in the signal which is
attributed to the heating of the Au layer due to heat flow from the Ti layer
underneath. This is in contrast to the decreasing TDTR signal (and oscillat-
ing picosecond acoustic signal) shown in Fig. 1 for Au deposited directly on
Si without a Ti adhesion layer.
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mium layer. After about 4 ps, the heat pulse reaches 
this interface. Since chromium has a lower thermal 
conductivity than gold, it slows down the propagation 
rate of the heat pulse. 

In the PTS model, laser energy is absorbed by free 
electrons, which then undertake two simultaneous 
energy transfer processes : (1) electron-lattice ther- 
malization that transfers part of the absorbed radi- 
ation energy from electrons to the local lattice ; and (2) 
energy diffusion through random motion of electrons 
that carries the rest of absorbed energy away from 
the radiation absorption region. These two competing 
processes have the opposite effects on the lattice-tem- 
perature response. A stronger thermalization process 
results in a more localized lattice-temperature dis- 
tribution and a higher lattice-temperature rise. On 
the other hand, a stronger energy diffusion process 
spreads the absorbed energy to a larger region that 
leads to a lower lattice-temperature rise. Due to the 
small heat capacity of electrons, their thermal diffu- 
sivity is very high, a, = K/C, = 1.5 x lo-* m* SK’ in 
gold. It takes only about 100 fs for the heat pulse to 
propagate across the 500 A thick gold layer and reach 
the underlying chromium layer. Since chromium has 
a larger electron-lattice coupling factor than gold, the 
thermalization process in chromium is more rapid 
than in gold. As a result, most of the absorbed radi- 
ation energy is converted to the chromium lattice 
energy, although it is absorbed in the top gold layer. 
The lattice-temperature rise of chromium is about one 
order of magnitude higher than the temperature rise 
of the gold lattice. 

Figure 7 shows transient temperature profiles in a 
goldchromium-gold triple-layer film during 0.1 ps 
laser pulse heating. For the POS model, the structure 
change has negligible effects on the heating process. 
Introducing the sandwiched chromium layer neither 
increases or decreases the peak surface temperature 
rise. The sandwich structure has, however, very strong 
effects in the PTS model. The chromium layer blocks 
the thermal transport carried by electrons due to its 
low thermal diffusivity. It also converts most of the 
absorbed radiation energy to the lattice energy inside 
the chromium layer, resulting in a sandwiched dis- 
tribution of the lattice temperature. 

Figure 8 presents the lattice-temperature response 
of the gold surface during 0.1 ps laser pulse heating 
of multi-layer metals. Results from the POS model 
and the PTS model are very different. The POS model 
predicts both a much higher temperature rise than the 
PTS model and the independence of the temperature 
response from the film structure. On the other hand, 
the temperature response depends on the film struc- 
ture strongly in the PTS model. The chromium layer 
can reduce the lattice-temperature rise significantly. 
These results indicate that during short-pulse laser 
heating the microscopic energy deposition and trans- 
port processes must be considered. Furthermore, the 
thermal conductivity is no longer the unique thermal 
parameter determining energy transfer during short- 
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FIG. 7. Temperature profiles in a 340 %, gold/330 8, chro- 
mium/330 8, gold three-layer film during 0.1 ps laser pulse 

heating (J = 500 J m-‘). 

pulse laser heating ; the electron-lattice coupling 
factor, which characterizes the energy transfer 
between electrons and the lattice, becomes an impor- 
tant thermal parameter as well. 

The fact that energy deposition to the lattice does 
not occur where radiation energy is absorbed suggests 
new potential concepts for the prevention of thermal 
damage of mirrors in high-power laser applications. 
For example, the top coating layer of metal mirrors 
benefits from a material with both high thermal con- 
ductivity and low electron-lattice coupling to reduce 
the amount of lattice heating. Lattice defects in the 
top layer generated during coating processes should 
be minimized since these defects enhance the energy 
transfer between electrons and the lattice [ 181. It might 
also be possible to introduce a layer of material 
beneath the top metal coating as an electron heat sink 
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mium layer. After about 4 ps, the heat pulse reaches 
this interface. Since chromium has a lower thermal 
conductivity than gold, it slows down the propagation 
rate of the heat pulse. 

In the PTS model, laser energy is absorbed by free 
electrons, which then undertake two simultaneous 
energy transfer processes : (1) electron-lattice ther- 
malization that transfers part of the absorbed radi- 
ation energy from electrons to the local lattice ; and (2) 
energy diffusion through random motion of electrons 
that carries the rest of absorbed energy away from 
the radiation absorption region. These two competing 
processes have the opposite effects on the lattice-tem- 
perature response. A stronger thermalization process 
results in a more localized lattice-temperature dis- 
tribution and a higher lattice-temperature rise. On 
the other hand, a stronger energy diffusion process 
spreads the absorbed energy to a larger region that 
leads to a lower lattice-temperature rise. Due to the 
small heat capacity of electrons, their thermal diffu- 
sivity is very high, a, = K/C, = 1.5 x lo-* m* SK’ in 
gold. It takes only about 100 fs for the heat pulse to 
propagate across the 500 A thick gold layer and reach 
the underlying chromium layer. Since chromium has 
a larger electron-lattice coupling factor than gold, the 
thermalization process in chromium is more rapid 
than in gold. As a result, most of the absorbed radi- 
ation energy is converted to the chromium lattice 
energy, although it is absorbed in the top gold layer. 
The lattice-temperature rise of chromium is about one 
order of magnitude higher than the temperature rise 
of the gold lattice. 

Figure 7 shows transient temperature profiles in a 
goldchromium-gold triple-layer film during 0.1 ps 
laser pulse heating. For the POS model, the structure 
change has negligible effects on the heating process. 
Introducing the sandwiched chromium layer neither 
increases or decreases the peak surface temperature 
rise. The sandwich structure has, however, very strong 
effects in the PTS model. The chromium layer blocks 
the thermal transport carried by electrons due to its 
low thermal diffusivity. It also converts most of the 
absorbed radiation energy to the lattice energy inside 
the chromium layer, resulting in a sandwiched dis- 
tribution of the lattice temperature. 

Figure 8 presents the lattice-temperature response 
of the gold surface during 0.1 ps laser pulse heating 
of multi-layer metals. Results from the POS model 
and the PTS model are very different. The POS model 
predicts both a much higher temperature rise than the 
PTS model and the independence of the temperature 
response from the film structure. On the other hand, 
the temperature response depends on the film struc- 
ture strongly in the PTS model. The chromium layer 
can reduce the lattice-temperature rise significantly. 
These results indicate that during short-pulse laser 
heating the microscopic energy deposition and trans- 
port processes must be considered. Furthermore, the 
thermal conductivity is no longer the unique thermal 
parameter determining energy transfer during short- 
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pulse laser heating ; the electron-lattice coupling 
factor, which characterizes the energy transfer 
between electrons and the lattice, becomes an impor- 
tant thermal parameter as well. 

The fact that energy deposition to the lattice does 
not occur where radiation energy is absorbed suggests 
new potential concepts for the prevention of thermal 
damage of mirrors in high-power laser applications. 
For example, the top coating layer of metal mirrors 
benefits from a material with both high thermal con- 
ductivity and low electron-lattice coupling to reduce 
the amount of lattice heating. Lattice defects in the 
top layer generated during coating processes should 
be minimized since these defects enhance the energy 
transfer between electrons and the lattice [ 181. It might 
also be possible to introduce a layer of material 
beneath the top metal coating as an electron heat sink 
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the contribution from any extrinsic effects as a result of the roughness
at the Au/TiOx interfacial region. We determine the electron–
phonon coupling factor of Au to be 2.860.7! 1016 W m"3 K"1, in
reasonable agreement with previously reported values.41–44 The pre-
dicted value for the electron–phonon coupling factor in Ti is
#150! 1016 Wm"3 K"1 at room temperature.26 This large value, cou-
pled with the small thickness, d, of the adhesion layer results in a large
electron–phonon conductance in the Ti layer, gd. As a result, we set a
lower limit on the electron–phonon coupling factor of Ti as values
above 100! 1016 W m"3 K"1 offer comparable fits to our data. We
find g of the oxygenated adhesion layers with stoichiometries TiO1.90

and TiO2.06 to be similar to that of the 1nm pure Ti layer,>100! 1016

W m"3 K"1. This high g in a highly defected TiOx layer is likely due to
the fact that residual, unreacted Ti is present in these films, allowing for
a low resistance pathway from the Au to TiOx adhesion layer. Indeed,
we observe that#4% of the Ti in TiO1.90 layer consists of unreacted Ti

0.
We note that while the presence of Ti0 cannot be confirmed via XPS in
the specimen with a stoichiometry of TiO2.06, g for this layer is still com-
parable to that of pure Ti. This suggests that fractions of Ti less than the
detectable limits of XPS (#0.5%–1%) are still able to significantly
impact the transport processes in these systems. Once the oxygen con-
centration of the adhesion layer is greatly increased, reaching a stoichi-
ometry of TiO2.62, no residual Ti0 can be confirmed, and this low
resistance pathway is not present. We find that g for the TiO2.62 layer is

#25! 1016 W m"3 K"1, suggesting that coupling still occurs in the
TiO2.62 layer at a rate that exceeds that of the Au film.

Figure 3(b) shows the results for the electronic thermal conduc-
tance coefficient, C. As with g in the 1 nm Ti adhesion layer, the
incredibly high electron–electron conductance at the Au/Ti interface
makes g and C difficult to quantify. Indeed, the electronic diffuse-
mismatch model predicts C to be 25MW m"2 K"2 or an equivalent
conductance of nearly 7.5GWm"2 K"1 at room temperature. We can
thus only place a lower bound on C as equivalent fits in our model are
found for when C>2MWm"2 K"2. EDMM calculations of C, shown
as open symbols in Fig. 3(b), using the electron density of states (DOS)
from Fig. 4, exemplify the importance of stoichiometry in these mod-
els. In particular, due to the presence of Ti0 in our TiOx films, our
measured C exceeds the theoretical value for Au/TiO2 by an order of
magnitude. Additionally, the measured lower bound for C in TiO2.62,
which has a stoichiometry that is close to Ti3O8, is in reasonable agree-
ment with the EDMM predicted value for Au/Ti3O8.

To better understand the reasons for our measured g and C, we
focus on examining stoichiometric effects in Au/TixOy on
electron–phonon relaxation times using real-time time-dependent
density functional theory (TDDFT),40 the simulation details of which

FIG. 2. Ultrafast data and TTM best fits (>3 ps) for (a) Au and Au/1 nm Ti and (b)
Au/4 nm TiOx systems. FIG. 3. Experimentally determined (a) electron–phonon coupling (g) of TiOx wetting

layers and (b) coefficient of electron–electron thermal conductance (C) at Au/TiOx
interfaces. Filled symbols are experimentally determined, while open symbols are
predicted by the electronic diffuse mismatch model (EDMM) for stoichiometric Ti,
TiO2, and Ti3O8.
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reasonable agreement with previously reported values.41–44 The pre-
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#150! 1016 Wm"3 K"1 at room temperature.26 This large value, cou-
pled with the small thickness, d, of the adhesion layer results in a large
electron–phonon conductance in the Ti layer, gd. As a result, we set a
lower limit on the electron–phonon coupling factor of Ti as values
above 100! 1016 W m"3 K"1 offer comparable fits to our data. We
find g of the oxygenated adhesion layers with stoichiometries TiO1.90

and TiO2.06 to be similar to that of the 1nm pure Ti layer,>100! 1016

W m"3 K"1. This high g in a highly defected TiOx layer is likely due to
the fact that residual, unreacted Ti is present in these films, allowing for
a low resistance pathway from the Au to TiOx adhesion layer. Indeed,
we observe that#4% of the Ti in TiO1.90 layer consists of unreacted Ti

0.
We note that while the presence of Ti0 cannot be confirmed via XPS in
the specimen with a stoichiometry of TiO2.06, g for this layer is still com-
parable to that of pure Ti. This suggests that fractions of Ti less than the
detectable limits of XPS (#0.5%–1%) are still able to significantly
impact the transport processes in these systems. Once the oxygen con-
centration of the adhesion layer is greatly increased, reaching a stoichi-
ometry of TiO2.62, no residual Ti0 can be confirmed, and this low
resistance pathway is not present. We find that g for the TiO2.62 layer is

#25! 1016 W m"3 K"1, suggesting that coupling still occurs in the
TiO2.62 layer at a rate that exceeds that of the Au film.

Figure 3(b) shows the results for the electronic thermal conduc-
tance coefficient, C. As with g in the 1 nm Ti adhesion layer, the
incredibly high electron–electron conductance at the Au/Ti interface
makes g and C difficult to quantify. Indeed, the electronic diffuse-
mismatch model predicts C to be 25MW m"2 K"2 or an equivalent
conductance of nearly 7.5GWm"2 K"1 at room temperature. We can
thus only place a lower bound on C as equivalent fits in our model are
found for when C>2MWm"2 K"2. EDMM calculations of C, shown
as open symbols in Fig. 3(b), using the electron density of states (DOS)
from Fig. 4, exemplify the importance of stoichiometry in these mod-
els. In particular, due to the presence of Ti0 in our TiOx films, our
measured C exceeds the theoretical value for Au/TiO2 by an order of
magnitude. Additionally, the measured lower bound for C in TiO2.62,
which has a stoichiometry that is close to Ti3O8, is in reasonable agree-
ment with the EDMM predicted value for Au/Ti3O8.

To better understand the reasons for our measured g and C, we
focus on examining stoichiometric effects in Au/TixOy on
electron–phonon relaxation times using real-time time-dependent
density functional theory (TDDFT),40 the simulation details of which
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layers and (b) coefficient of electron–electron thermal conductance (C) at Au/TiOx
interfaces. Filled symbols are experimentally determined, while open symbols are
predicted by the electronic diffuse mismatch model (EDMM) for stoichiometric Ti,
TiO2, and Ti3O8.
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the contribution from any extrinsic effects as a result of the roughness
at the Au/TiOx interfacial region. We determine the electron–
phonon coupling factor of Au to be 2.860.7! 1016 W m"3 K"1, in
reasonable agreement with previously reported values.41–44 The pre-
dicted value for the electron–phonon coupling factor in Ti is
#150! 1016 Wm"3 K"1 at room temperature.26 This large value, cou-
pled with the small thickness, d, of the adhesion layer results in a large
electron–phonon conductance in the Ti layer, gd. As a result, we set a
lower limit on the electron–phonon coupling factor of Ti as values
above 100! 1016 W m"3 K"1 offer comparable fits to our data. We
find g of the oxygenated adhesion layers with stoichiometries TiO1.90

and TiO2.06 to be similar to that of the 1nm pure Ti layer,>100! 1016

W m"3 K"1. This high g in a highly defected TiOx layer is likely due to
the fact that residual, unreacted Ti is present in these films, allowing for
a low resistance pathway from the Au to TiOx adhesion layer. Indeed,
we observe that#4% of the Ti in TiO1.90 layer consists of unreacted Ti

0.
We note that while the presence of Ti0 cannot be confirmed via XPS in
the specimen with a stoichiometry of TiO2.06, g for this layer is still com-
parable to that of pure Ti. This suggests that fractions of Ti less than the
detectable limits of XPS (#0.5%–1%) are still able to significantly
impact the transport processes in these systems. Once the oxygen con-
centration of the adhesion layer is greatly increased, reaching a stoichi-
ometry of TiO2.62, no residual Ti0 can be confirmed, and this low
resistance pathway is not present. We find that g for the TiO2.62 layer is

#25! 1016 W m"3 K"1, suggesting that coupling still occurs in the
TiO2.62 layer at a rate that exceeds that of the Au film.

Figure 3(b) shows the results for the electronic thermal conduc-
tance coefficient, C. As with g in the 1 nm Ti adhesion layer, the
incredibly high electron–electron conductance at the Au/Ti interface
makes g and C difficult to quantify. Indeed, the electronic diffuse-
mismatch model predicts C to be 25MW m"2 K"2 or an equivalent
conductance of nearly 7.5GWm"2 K"1 at room temperature. We can
thus only place a lower bound on C as equivalent fits in our model are
found for when C>2MWm"2 K"2. EDMM calculations of C, shown
as open symbols in Fig. 3(b), using the electron density of states (DOS)
from Fig. 4, exemplify the importance of stoichiometry in these mod-
els. In particular, due to the presence of Ti0 in our TiOx films, our
measured C exceeds the theoretical value for Au/TiO2 by an order of
magnitude. Additionally, the measured lower bound for C in TiO2.62,
which has a stoichiometry that is close to Ti3O8, is in reasonable agree-
ment with the EDMM predicted value for Au/Ti3O8.

To better understand the reasons for our measured g and C, we
focus on examining stoichiometric effects in Au/TixOy on
electron–phonon relaxation times using real-time time-dependent
density functional theory (TDDFT),40 the simulation details of which

FIG. 2. Ultrafast data and TTM best fits (>3 ps) for (a) Au and Au/1 nm Ti and (b)
Au/4 nm TiOx systems. FIG. 3. Experimentally determined (a) electron–phonon coupling (g) of TiOx wetting

layers and (b) coefficient of electron–electron thermal conductance (C) at Au/TiOx
interfaces. Filled symbols are experimentally determined, while open symbols are
predicted by the electronic diffuse mismatch model (EDMM) for stoichiometric Ti,
TiO2, and Ti3O8.
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transport mechanisms, schematically illustrated in Fig. 1(a). This is
accomplished by implementing ultrafast pump–probe spectroscopy to
examine the nonequilibrium carrier dynamics of Au/TiOx/Al2O3 sys-
tems and quantifying the electron–phonon coupling factor, g, of thin
TiOx layers whose stoichiometry and thickness range from x¼ 0–2.62
to d¼ 0–4 nm, respectively. Additionally, we determine the efficiency
of electron thermal transport across the Au/TiOx interfacial region,
quantified by the electron–electron thermal boundary conduc-
tance.19–21 We find that both of these transport mechanisms are
heavily influenced by the stoichiometry of the TiOx layer, where resid-
ual metallic Ti0 allows for more efficient electron–phonon coupling in
the adhesion layer and electron energy transport at the Au/TiOx inter-
face as a result of the better band alignment between the Au and TiOx,
as quantified by real-time time-dependent density functional theory.

Energy transport from a photonically excited electronic system of
a metal contact to the phononic system of a dielectric substrate
through an adhesion layer consists of numerous energy transport
mechanisms within and between layers at ultrafast (<1000 ps) time-
scales. First, energy is deposited into the electronic system of the top
metal contact via photon absorption. Electrons in this layer will tra-
verse through the layer and scatter with a phonon at an average length
scale of the mean free path. At the Au/TiOx interface, the efficiency of
electron interfacial energy transport can be described by the electron
diffuse mismatch model (EDMM).19 In short, the electron–electron
interfacial conductance, Gee, is proportional to the average electron
temperature on either side of the interface, Te;avg , via the ratio of the
electronic densities of states and Fermi velocities, C. As electrons tra-
verse the Au/TiOx interface, they couple to the lattice in the TiOx layer,
increasing its temperature. This creates a temperature disparity
between the top Au contact and underlying dielectric substrate in the
electronic and lattice systems. Ultimately, this results in an indirect
heating of the Au lattice temperature as a result of the mismatch in
electron–phonon coupling with the TiOx layer which can be probed
using ultrafast pump/probe spectroscopy.

To explore the effects of oxygen stoichiometry and thickness on
electron–phonon coupling in TiOx, as well as electron energy transfer

at the Au/TiOx interface, we monitor the sub-picosecond to nanosec-
ond excitation and relaxation processes of Au/TiOx samples with
time-domain thermoreflectance. The specific samples and characteri-
zation of these samples are detailed in our prior work.22 Briefly, 4 nm
layers of TiOx were deposited in a high vacuum (HV) environment
("1# 10$6 Torr) at 0.1, 0.5, and 1.0 Å/s on a set of Al2O3 substrates.
Due to the HV conditions during evaporation, the deposition resulted
in TiOx with varying x based on the Ti deposition rate when assuming
a consistent codeposition of oxidizing species across all specimens dur-
ing the deposition procedure.22 This TiOx adhesion layer was capped
with "3nm Au, and one of the substrates was removed from the
chamber for characterization via x-ray photoelectron spectroscopy
(XPS). The other was pumped down once again and capped with an
additional "50nm Au to facilitate thermal measurements via time-
domain thermoreflectance.23,24 For comparative purposes, we fabricate
systems without an adhesion layer (i.e., just 50 nm Au on Al2O3), as
well as one with a 1 nm Ti adhesion layer deposited at "0.1 Å/s in
ultrahigh vacuum (UHV) capped with 50nm Au. The thickness of the
Au layer for all these specimens,"50nm, is ideal in maximizing sensi-
tivity to measurements of the electron–phonon coupling factor, g, and
the electron–electron thermal boundary conductance, C, while mini-
mizing additional optical thermoreflectance responses from the under-
lying TiOx layer that can obfuscate analysis (cf., supplementary
material Sec. S2).

XPS spectra of the specimens with a TiOx adhesion layer are
shown in Fig. 1 for the (b) O 1s and (c) Ti 2p spectra of the TiOx adhe-
sion layers. Spectral deconvolution was performed on both spectra in
order to determine (1) the fraction of oxygen that reacted with Ti to
form TiOx during the deposition process and (2) the fraction of
unreacted Ti present in the layer, Ti0. At 0.1 Å/s, approximately"50%
of the oxygen present in the adhesion layer comes directly from TiOx,
with the other "50% coming from hydrocarbon and hydroxide spe-
cies. On the other hand, oxygen from TiOx comprised "75% of the
oxygen present in specimens deposited at 0.5 and 1.0 Å/s. At 0.1 Å/s in
UHV, no oxygen originating from Ti–O bonds was found—the signa-
ture at "532 eV is of the Al2O3 substrate and is detectable due to the

FIG. 1. (a) Optical pump/probe experiment for determining energy transfer mechanisms in Au/TiOx structures. Te and Tl are the surface temperature excursions of the elec-
tronic and lattice systems, respectively, in Au/1 nm Ti/Al2O3 as determined via the two-temperature model. (b) O 1s and (c) Ti 2p spectra of TiOx adhesion layers deposited in
HV and UHV. TEM micrographs of adhesion layers deposited at (d) 0.1, (e) 0.5, and (f) 1.0 Å/s in HV and at (g) 0.1 Å/s in UHV. In (d)–(g), the scale bar is 5 nm.
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Ballistic thermal injection

When would we see this effect?
1. Metal/metal or metal/non-metal interfaces with large differences in 

electron-phonon coupling factor
2. Films with thicknesses less than electron-phonon mean free path
3. Interfaces with very little electron-electron thermal resistance
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and deposit their energy to lattice in sub-surface layer

• Ballistic transport of electron energy through gold into titantium



TDTR measurements of time scales of noneq. transport
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range measured in our experiments, the implications of
which will be discussed in more detail. The hollow symbols
represent data for thicker Au films (40 nm) with Ti adhesion
layer. Although the thickness of the Au films for these sam-
ples is still below the ballistic length of Au electrons, the
measured Geff values are lower compared to the thinner Au
films with Ti adhesion layer, the reason for which will also
be discussed in the following paragraphs. Furthermore, the
substrate dependence for these samples is not as pronounced
as for the thinner films.

For the Au films without Ti adhesion layers, the increase
in the rate of relaxation due to an increase in laser fluence
can be understood as a consequence of increased phase space
of the electrons taking part in the scattering mechanisms.41,54

The absorption of the pump pulse incident on the metal sur-
face creates an electron-hole pair distribution near a narrow
region (!1.5kBTe) around the Fermi surface. The Pauli
exclusion principle dictates that only the electrons in this
region are allowed to participate in the energy relaxation
process through collisions. Higher fluences leading to higher
Te,eff cause more electrons to take part in the relaxation pro-
cess that ultimately increases Geff.

The difference between the measured Geff values in the
Au films on different substrates with the inclusion of the Ti
layer suggests that scattering of the excited Au electrons in
the interfacial region (Ti/substrate) plays a role in the
enhancement of e-p coupling in these nanosystems. However,
we cannot rule out other scattering mechanisms that could be
working in tandem to augment heat flow in these systems. For
example, the electronic thermal conductance between the Au
and Ti layer, hee, and the electronic thermal conductivity and
e-p coupling in each layer in adjunction to metal-electron/
interface energy transfer, hei, could govern thermal transport
at these short time scales. Experimental values of hee on vari-
ous metal-metal interfaces have shown that the conductances
are an order of magnitude larger than the phonon mediated
conductances.55,56 Theoretically, due to this above argument,
we can safely neglect hee as other conductances control the
thermal transport in these systems. We experimentally support
this assertion later in this section.

At room temperature, the characteristic e-p relaxation
length scale is

ffiffiffiffiffiffiffiffiffiffiffi
je=G

p
, where je is the electronic thermal

conductivity. Using a value of 320 W m"1 K"1 for the elec-
tronic thermal conductivity and a value of 3# 1016 W m"3

K"1 for e-p coupling in Au yields an e-p mean free path of
$100 nm. Similarly, for Ti, using je¼ 8.2 W m"2 K"1 deter-
mined from electrical resistivity measurements57 and
G¼ 1.3# 1018 W m"3 K"1 (Ref. 44), results in a mean free
path of !3 nm. The thicknesses of the bi-layers used in this
work (Table I) are less than the e-p mean free paths for the
respective metals. For these thin film limits, the effective
conductance due to e-p coupling is Gd. Due to the very high
value of G in Ti (G¼ 1.3# 1018 W m"3 K"1 at room temper-
ature),44 the effective e-p conductance in the Ti layer is
approximately 3 GW m"2 K"1, a value much greater than
the effective conductance due to the weak e-p coupling in
the Au layer ($350 MW m"2 K"1 at low absorbed laser flu-
ences and room temperature conditions). These arguments
suggest that the main parameters affecting thermal transport

in samples with the thin Ti layers for the short time scales
considered in this work are hei and e-p coupling in the Au
layer. The effective e-p conductances in each metal layer are
added in series (e-p resistances add in parallel) and therefore
with the increase of the Au thickness, the weak coupling in
the Au layer decreases the value of the Geff measured for the
40 nm Au films. It is important to note that for a thermally
thick Ti layer, most of the energy will be deposited in the Ti
layer due to the strong e-p coupling that effectively couples
all the energy from the electrons to the lattice vibrations.

In our TTM model, we cannot explicitly deconvolve the
various scattering mechanisms associated with electron
energy transfer in the Ti interfacial region: i.e., e-e scattering
across the Au/Ti interface, e-p coupling in the Ti, and
electron-metal/phonon non-metal energy transfer (although
we have theoretically ruled out the e-e scattering across the
Au/Ti interface, hee, in our previous discussion, we re-
address this with experimental measurement below). Hence,
we collectively refer to these three conductive pathways as
electron-interface conductance, or hei, as previously defined.
Although we have previously measured Geff for thin Au
films,58 the TTM analysis cannot be applied directly to Ti
because of the complicated electronic band structure around
the Fermi energy which renders the Drude-based thermore-
flectance model inapplicable.50 However, from Fig. 3, it is
clear that if the metal film does not strongly adhere with the
nonmetal substrate, the substrate dependence in the e-p cou-
pling no longer exists. To further understand the various
scattering mechanisms contributing to hei, we repeat our
measurements for samples with a thin Pt layer instead of the
Ti layer between the Au film and the nonmetal substrates.
We chose Pt as the e-p coupling factor for Pt has been
reported to be similar to the value for Ti (Ref. 59) and also
because Pt does not adhere strongly to the nonmetal sub-
strates. Figure 4 shows the thermoreflectance signals for a
40 nm Au/Pt/Si and a 20 nm Au/Pt/Si along with the TTM
fits. Similar to the thermoreflectance signal for Au films

FIG. 4. TDTR data on 20 nm Au/Pt/Si and 40 nm Au/Pt/Si samples with the
corresponding fits using the modified TTM with a nonlinear thermoreflec-
tance model for the initial few picoseconds. The thermoreflectance response
at longer pump-probe delay times is also shown where the periodic oscilla-
tions in the data for 10–100 ps are representative of strain wave propagation.
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range measured in our experiments, the implications of
which will be discussed in more detail. The hollow symbols
represent data for thicker Au films (40 nm) with Ti adhesion
layer. Although the thickness of the Au films for these sam-
ples is still below the ballistic length of Au electrons, the
measured Geff values are lower compared to the thinner Au
films with Ti adhesion layer, the reason for which will also
be discussed in the following paragraphs. Furthermore, the
substrate dependence for these samples is not as pronounced
as for the thinner films.

For the Au films without Ti adhesion layers, the increase
in the rate of relaxation due to an increase in laser fluence
can be understood as a consequence of increased phase space
of the electrons taking part in the scattering mechanisms.41,54

The absorption of the pump pulse incident on the metal sur-
face creates an electron-hole pair distribution near a narrow
region (!1.5kBTe) around the Fermi surface. The Pauli
exclusion principle dictates that only the electrons in this
region are allowed to participate in the energy relaxation
process through collisions. Higher fluences leading to higher
Te,eff cause more electrons to take part in the relaxation pro-
cess that ultimately increases Geff.

The difference between the measured Geff values in the
Au films on different substrates with the inclusion of the Ti
layer suggests that scattering of the excited Au electrons in
the interfacial region (Ti/substrate) plays a role in the
enhancement of e-p coupling in these nanosystems. However,
we cannot rule out other scattering mechanisms that could be
working in tandem to augment heat flow in these systems. For
example, the electronic thermal conductance between the Au
and Ti layer, hee, and the electronic thermal conductivity and
e-p coupling in each layer in adjunction to metal-electron/
interface energy transfer, hei, could govern thermal transport
at these short time scales. Experimental values of hee on vari-
ous metal-metal interfaces have shown that the conductances
are an order of magnitude larger than the phonon mediated
conductances.55,56 Theoretically, due to this above argument,
we can safely neglect hee as other conductances control the
thermal transport in these systems. We experimentally support
this assertion later in this section.

At room temperature, the characteristic e-p relaxation
length scale is

ffiffiffiffiffiffiffiffiffiffiffi
je=G

p
, where je is the electronic thermal

conductivity. Using a value of 320 W m"1 K"1 for the elec-
tronic thermal conductivity and a value of 3# 1016 W m"3

K"1 for e-p coupling in Au yields an e-p mean free path of
$100 nm. Similarly, for Ti, using je¼ 8.2 W m"2 K"1 deter-
mined from electrical resistivity measurements57 and
G¼ 1.3# 1018 W m"3 K"1 (Ref. 44), results in a mean free
path of !3 nm. The thicknesses of the bi-layers used in this
work (Table I) are less than the e-p mean free paths for the
respective metals. For these thin film limits, the effective
conductance due to e-p coupling is Gd. Due to the very high
value of G in Ti (G¼ 1.3# 1018 W m"3 K"1 at room temper-
ature),44 the effective e-p conductance in the Ti layer is
approximately 3 GW m"2 K"1, a value much greater than
the effective conductance due to the weak e-p coupling in
the Au layer ($350 MW m"2 K"1 at low absorbed laser flu-
ences and room temperature conditions). These arguments
suggest that the main parameters affecting thermal transport

in samples with the thin Ti layers for the short time scales
considered in this work are hei and e-p coupling in the Au
layer. The effective e-p conductances in each metal layer are
added in series (e-p resistances add in parallel) and therefore
with the increase of the Au thickness, the weak coupling in
the Au layer decreases the value of the Geff measured for the
40 nm Au films. It is important to note that for a thermally
thick Ti layer, most of the energy will be deposited in the Ti
layer due to the strong e-p coupling that effectively couples
all the energy from the electrons to the lattice vibrations.

In our TTM model, we cannot explicitly deconvolve the
various scattering mechanisms associated with electron
energy transfer in the Ti interfacial region: i.e., e-e scattering
across the Au/Ti interface, e-p coupling in the Ti, and
electron-metal/phonon non-metal energy transfer (although
we have theoretically ruled out the e-e scattering across the
Au/Ti interface, hee, in our previous discussion, we re-
address this with experimental measurement below). Hence,
we collectively refer to these three conductive pathways as
electron-interface conductance, or hei, as previously defined.
Although we have previously measured Geff for thin Au
films,58 the TTM analysis cannot be applied directly to Ti
because of the complicated electronic band structure around
the Fermi energy which renders the Drude-based thermore-
flectance model inapplicable.50 However, from Fig. 3, it is
clear that if the metal film does not strongly adhere with the
nonmetal substrate, the substrate dependence in the e-p cou-
pling no longer exists. To further understand the various
scattering mechanisms contributing to hei, we repeat our
measurements for samples with a thin Pt layer instead of the
Ti layer between the Au film and the nonmetal substrates.
We chose Pt as the e-p coupling factor for Pt has been
reported to be similar to the value for Ti (Ref. 59) and also
because Pt does not adhere strongly to the nonmetal sub-
strates. Figure 4 shows the thermoreflectance signals for a
40 nm Au/Pt/Si and a 20 nm Au/Pt/Si along with the TTM
fits. Similar to the thermoreflectance signal for Au films

FIG. 4. TDTR data on 20 nm Au/Pt/Si and 40 nm Au/Pt/Si samples with the
corresponding fits using the modified TTM with a nonlinear thermoreflec-
tance model for the initial few picoseconds. The thermoreflectance response
at longer pump-probe delay times is also shown where the periodic oscilla-
tions in the data for 10–100 ps are representative of strain wave propagation.
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Hypothesis: If Au thickness (dAu) is thicker than electron-phonon 
mean free path (lep), nonequilibrium at interface will be negligible and 

“back heating” (time regime 3) will not be observed

187



Pumping with heat, probing in IR away from e- transitions

188

1 µmVisible

l
3 µm 9 µm

e-
transitions Free 

electrons
Phonon 

polaritons
Near/Mid-IR 
plasmonics



Measuring thermal lifetimes/scattering rates….in the IR
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(a) TDTR (b) FDTR (c) SSTR

FIG. 1. Characteristic excitations and corresponding responses for (a) TDTR, (b) FDTR, and (c) SSTR techniques. In TDTR,
the magnitude of the thermoreflectance is monitored as a function of pump-probe delay time, while in FDTR the thermally-
induced phase lag between the pump and probe is monitored as a function of frequency. In SSTR, the steady-state induced
magnitude of the thermoreflectance is monitored for given changes in heat flux. Notice the increase in thermal penetration
depth, �thermal, which is proportional to the spot size in a SSTR experiment, resulting from the lower modulation frequencies
employed in SSTR.

viding insight into the vibrational mean free path spectra
of solids (i.e., relating to the “thermal conductivity ac-
cumulation function”)47–55 and the spectral coupling of
phonons across interfaces (i.e., relating to the “thermal
boundary conductance accumulation function”).10

Thermoreflectance techniques, by definition, rely on
the principle of thermoreflectance,1,56–58 measuring a
material’s change in reflectivity due to the change in its
temperature. In a typical modulated pump-probe ther-
moreflectance experiment such as TDTR or FDTR, a
pump beam is used to thermally excite the surface of
the sample at some frequency, f . The change in in-
tensity of a reflected probe beam is related to the tem-
perature change on the surface as function of either f
or the delay time between the pump and probe pulses
in the case of short pulsed-based experiments. Where
TDTR utilizes short, typically sub-picosecond, pulses to
monitor the thermoreflectance decay as a function of de-
lay time after pump pulse heating as well as the phase
shift induced from the modulated temperature change
at f , FDTR can utilize a variety of pulsed or continu-
ous wave (cw) lasers to monitor the phase shift in ther-
moreflectance signals solely as a function of f . When f
becomes low enough, the material of interest will reach
steady-state conditions during on periods of the modula-
tion event. In this regime, a third technique has recently
emerged. “Steady-State Thermoreflectance” (SSTR) op-
erates like FDTR only in the low frequency limit,59 mon-
itoring the thermoreflectance of the surface at increasing

pump powers and inducing a Fourier-like response in the
material. Ulitmately, SSTR o↵ers an alternative method
to measure the thermal conductivity of materials via op-
tical pump-probe metrologies. The characteristic pump
excitations and responses for each of these techniques is
presented in Fig. 1. We review the recent advances in
SSTR in Section IV.
In addition to their non-contact nature, these opti-

cal metrologies are advantageous relative to many other
thermometry platforms in the relatively small volume
and near-surface region in which they measure. By us-
ing proper laser wavelengths to ensure nanoscale optical
penetration depths, the thermal penetration depth (i.e.,
the depth beneath the surface in which these techniques
measure the thermal properties), �thermal, can be lim-
ited to the focused spot size, or much less, depending on
the modulation frequency. Further, given the pump and
probe spot sizes can be readily focused to length scales on
the order of micrometers, thermoreflectance techniques
allow for spatially-resolved surface measurements of ther-
mal properties with micrometer-resolution, and the abil-
ity to create thermal property areal “maps” or “images”.
We review the pertinent length scales of TDTR, FDTR,
and SSTR in Section II, followed by the advances towards
areal thermal property “mapping” in Section III.
The change in reflectivity of a given material is related

to both the change in temperature of the material (i.e.,
the thermoreflectance, which is ultimately of interest for
the measurements of temperature changes and thermal

Sub-ps 
thermal 

excitation

Picoseconds to 
nanoseconds

directly relate reflectance to the change in electron distribution can
be extremely difficult.26

Nonetheless, these inadequacies provide crucial information
toward the measurement of electron–phonon interactions via ultra-
fast pump–probe measurements. As referenced above, the tempera-
ture of the phonon subsystem contributes significantly to the
transient reflectivity signal and is weakly dependent on wavelength.
In the regime of which reflectivity is considered to be intraband in
nature, and thus the Drude model is applicable, one obtains a
nearly constant thermoreflectance coefficient, which is dominated
by the temperature rise of the phonon subsystem. Conversely, the
temperature of the electron subsystem and its associated thermo-
optic coefficient is strongly dependent on wavelength, due to its
strong dependence on interband transitions but trends toward zero
at photon energies far from interband transition threshold.25,26

Given such, we expect that for probe wavelengths far from the
interband electronic transitions in a metal, that the thermoreflec-
tance is dominated, if not solely proportional to, the lattice temper-
ature of the metal.

In this work, we investigate the role of interband contributions
applied to transient optical responses in ultra-fast pump–probe
experiments using both experiments and first-principles calcula-
tions. We interrogate the temporal dynamics of !20 nm Au on
insulating substrates following excitation with a 400 fs, 520 nm
pulse using probe wavelengths spanning from 0.85 to 4.35 eV
(1500–285 nm) as a means of separating the contributions of the
electron and phonon subsystems to the perturbed optical response.

Furthermore, we perform ab initio calculations to understand the
role of intra- and interband contributions to the modulated optical
response. In doing so, we find that the electron–phonon coupling
factor of Au is in fact constant at least up to electron temperatures
of !2000 K, consistent with Eq. (2) and free electron theory.
In doing so, we posit that the variations in the reported values of G
in Au from prior literature could be obfuscated from interband
transitions leading to inaccuracies in the thermo-optical model.
We summarize an array of reported literature values for the elec-
tron–phonon coupling factor of Au as a function of the tempera-
ture of the electron subsystem in Fig. 1(b).

II. RESULTS AND DISCUSSION

In excellent agreement with a wealth of literature, we find the
ultrafast transient dynamics to be strongly dependent on the probe
wavelength in the visible; an example of this observation is shown
in Fig. 2. Even in cases of constant pump fluence, ensuring a cons-
tant electron–phonon coupling factor, and thus constant tempera-
ture transients for the two subsystems, the signals are vastly
different for the two probe wavelengths. This observation is tradi-
tionally attributed to a variation in thermo-optic coefficients for
each wavelength; as the wavelength approaches resonance with an
electronic transition, dR=dTe increases. Indeed, a fit of the TTM to
our experimental data demonstrates that dR=dTe is strongly depen-
dent on the wavelength of the probe, at least for visible wavelengths.
Conversely, the phonon-contribution to modulated reflectance,

FIG. 1. (a) Experimental schematic of our optical pump–probe measurements on Au (left) and a diagram of the various thermal carrier dynamics following pump excitation
in Au (right). (b) Compilation of previous literature values for the measured electron–phonon coupling factor of thin Au films as a function of excited electron temperature
are shown as solid symbols, and models and density functional theory calculations are shown as lines. The experimental results are based on ultrafast pump–probe exper-
iments with probe wavelengths in the visible, typically ,800 nm.

Journal of
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Nonequilibrium at metal/doped non-metal interfaces

• Consider ohmic contact between metal 
and doped non-metal

• Vary carrier concentration in non-metal

• Electron injection from 
Au to interfacial layer 
must occur to observe 
“back heating” effect

• Will not occur when 
interface is insulating
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Figure 1 | Doping- and temperature-dependent properties of CdO:Dy. a, Transport data for CdO:Dy grown on MgO(100) substrates summarizing carrier
concentration (cm�3), carrier mobility (µ) and conductivity (� ) as a function of dysprosium concentration. b, Temperature-dependent sheet carrier
concentration (ns) as a function of [Dy] for CdO:Dy grown on MgO(100) substrates. c, Temperature-dependent resistivity (� cm) as a function of [Dy]
grown on MgO(100) substrates. d, Residual resistivity ratio, measured thermal conductivity (t) and theoretical values for the electron contribution to
thermal conductivity (e) calculated using the Wiedemann–Franz law for CdO:Dy grown on MgO(100) substrates as a function of Dy concentration.

high-mobility material at carrier concentrations that establish
plasma frequencies in the mid-infrared (ne >1020 cm�3), which is a
recognized challenge for conventional semiconductors.

In 1969, it was shown that combinations of mobility and carrier
density approaching the needs of mid-infrared plasmonics can
be achieved in intrinsic CdO single crystals17. Vacant oxygen
sites, the preferred native defect in CdO, were the source of
carriers and were modulated by reducing anneals. However, precise
and reproducible control of electrical transport by reduction is a
challenge, particularly considering the proximity in temperature
and pressure to conditions that destabilize the entire crystal. It is
thus reasonable to expect that doping with the correct aliovalent
cation may enable further optimization. To explore this hypothesis,
we developed a plasma-assisted molecular-beam epitaxy method to
synthesize Dy-doped CdO. In a CdO host, Dy populates the Cd
sublattice with a 3+ charge, and thus acts as an electron donor. The
initial experiment produced four dopant series of epitaxial layers,
each on a di�erent substrate, thus o�ering a range of orientation
and mismatch possibilities.

Room-temperature transport properties for a doping series of
CdO:Dy grown on MgO(100) substrates are shown in Fig. 1a. Two
trends are of particular interest. First, the free-electron concen-
tration is directly proportional to the dysprosium content, and an
n-type doping range spanning 5⇥1019–1⇥1021 cm�3 is accessible.
Second, the free-carriermobility increases withDy doping, reaching
a maximum of almost 500 cm2 V�1 s�1 at 5⇥ 1019 cm�3. After this
point, mobility falls steadily until the solubility limit is reached at
5⇥1021 cm�3. This mobility dependence was observed qualitatively

on three additional substrates (MgO(111), GaN(002) and Al2O3
(006)—see Supplementary Figs 1–3), and in each case the same 3–5
times increase in mobility was found. X-ray di�raction analysis of
CdO(002) rocking curves shows no dependence onDy content until
phase separation (see Supplementary Figs 4 and 5). Consequently,
crystalline disorder cannot explain this unusual mobility trend.

To understand this dependency, we consider the defect equilibria
within the CdO–Dy system as described by the intrinsic and
extrinsic defect reactions:

CdCd
x +OO

x ()CdCd
x +VO

·· +2n+ 1
2
O2(g) (1)

Dy2O3
CdO�!2DyCd · +2OO

x +2n+ 1
2
O2(g) (2)

CdO is an intrinsic n-type semiconductor, in which electrons
originate from doubly ionized O vacancies (equation (1)). The
carrier density depends on the ratio of the O-vacancy formation
energy to kBT . Aliovalent cations, such as Dy, populate the Cd
sublattice and act as extrinsic donors (equation (2)). The interplay
between the two reactions and their cooperative equilibration is
the key to understanding the present mobility trend. Dy doping
pins the extrinsic electron concentration (ne) in proportion to its
molar fraction. This is established by flux ratios during growth. The
intrinsic reaction is now forced to equilibrate in the presence of a
potentially large ne. By Le Chatelier’s principle, the intrinsic defect
reaction will be driven to the reactant side, which in turn lowers the
concentration of O vacancies.
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Figure 1 | Doping- and temperature-dependent properties of CdO:Dy. a, Transport data for CdO:Dy grown on MgO(100) substrates summarizing carrier
concentration (cm�3), carrier mobility (µ) and conductivity (� ) as a function of dysprosium concentration. b, Temperature-dependent sheet carrier
concentration (ns) as a function of [Dy] for CdO:Dy grown on MgO(100) substrates. c, Temperature-dependent resistivity (� cm) as a function of [Dy]
grown on MgO(100) substrates. d, Residual resistivity ratio, measured thermal conductivity (t) and theoretical values for the electron contribution to
thermal conductivity (e) calculated using the Wiedemann–Franz law for CdO:Dy grown on MgO(100) substrates as a function of Dy concentration.

high-mobility material at carrier concentrations that establish
plasma frequencies in the mid-infrared (ne >1020 cm�3), which is a
recognized challenge for conventional semiconductors.

In 1969, it was shown that combinations of mobility and carrier
density approaching the needs of mid-infrared plasmonics can
be achieved in intrinsic CdO single crystals17. Vacant oxygen
sites, the preferred native defect in CdO, were the source of
carriers and were modulated by reducing anneals. However, precise
and reproducible control of electrical transport by reduction is a
challenge, particularly considering the proximity in temperature
and pressure to conditions that destabilize the entire crystal. It is
thus reasonable to expect that doping with the correct aliovalent
cation may enable further optimization. To explore this hypothesis,
we developed a plasma-assisted molecular-beam epitaxy method to
synthesize Dy-doped CdO. In a CdO host, Dy populates the Cd
sublattice with a 3+ charge, and thus acts as an electron donor. The
initial experiment produced four dopant series of epitaxial layers,
each on a di�erent substrate, thus o�ering a range of orientation
and mismatch possibilities.

Room-temperature transport properties for a doping series of
CdO:Dy grown on MgO(100) substrates are shown in Fig. 1a. Two
trends are of particular interest. First, the free-electron concen-
tration is directly proportional to the dysprosium content, and an
n-type doping range spanning 5⇥1019–1⇥1021 cm�3 is accessible.
Second, the free-carriermobility increases withDy doping, reaching
a maximum of almost 500 cm2 V�1 s�1 at 5⇥ 1019 cm�3. After this
point, mobility falls steadily until the solubility limit is reached at
5⇥1021 cm�3. This mobility dependence was observed qualitatively

on three additional substrates (MgO(111), GaN(002) and Al2O3
(006)—see Supplementary Figs 1–3), and in each case the same 3–5
times increase in mobility was found. X-ray di�raction analysis of
CdO(002) rocking curves shows no dependence onDy content until
phase separation (see Supplementary Figs 4 and 5). Consequently,
crystalline disorder cannot explain this unusual mobility trend.

To understand this dependency, we consider the defect equilibria
within the CdO–Dy system as described by the intrinsic and
extrinsic defect reactions:

CdCd
x +OO

x ()CdCd
x +VO

·· +2n+ 1
2
O2(g) (1)

Dy2O3
CdO�!2DyCd · +2OO

x +2n+ 1
2
O2(g) (2)

CdO is an intrinsic n-type semiconductor, in which electrons
originate from doubly ionized O vacancies (equation (1)). The
carrier density depends on the ratio of the O-vacancy formation
energy to kBT . Aliovalent cations, such as Dy, populate the Cd
sublattice and act as extrinsic donors (equation (2)). The interplay
between the two reactions and their cooperative equilibration is
the key to understanding the present mobility trend. Dy doping
pins the extrinsic electron concentration (ne) in proportion to its
molar fraction. This is established by flux ratios during growth. The
intrinsic reaction is now forced to equilibrate in the presence of a
potentially large ne. By Le Chatelier’s principle, the intrinsic defect
reaction will be driven to the reactant side, which in turn lowers the
concentration of O vacancies.
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which, assuming that the films behave as Drude metals, is given
by

ε ω ε
ω

ω ω
= −

+ Γ∞( )
i

p
2

2 (3)

where ε∞ is the high-frequency dielectric constant (4.9−5.5 for
CdO),23 Γ is the damping rate, which is inversely proportional

to mobility, and ω ε= *ne m/p
2

0 is the plasma frequency,
which is proportional to the square root of electron
concentration. For CdO, the electron effective mass m* is
0.21.33 The carrier concentrations achievable here correspond
to plasma frequencies in the near-IR, which will lead to surface
plasmon and ENZ modes in the near- to mid-IR. This approach
(i.e., using the Drude model to relate carrier concentration and
mobility to the dielectric function) is widely and successfully
used to model the mid- and near-IR optical and plasmonic
properties of highly doped oxide semiconductors.3,5−7,12,14,34

Note that the ε∞ term generally captures the response of the
charged lattice ions to incident light, as long as the energies are
far away from the optical phonon modes of the lattice, avoiding
the need to modify the dielectric function to include dispersive
lattice vibrations as in ref 35. This is not necessary for CdO,
which has optical phonon modes of energies around 300−450

cm−1,36 which is far from the spectral regions examined here.
ENZ modes at comparable energies would correspond to free
carrier concentrations of ≲5 × 1018 cm−3, about an order of
magnitude lower than measured here.
We expect F:CdO films to support an ENZ mode when the

following relation is satisfied:

ε
ε

ε
ε

ε
ε+ = +

⎛
⎝
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1 tan( )z

z
z

z

z
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1 ,3
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,2
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3 ,2

1 ,2

2 ,1 (4)

where d is film thickness, ω ε= −ωk k( )z i i c,
2 22

2 is the square of
the longitudinal (i.e., perpendicular to the film surface in the z
direction) wavenumber in layer i (1 = free space, 2 = F:CdO, 3
= sapphire), εi is the relative permittivity of the layer, and k|| is
the transverse (i.e., parallel to the film surface) wavenumber,
with Re(kz,i) + Im(kz,i) ≥ 0.37 Equation 4 results from solving
Maxwell’s equations in the absence of external excitations for
the thin film system considered here, and the (k||, ω) pair that
satisfies the equation defines the ENZ mode of the system. The
physical basis for ENZ modes in plasmonic materials is
thoroughly discussed elsewhere,37−39 but for the purposes of
this report, the ENZ mode can be considered to be the long-
range surface plasmon in the limit of very thin films well below

Figure 3. IR-VASE measurements of very thin films of F:CdO in the Kretschmann configuration, with reflectivity plotted as the ratio of p-polarized
to s-polarized light. (a) Simulated and experimentally measured reflectivity curves for a F:CdO film (sample f in Table 1), along with the simulated
real and imaginary parts of the dielectric function. (b) Experimental reflectivity curves for several F:CdO films with varying carrier concentration. For
ease of visual comparison, the data are normalized to the reflectivity minima and flat film reflectivity at 5000−6000 cm−1. The letters beneath each
curve correspond to the sample ID in Table 1, which shows the electronic and optical properties of each sample. (c) Simulated mid-IR reflectivity
map for sample f. (d) Experimental mid-IR reflectivity map for sample f. The dashed horizontal line cuts in the reflectivity maps correspond to the
simulated and experimental curves shown in part a.
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Carrier scattering and relaxation drives optical properties
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Reflectivity Relaxation time ~ 
Scattering time

Dielectric function

has been discussed comprehensively in previous literature21,23.
On photoexcitation, the initial non-equilibrium hot-electron distri-
bution quickly thermalizes into a hot Fermi distribution, f(E,T(t)),
where T(t) is the time-dependent electron temperature. Owing
to the non-parabolicity of the Γ valley of the conduction band of
CdO, the time-dependent meff(t) of the photoexcited electrons
is strongly dependent on the Fermi distribution function as
determined by35:

meff (t) =
h− 2 ∫ f (E,T(t))dk

∫ f (E, T(t))(d2E/dk2)dk
(3)

where h− is the Planck constant, E is the energy and k is the wave
vector of the electrons. We modelled the plasma frequency of the
CdO film as a function of meff(t) and T(t) (Supplementary Note 4
and Supplementary Fig. 7). The meff(t) of the photoexcited elec-
trons is largest immediately after thermalization, and gradually
decreases as the electron loses its energy and re-establishes equili-
brium with the lattice by electron–phonon coupling. The change
in the effective mass alters the permittivity of CdO according to
equation (1), and concomitantly redshifts the spectral position of
the Berreman mode. As shown in Fig. 3e, we fitted the experimen-
tal ΔOD spectrum by varying the values of ωp and γ of the CdO

film, and observed an increased plasmon damping because of
increased electron–electron and electron–phonon scattering at an
elevated electron temperature T, which may account for the incom-
plete switch-off of the reflectance at 2.23 μm. The plasmon
damping decreases simultaneously as the electrons cool back
down. Furthermore, by selectively changing ωp and γ of the CdO
film in the fitting process, we confirmed that the modulation of
ωp plays a dominating role in the large reflectance amplitude
modulation we observe.

Ultrafast polarization switching
The huge modulation depth and the polarization selectivity of the
CdO-based perfect absorber make it an ideal platform for active
polarization control, using the scheme discussed in Fig. 1. To
demonstrate such a capability experimentally, we set the input
probe pulse to be linearly polarized at 45° (half p-polarized and
half s-polarized) with a 50° incident angle. After impinging on
the sample, the polarization states of the reflected beams can be
analysed with a rotating phase retarder and a fixed polarizer
(Fig. 4a and Methods). We summarize in Fig. 4b the predicted
output polarization with and without a pump, at 2.08 and
2.23 μm, respectively.

The experimentally measured polarization states of the reflected
waves are shown in Fig. 4c,e. For an incident wavelength at 2.08 μm,
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has been discussed comprehensively in previous literature21,23.
On photoexcitation, the initial non-equilibrium hot-electron distri-
bution quickly thermalizes into a hot Fermi distribution, f(E,T(t)),
where T(t) is the time-dependent electron temperature. Owing
to the non-parabolicity of the Γ valley of the conduction band of
CdO, the time-dependent meff(t) of the photoexcited electrons
is strongly dependent on the Fermi distribution function as
determined by35:

meff (t) =
h− 2 ∫ f (E,T(t))dk

∫ f (E, T(t))(d2E/dk2)dk
(3)

where h− is the Planck constant, E is the energy and k is the wave
vector of the electrons. We modelled the plasma frequency of the
CdO film as a function of meff(t) and T(t) (Supplementary Note 4
and Supplementary Fig. 7). The meff(t) of the photoexcited elec-
trons is largest immediately after thermalization, and gradually
decreases as the electron loses its energy and re-establishes equili-
brium with the lattice by electron–phonon coupling. The change
in the effective mass alters the permittivity of CdO according to
equation (1), and concomitantly redshifts the spectral position of
the Berreman mode. As shown in Fig. 3e, we fitted the experimen-
tal ΔOD spectrum by varying the values of ωp and γ of the CdO

film, and observed an increased plasmon damping because of
increased electron–electron and electron–phonon scattering at an
elevated electron temperature T, which may account for the incom-
plete switch-off of the reflectance at 2.23 μm. The plasmon
damping decreases simultaneously as the electrons cool back
down. Furthermore, by selectively changing ωp and γ of the CdO
film in the fitting process, we confirmed that the modulation of
ωp plays a dominating role in the large reflectance amplitude
modulation we observe.

Ultrafast polarization switching
The huge modulation depth and the polarization selectivity of the
CdO-based perfect absorber make it an ideal platform for active
polarization control, using the scheme discussed in Fig. 1. To
demonstrate such a capability experimentally, we set the input
probe pulse to be linearly polarized at 45° (half p-polarized and
half s-polarized) with a 50° incident angle. After impinging on
the sample, the polarization states of the reflected beams can be
analysed with a rotating phase retarder and a fixed polarizer
(Fig. 4a and Methods). We summarize in Fig. 4b the predicted
output polarization with and without a pump, at 2.08 and
2.23 μm, respectively.

The experimentally measured polarization states of the reflected
waves are shown in Fig. 4c,e. For an incident wavelength at 2.08 μm,
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In-doped CdO—comparable to that available in high quality III–V
semiconductors—we realize a high Q-factor Berreman-type
plasmonic perfect absorber at a wavelength of 2.08 μm. Through
resonant intraband pumping, we spectrally redshift the perfect
absorber resonance, and thus achieve an absolute modulation of
the reflectance of the p-polarized light from 1.0 to 86.3%, while
maintaining a near-unity reflectance for the s-polarized light.
Therefore, our device functions as a transient reflective polarizer.
Using this device, we show experimentally the rotation and recovery
of the polarization of a linearly polarized beam by over 50°
within 800 fs.

In-doped CdO is a newly developed tunable plasmonic material.
Although our recently reported dysprosium-doped CdO was grown
by molecular beam epitaxy27, the In-doped CdO film is prepared by
reactive high-power impulse magnetron sputtering (HiPIMS)—a
physical vapour-deposition technique that greatly improves the
growth throughput of the film. Its carrier density can be adjusted
by tuning the In flux ratio during the film growth to allow electron
plasma frequencies to span from the near- to the mid-infrared fre-
quencies. More importantly, via accurate defect-equilibrium engin-
eering, the In-doped CdO film can have an exceedingly high
electron mobility, roughly an order of magnitude larger than those
of conventional CMOs, such as GZO and ITO, at a similar doping
level27,28. Such a large electron mobility and low optical loss are
crucial to design CdO-based plasmonic cavities with the high Q-
factor that is critical for optical switching. To enhance further the
modulation depth, we designed a perfect absorber cavity based on
a CdO thin film; further details are presented in the
following sections.

Static optical response
The CdO-based perfect absorber is schematically shown in Fig. 2a
and consists of a magnesium oxide (MgO) substrate, a 75 nm
thick In-doped CdO layer and an optically thick gold capping

layer (Methods). The root-mean-squared roughness of the CdO
film was measured as 700 pm using atomic force microscopy
(Supplementary Fig. 1). For the reflectance spectrum measure-
ments, light is incident on the CdO film from the substrate side.

The carrier density and mobility of the In-doped CdO film were
obtained from Hall measurements and are 2.8 × 1020 cm−3 and
300 cm2 V−1 s−1, respectively. Using the Drude model in equation
(2) (the monochromatic time harmonic convention, exp (− iωt), is
implicitly assumed):

ε = ε′ + iε′′ = ε∞ −
ω2
p

ω(ω + iγ)
(2)

we obtain the permittivity function shown in Fig. 2b in the spectral
range from 1.6 to 2.5 μm. In equation (2), ɛ′ and ɛ′′ are the real and
imaginary parts of the permittivity, ɛ∞ is the high-frequency limit of
the permittivity, ω is the angular frequency of light and γ is the
damping rate. The epsilon-near-zero (ENZ) wavelength, λENZ, of
the CdO film, where Re(ε) = 0, appears at 2.10 μm.

We calculate the theoretical reflectance spectra of the layered
structure as a function of the wavelength and incident angle θ
with the transfer matrix model (Supplementary Note 1) using the
measured CdO permittivity and literature values for the permittivity
of gold29, as shown in Fig. 2c. The theoretical reflectance R of the
structure for p-polarized light reaches a minimum of 0.3% at a wave-
length of 2.08 μm and at θ ≈ 50°. The opaqueness of the gold film in
the spectral range considered means that absorbance is given by
A = 1 – R, which reaches a maximum of 99.7%. The perfect absorp-
tion wavelength is slightly shorter than λENZ, as predicted in our
previous work30. The experimental measurements are in excellent
agreement with the model. We measured the reflectance spectra
of the sample at incident angles of 30°, 50° and 70° under
p-polarized light using an infrared spectral ellipsometer. As shown
in Fig. 2d, the minimum measured reflectance of the sample is
1.0% at θ ≈ 50° and at λ = 2.08 μm. The full-width at half-
maximum (Δλ) of the resonance is 0.17 μm, which results in a
Q-factor (Q = λ/Δλ) of 12. Such a near-perfect absorption and high
Q-factor cannot be obtained with ITO and GZO using a similar
design scheme because of their significantly lower electron mobili-
ties (Supplementary Fig. 2). Moreover, we observe a nearly flat spec-
tral response of our CdO-based perfect absorber for s-polarized light
across the wavelength range of our interest, with a reflectance greater
than 90% (Supplementary Fig. 3). This flat response is verified
experimentally in Fig. 2d, where we also report the reflectance spec-
trum of the sample at the incident angle of 50° under s-polarized
light. The strong polarization dependence of the CdO-based
perfect absorber is generated from the cavity design30–32 rather
than from any material birefringence of CdO. In Fig. 2e, we plot
the dispersion relation of the three-layer structure (Supplementary
Note 2). The blue curve in the light cone of MgO indicates a
leaky mode that has been called the Berreman mode31,32, and that
can be excited from free space. The red curve that lies beyond the
light line of MgO represents a bound mode identified as the ENZ
mode31,32, which requires an additional coupling mechanism, such
as a prism, to be excited. The origin of the near-perfect absorption
is the perfect impedance match to the CdO film clad with MgO as a
superstrate and gold as a substrate (Luk et al. give more details about
the physical origin of perfect absorption30). We also find that the
perfect absorption resonance is robust against a large variation of
the CdO thickness between 50 and 100 nm, provided that the
incident angle is finely tuned between 45° to 60° to satisfy the impe-
dance-matching condition (see Supplementary Fig. 4). To under-
stand the spatial dependence of the absorption, we performed
full-wave finite-difference time domain (FDTD) simulations
(Methods) with the realistic material and geometric parameters of
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absorption modulation in thin film CdO
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Nonequilibrium processes at Au/CdO interfaces

1 10 100 1000
0.0

0.2

0.4

0.6

0.8

1.0

DR
/R

 (n
or

m
al

iz
ed

)

Delay Time (ps)

 Au/Al2O3
Au Sapphire

Electron-
phonon 

scattering in Au 
(ps)

Phonon-phonon interfacial 
heat transfer (ns)

Electron-phonon 
scattering in Au

Phonon-phonon 
interfacial heat transfer

~sub picosecond pulsed laser 
absorption in Au

194Tomko et al. Nature Nano. 16, 47 (2021)



Nonequilibrium processes at Au/CdO interfaces
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Nonequilibrium processes at Au/CdO interfaces
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Nonequilibrium processes at Au/CdO interfaces
• Transparent buffer layer stops 

ballistic electrons, but allows light 
to transmit

• No back-heating observed for any 
dopant concentration!
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Ballistic thermal injection
• Can enable a “transient thermal diode” effect
• Energy easily transmitted across interface when traveling ballistically
• Slowly “goes back” across the interface when diffusive
• Is this just hot electron injection (charge)?

• Too slow of process
• Can further rule this out by monitoring CdO plasmon response
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Carrier scattering and relaxation drives optical properties
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In-doped CdO—comparable to that available in high quality III–V
semiconductors—we realize a high Q-factor Berreman-type
plasmonic perfect absorber at a wavelength of 2.08 μm. Through
resonant intraband pumping, we spectrally redshift the perfect
absorber resonance, and thus achieve an absolute modulation of
the reflectance of the p-polarized light from 1.0 to 86.3%, while
maintaining a near-unity reflectance for the s-polarized light.
Therefore, our device functions as a transient reflective polarizer.
Using this device, we show experimentally the rotation and recovery
of the polarization of a linearly polarized beam by over 50°
within 800 fs.

In-doped CdO is a newly developed tunable plasmonic material.
Although our recently reported dysprosium-doped CdO was grown
by molecular beam epitaxy27, the In-doped CdO film is prepared by
reactive high-power impulse magnetron sputtering (HiPIMS)—a
physical vapour-deposition technique that greatly improves the
growth throughput of the film. Its carrier density can be adjusted
by tuning the In flux ratio during the film growth to allow electron
plasma frequencies to span from the near- to the mid-infrared fre-
quencies. More importantly, via accurate defect-equilibrium engin-
eering, the In-doped CdO film can have an exceedingly high
electron mobility, roughly an order of magnitude larger than those
of conventional CMOs, such as GZO and ITO, at a similar doping
level27,28. Such a large electron mobility and low optical loss are
crucial to design CdO-based plasmonic cavities with the high Q-
factor that is critical for optical switching. To enhance further the
modulation depth, we designed a perfect absorber cavity based on
a CdO thin film; further details are presented in the
following sections.

Static optical response
The CdO-based perfect absorber is schematically shown in Fig. 2a
and consists of a magnesium oxide (MgO) substrate, a 75 nm
thick In-doped CdO layer and an optically thick gold capping

layer (Methods). The root-mean-squared roughness of the CdO
film was measured as 700 pm using atomic force microscopy
(Supplementary Fig. 1). For the reflectance spectrum measure-
ments, light is incident on the CdO film from the substrate side.

The carrier density and mobility of the In-doped CdO film were
obtained from Hall measurements and are 2.8 × 1020 cm−3 and
300 cm2 V−1 s−1, respectively. Using the Drude model in equation
(2) (the monochromatic time harmonic convention, exp (− iωt), is
implicitly assumed):

ε = ε′ + iε′′ = ε∞ −
ω2
p

ω(ω + iγ)
(2)

we obtain the permittivity function shown in Fig. 2b in the spectral
range from 1.6 to 2.5 μm. In equation (2), ɛ′ and ɛ′′ are the real and
imaginary parts of the permittivity, ɛ∞ is the high-frequency limit of
the permittivity, ω is the angular frequency of light and γ is the
damping rate. The epsilon-near-zero (ENZ) wavelength, λENZ, of
the CdO film, where Re(ε) = 0, appears at 2.10 μm.

We calculate the theoretical reflectance spectra of the layered
structure as a function of the wavelength and incident angle θ
with the transfer matrix model (Supplementary Note 1) using the
measured CdO permittivity and literature values for the permittivity
of gold29, as shown in Fig. 2c. The theoretical reflectance R of the
structure for p-polarized light reaches a minimum of 0.3% at a wave-
length of 2.08 μm and at θ ≈ 50°. The opaqueness of the gold film in
the spectral range considered means that absorbance is given by
A = 1 – R, which reaches a maximum of 99.7%. The perfect absorp-
tion wavelength is slightly shorter than λENZ, as predicted in our
previous work30. The experimental measurements are in excellent
agreement with the model. We measured the reflectance spectra
of the sample at incident angles of 30°, 50° and 70° under
p-polarized light using an infrared spectral ellipsometer. As shown
in Fig. 2d, the minimum measured reflectance of the sample is
1.0% at θ ≈ 50° and at λ = 2.08 μm. The full-width at half-
maximum (Δλ) of the resonance is 0.17 μm, which results in a
Q-factor (Q = λ/Δλ) of 12. Such a near-perfect absorption and high
Q-factor cannot be obtained with ITO and GZO using a similar
design scheme because of their significantly lower electron mobili-
ties (Supplementary Fig. 2). Moreover, we observe a nearly flat spec-
tral response of our CdO-based perfect absorber for s-polarized light
across the wavelength range of our interest, with a reflectance greater
than 90% (Supplementary Fig. 3). This flat response is verified
experimentally in Fig. 2d, where we also report the reflectance spec-
trum of the sample at the incident angle of 50° under s-polarized
light. The strong polarization dependence of the CdO-based
perfect absorber is generated from the cavity design30–32 rather
than from any material birefringence of CdO. In Fig. 2e, we plot
the dispersion relation of the three-layer structure (Supplementary
Note 2). The blue curve in the light cone of MgO indicates a
leaky mode that has been called the Berreman mode31,32, and that
can be excited from free space. The red curve that lies beyond the
light line of MgO represents a bound mode identified as the ENZ
mode31,32, which requires an additional coupling mechanism, such
as a prism, to be excited. The origin of the near-perfect absorption
is the perfect impedance match to the CdO film clad with MgO as a
superstrate and gold as a substrate (Luk et al. give more details about
the physical origin of perfect absorption30). We also find that the
perfect absorption resonance is robust against a large variation of
the CdO thickness between 50 and 100 nm, provided that the
incident angle is finely tuned between 45° to 60° to satisfy the impe-
dance-matching condition (see Supplementary Fig. 4). To under-
stand the spatial dependence of the absorption, we performed
full-wave finite-difference time domain (FDTD) simulations
(Methods) with the realistic material and geometric parameters of
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Figure 1 | Schematic of a switchable reflective polarizer. a, Schematic
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Recall earlier example
• Changing in carrier density via short pulse absorption can modulate 

plasmon resonance in CdO
• Can we modulate and control plasmon lifetimes with heat?
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has been discussed comprehensively in previous literature21,23.
On photoexcitation, the initial non-equilibrium hot-electron distri-
bution quickly thermalizes into a hot Fermi distribution, f(E,T(t)),
where T(t) is the time-dependent electron temperature. Owing
to the non-parabolicity of the Γ valley of the conduction band of
CdO, the time-dependent meff(t) of the photoexcited electrons
is strongly dependent on the Fermi distribution function as
determined by35:

meff (t) =
h− 2 ∫ f (E,T(t))dk

∫ f (E, T(t))(d2E/dk2)dk
(3)

where h− is the Planck constant, E is the energy and k is the wave
vector of the electrons. We modelled the plasma frequency of the
CdO film as a function of meff(t) and T(t) (Supplementary Note 4
and Supplementary Fig. 7). The meff(t) of the photoexcited elec-
trons is largest immediately after thermalization, and gradually
decreases as the electron loses its energy and re-establishes equili-
brium with the lattice by electron–phonon coupling. The change
in the effective mass alters the permittivity of CdO according to
equation (1), and concomitantly redshifts the spectral position of
the Berreman mode. As shown in Fig. 3e, we fitted the experimen-
tal ΔOD spectrum by varying the values of ωp and γ of the CdO

film, and observed an increased plasmon damping because of
increased electron–electron and electron–phonon scattering at an
elevated electron temperature T, which may account for the incom-
plete switch-off of the reflectance at 2.23 μm. The plasmon
damping decreases simultaneously as the electrons cool back
down. Furthermore, by selectively changing ωp and γ of the CdO
film in the fitting process, we confirmed that the modulation of
ωp plays a dominating role in the large reflectance amplitude
modulation we observe.

Ultrafast polarization switching
The huge modulation depth and the polarization selectivity of the
CdO-based perfect absorber make it an ideal platform for active
polarization control, using the scheme discussed in Fig. 1. To
demonstrate such a capability experimentally, we set the input
probe pulse to be linearly polarized at 45° (half p-polarized and
half s-polarized) with a 50° incident angle. After impinging on
the sample, the polarization states of the reflected beams can be
analysed with a rotating phase retarder and a fixed polarizer
(Fig. 4a and Methods). We summarize in Fig. 4b the predicted
output polarization with and without a pump, at 2.08 and
2.23 μm, respectively.

The experimentally measured polarization states of the reflected
waves are shown in Fig. 4c,e. For an incident wavelength at 2.08 μm,
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Figure 3 | Ultrafast amplitude modulation via intraband resonant pumping of the CdO-based perfect absorber. a, Schematic of the pump–probe
measurement set-up. b, The ΔOD map as a function of wavelength and delay time. c, Line scans of the absolute reflectance of the sample versus delay time
at 2.08 and 2.23 μm (at the vertical blue and red dashed lines in b, respectively). The pump-fluence dependence is shown by the blue solid and dashed lines.
d, Schematic illustration of ultrafast dynamics in the CdO film, which consists of photoexcitation, hot-electron redistribution and cooling. The black dashed
line represents the parabolic approximation. e, The experimental ΔOD spectrum (at the horizontal orange dashed line in b) along with the numerical fit by
selectively changing ωp and γ. The table in the inset presents the measured meff, ωp, γ and λENZ without a pump, and the fitted meff, ωp, γ and λENZ with
a pump.
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has been discussed comprehensively in previous literature21,23.
On photoexcitation, the initial non-equilibrium hot-electron distri-
bution quickly thermalizes into a hot Fermi distribution, f(E,T(t)),
where T(t) is the time-dependent electron temperature. Owing
to the non-parabolicity of the Γ valley of the conduction band of
CdO, the time-dependent meff(t) of the photoexcited electrons
is strongly dependent on the Fermi distribution function as
determined by35:

meff (t) =
h− 2 ∫ f (E,T(t))dk

∫ f (E, T(t))(d2E/dk2)dk
(3)

where h− is the Planck constant, E is the energy and k is the wave
vector of the electrons. We modelled the plasma frequency of the
CdO film as a function of meff(t) and T(t) (Supplementary Note 4
and Supplementary Fig. 7). The meff(t) of the photoexcited elec-
trons is largest immediately after thermalization, and gradually
decreases as the electron loses its energy and re-establishes equili-
brium with the lattice by electron–phonon coupling. The change
in the effective mass alters the permittivity of CdO according to
equation (1), and concomitantly redshifts the spectral position of
the Berreman mode. As shown in Fig. 3e, we fitted the experimen-
tal ΔOD spectrum by varying the values of ωp and γ of the CdO

film, and observed an increased plasmon damping because of
increased electron–electron and electron–phonon scattering at an
elevated electron temperature T, which may account for the incom-
plete switch-off of the reflectance at 2.23 μm. The plasmon
damping decreases simultaneously as the electrons cool back
down. Furthermore, by selectively changing ωp and γ of the CdO
film in the fitting process, we confirmed that the modulation of
ωp plays a dominating role in the large reflectance amplitude
modulation we observe.

Ultrafast polarization switching
The huge modulation depth and the polarization selectivity of the
CdO-based perfect absorber make it an ideal platform for active
polarization control, using the scheme discussed in Fig. 1. To
demonstrate such a capability experimentally, we set the input
probe pulse to be linearly polarized at 45° (half p-polarized and
half s-polarized) with a 50° incident angle. After impinging on
the sample, the polarization states of the reflected beams can be
analysed with a rotating phase retarder and a fixed polarizer
(Fig. 4a and Methods). We summarize in Fig. 4b the predicted
output polarization with and without a pump, at 2.08 and
2.23 μm, respectively.

The experimentally measured polarization states of the reflected
waves are shown in Fig. 4c,e. For an incident wavelength at 2.08 μm,
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Figure 3 | Ultrafast amplitude modulation via intraband resonant pumping of the CdO-based perfect absorber. a, Schematic of the pump–probe
measurement set-up. b, The ΔOD map as a function of wavelength and delay time. c, Line scans of the absolute reflectance of the sample versus delay time
at 2.08 and 2.23 μm (at the vertical blue and red dashed lines in b, respectively). The pump-fluence dependence is shown by the blue solid and dashed lines.
d, Schematic illustration of ultrafast dynamics in the CdO film, which consists of photoexcitation, hot-electron redistribution and cooling. The black dashed
line represents the parabolic approximation. e, The experimental ΔOD spectrum (at the horizontal orange dashed line in b) along with the numerical fit by
selectively changing ωp and γ. The table in the inset presents the measured meff, ωp, γ and λENZ without a pump, and the fitted meff, ωp, γ and λENZ with
a pump.
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Nonequilibrium electrons to control CdO plasmons
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which, assuming that the films behave as Drude metals, is given
by

ε ω ε
ω

ω ω
= −

+ Γ∞( )
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p
2

2 (3)

where ε∞ is the high-frequency dielectric constant (4.9−5.5 for
CdO),23 Γ is the damping rate, which is inversely proportional

to mobility, and ω ε= *ne m/p
2

0 is the plasma frequency,
which is proportional to the square root of electron
concentration. For CdO, the electron effective mass m* is
0.21.33 The carrier concentrations achievable here correspond
to plasma frequencies in the near-IR, which will lead to surface
plasmon and ENZ modes in the near- to mid-IR. This approach
(i.e., using the Drude model to relate carrier concentration and
mobility to the dielectric function) is widely and successfully
used to model the mid- and near-IR optical and plasmonic
properties of highly doped oxide semiconductors.3,5−7,12,14,34

Note that the ε∞ term generally captures the response of the
charged lattice ions to incident light, as long as the energies are
far away from the optical phonon modes of the lattice, avoiding
the need to modify the dielectric function to include dispersive
lattice vibrations as in ref 35. This is not necessary for CdO,
which has optical phonon modes of energies around 300−450

cm−1,36 which is far from the spectral regions examined here.
ENZ modes at comparable energies would correspond to free
carrier concentrations of ≲5 × 1018 cm−3, about an order of
magnitude lower than measured here.
We expect F:CdO films to support an ENZ mode when the

following relation is satisfied:
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where d is film thickness, ω ε= −ωk k( )z i i c,
2 22

2 is the square of
the longitudinal (i.e., perpendicular to the film surface in the z
direction) wavenumber in layer i (1 = free space, 2 = F:CdO, 3
= sapphire), εi is the relative permittivity of the layer, and k|| is
the transverse (i.e., parallel to the film surface) wavenumber,
with Re(kz,i) + Im(kz,i) ≥ 0.37 Equation 4 results from solving
Maxwell’s equations in the absence of external excitations for
the thin film system considered here, and the (k||, ω) pair that
satisfies the equation defines the ENZ mode of the system. The
physical basis for ENZ modes in plasmonic materials is
thoroughly discussed elsewhere,37−39 but for the purposes of
this report, the ENZ mode can be considered to be the long-
range surface plasmon in the limit of very thin films well below

Figure 3. IR-VASE measurements of very thin films of F:CdO in the Kretschmann configuration, with reflectivity plotted as the ratio of p-polarized
to s-polarized light. (a) Simulated and experimentally measured reflectivity curves for a F:CdO film (sample f in Table 1), along with the simulated
real and imaginary parts of the dielectric function. (b) Experimental reflectivity curves for several F:CdO films with varying carrier concentration. For
ease of visual comparison, the data are normalized to the reflectivity minima and flat film reflectivity at 5000−6000 cm−1. The letters beneath each
curve correspond to the sample ID in Table 1, which shows the electronic and optical properties of each sample. (c) Simulated mid-IR reflectivity
map for sample f. (d) Experimental mid-IR reflectivity map for sample f. The dashed horizontal line cuts in the reflectivity maps correspond to the
simulated and experimental curves shown in part a.
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Pump electrons in Au, probe plasmon in CdO

How is the IR plasmon response of CdO impacted by 
ballistic thermal injection?
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Pump electrons in Au, probe plasmon in CdO
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Pump electrons in Au, probe plasmon in CdO
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15 nm HfO2 layer prevents any 
electron energy from moving 

from Au to CdO, resulting in no 
measurable response
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Measuring thermal lifetimes/scattering rates
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Spectral measurements of phonon lifetimes
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!Table II, Fig. 9", and lowers the thermal conductivity !Fig.
8". From the Py-Al trend, Dreyer’s66 ‘‘almandine’’ sample
contains about 30% pyrope.
The grossular-andradite binary could not be adequately fit

to any polynomial. Instead, the data were modeled by two
quadratic fits for the high-Al and high-Fe3! ends of the
curve !Fig. 8". This complicated fit is needed to describe the
asymmetry of the Gr-An series, particularly the steep rise at
high Gr content !Fig. 8". Such a steep rise probably does not
occur at high Py content for the Py-Al binary because
pyrope-rich samples have two pairs of IR peaks that are
degenerate,23 providing a large FWHM, which limits the rise.
The steep trend observed for doped YAG samples occurs
because YAG, similar to grossular, has narrow and well-
resolved IR peaks.
The model predicts k"8–8.5 W/m K for grossular, 6

W/m K for pyrope, and 5 W/m K for almandine and andra-
dite !Table IV". The thermal conductivity of spessartine and
uvarovite should also be about 5 W/m K. From Fig. 8 and the
experimental data !Table III", garnets with a high degree of
solid solution !i.e., most natural garnets" will have k between
3 and 3.5 W/m K.
The nonlinear dependence of k !Fig. 8" must be due to

changes in the FWHM because all the other physical prop-
erties in Eqs. !10" and !11" depend nearly linearly on com-
position !Fig. 7". The average FWHM has a minimum near
the middle of the two binaries examined here !Fig. 10". The
asymmetry of the thermal conductivity curves !Fig. 8" is also
repeated in the FWHM !Table IV, Fig. 10". The precise na-
ture of the compositional dependence of FWHM is compli-
cated by factors such as accidental degeneracy. Chemistry
appears also to be a factor as the Fe3! end members for both
the Ca and Y garnets have broader peaks. Two-mode
behavior62 pertains because the existence of local modes pro-
vides additional opportunities for phonon-scattering; hence,
lifetimes are shorter and peaks are broader overall. One-
mode behavior can also provide peak broadening.71 The un-

derlying reason for the mimima in the average FWHM is
disorder on the sites. The existence of the minima near the
middle of both series and the similar values for the average
FWHM near the minimum suggests that grossular-andradite
series is disordered by the same amount as the pyrope-
almandine series. Thus, the birefringence seen for these
samples, which is common in such garnets, is not compatible
with ordering on the various sites.
The importance of the FWHM to the thermal conductivity

is emphasized in Fig. 11, which shows that the measured k
correlates linearly with the average FWHM from garnets
with similar composition. This correlation has scatter be-
cause the sound speeds and other relevant parameters in Eq.
!11" are not accounted for. The correlation !Fig. 11" empha-
sizes the wide variation in FWHM that is possible for one
given structure, and confirms that phonon-scattering life-
times are represented by FWHM in IR spectra.

VIII. CONCLUSIONS

The results affirm the validity of utilizing phonon life-
times implicit in the damped harmonic oscillator model in

FIG. 9. Calculated values of #2 for samples 41 (Al100),
11 (Al82Py18), and 33 (Al50Gr6Py44), showing the widening of
cation-translation peaks with increasing disorder on the X lattice
site. Most modes behave similarly.

FIG. 10. Compositional dependence of the FWHM !Tables II,
III, and IV". Triangles with solid line: pyrope-almandines; open
triangles: pyrope-almandines with high Ca which are not included
in the curve fit. Squares and broken line: grossular-andradites. The
lines are cubic fits.

FIG. 11. Relationship of measured thermal conductivity to IR
peak widths obtained from similar samples !Table III". Triangles:
pyrope-almandines; squares: grossular-andradites; diamonds: syn-
thetic garnets. The solid line is a linear fit to the data; R"0.95.
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lifetimes are shorter and peaks are broader overall. One-
mode behavior can also provide peak broadening.71 The un-

derlying reason for the mimima in the average FWHM is
disorder on the sites. The existence of the minima near the
middle of both series and the similar values for the average
FWHM near the minimum suggests that grossular-andradite
series is disordered by the same amount as the pyrope-
almandine series. Thus, the birefringence seen for these
samples, which is common in such garnets, is not compatible
with ordering on the various sites.
The importance of the FWHM to the thermal conductivity

is emphasized in Fig. 11, which shows that the measured k
correlates linearly with the average FWHM from garnets
with similar composition. This correlation has scatter be-
cause the sound speeds and other relevant parameters in Eq.
!11" are not accounted for. The correlation !Fig. 11" empha-
sizes the wide variation in FWHM that is possible for one
given structure, and confirms that phonon-scattering life-
times are represented by FWHM in IR spectra.

VIII. CONCLUSIONS

The results affirm the validity of utilizing phonon life-
times implicit in the damped harmonic oscillator model in

FIG. 9. Calculated values of #2 for samples 41 (Al100),
11 (Al82Py18), and 33 (Al50Gr6Py44), showing the widening of
cation-translation peaks with increasing disorder on the X lattice
site. Most modes behave similarly.

FIG. 10. Compositional dependence of the FWHM !Tables II,
III, and IV". Triangles with solid line: pyrope-almandines; open
triangles: pyrope-almandines with high Ca which are not included
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grating [Fig. 1(d)],

kSP ¼ k0 sin (θ)þ
2mπ
d

, (4)

where d is the grating period and m is an integer. This is essen-
tially a form of Bragg scattering—light interacts with the grating,
coupling into diffractive modes, which results in a slowing of the
light propagation. In all of these approaches by changing the
angle of incidence θ, the momentum at a given incident fre-
quency can be tuned to match the momentum offset between
free-space light and the polariton mode [see Fig. 1(a)]. The final
method of exciting surface polaritons is by coupling free-space light
to subwavelength particles [Fig. 1(e)], where the additional momen-
tum is provided by Mie scattering from the small particle size.18 This
is visualized for spherical particles in Fig. 1(e), but is generally
observed in a range of resonant nanoparticle geometries fabricated
via top-down58–60 or bottom-up approaches.61 Note that in this case
we are generally exciting localized polaritons, as opposed to the
propagating modes excited via prism or grating coupling. The result
is the formation of a resonant antenna that can be deeply subdiffrac-
tional in scale, with the resonant frequency determined by the shape
and size of the structure. Therefore, by plotting the resonant fre-
quency as a function of nanoparticle size and/or shape, the surface
polariton dispersion can again be extracted, analogous to Fig. 1(a).
Nanoparticle scattering is also the methodology behind the stimula-
tion of polaritons within the near-field optical microscopy tech-
niques, which will be covered later in this tutorial. While the above
description describes any polaritonic system (including those in both
visible and infrared), the IR poses a unique set of challenges when

compared to the near-IR or visible including the longer free-space
wavelengths, associated window materials, detectors, and sources.

The remainder of this tutorial article will introduce the appro-
priate measurement techniques, beginning with FTIR spectroscopy,
the predominant method for collecting spectra within the MIR to
FIR. We will then highlight methods for measuring spectra from
smaller regions of interest including FTIR microscope operation
and nano-FTIR and scanning optical probe techniques. We follow
this up by discussing the additional challenges associated with such
measurements in the FIR. Building upon this introduction, we then
provide a few key examples where some of these techniques have
been implemented previously in the literature.

III. MEASUREMENT TECHNIQUES

In this section of the tutorial, we aim to describe the variety of
experimental techniques which can be employed to excite, measure,
characterize, and investigate polaritonic materials in the MIR to
FIR, summarized in Table I. We begin by discussing the workhorse
of IR spectroscopy, the FTIR, which can be used to characterize the
IR optical properties of bulk materials over large areas and broad
spectral bands. However, traditional FTIR spectroscopy is not
always suitable for probing ultrathin films, small areas, or singular
features. Moreover, without coupling mechanisms capable of
momentum-matching incident light from the broadband source of
the FTIR, direct measurement of polaritonic modes is not possible.
For this reason, we extend our discussion of FTIR spectroscopy to
cover the attenuated total reflectance (ATR) technique, which is
capable of probing weakly absorbing thin films and modes with
momenta larger than that of free-space light. We also discuss FTIR
microscopy for spectroscopic probing of small (but still diffraction-

FIG. 1. Surface polariton dispersion and coupling, adapted from Folland and Caldwell, in Quantum Nano-Photonics, edited by B. Di Bartolo, L. Silvestri, and M. Cesaria
et al. (Springer Netherlands, Dordrecht, 2018), p. 235. (a) The dispersion relationship for electromagnetic waves in a polar semiconductor, highlighting the region between
ωTO and ωLO which supports surface phonon polaritons. (b)–(e) Due to the momentum mismatch between free-space light and polaritons, methods to probe them require
this mismatch to be overcome. This can be realized by coupling light to the polaritonic medium through a high-index prism in either the (b) Kretschmann or (c) Otto config-
urations, by (d) imparting higher momentum through grating coupling or (e) through nanostructuring of the polaritonic medium, resulting in sub-diffractional resonant
cavities.
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• Light couples with electric 
dipole creating quasiparticle

• At IR wavelengths: Phonon 
polariton!

• Quasiparticle can propagate at 
~1% of the speed of light!

Phonons
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• Phonon-polaritons (PhP) in h-BN exist in Reststrahlen band 
bounded by optical phonon energies at G-point
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Group (d–f).
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Second-order Raman scattering by the longitudinal optical
phonons when compared to the transverse modes is some-
what larger in intensity than expected from the phonon den-
sity of states, see Fig. 3. Also, the peaks and dips that corre-
spond to Raman scattering by LO phonons from high-
symmetry points in the Brillouin zone are better seen in the
experiment than in the calculations. The LO phonons belong
to the totally symmetric representation in most parts of the
Brillouin zone. Totally symmetric modes often have a par-
ticularly large electron-phonon interaction. This explains the
higher intensities of the LO related features in the Raman
spectrum when compared to the phonon density of states.
Judging from our second-order spectra, the calculation by

Karch and Bechstedt59 gives a most reliable description of
the phonon dispersion in cubic boron nitride. Our experi-
ments confirm the strong dispersion of the acoustic phonons.
The transverse and longitudinal optical branches of cubic BN
do not cross along !-L as in many other III-V
semiconductors.59 This results in the two separate frequency
ranges for the LO and TO branches, which we found experi-
mentally as well.

B. Hexagonal boron nitride

In Fig. 4 we show the second-order Raman spectrum of
hexagonal boron nitride !full line". As for cubic boron nitride
several features from higher-order Raman scattering are
clearly observed in the spectra in our UV Raman measure-
ment. The broken line in Fig. 4 is the ab initio phonon den-
sity of states by Kern et al.;28 similar results were obtained
by Yu et al.29 and also in calculations of a single sheet of
hexagonal BN.25,26 The agreement between the calculated
phonon density of states and the second-order Raman mea-
surements is very good, especially, at high phonon energy.

The most prominent maxima in the density of states have
their counterparts in the measured spectrum. In the following
we discuss the different parts of the second-order spectrum
starting from the highest energies, where the agreement be-
tween theory and experiment is best.
For the following discussion we reproduced the calculated

phonon dispersion by Kern et al.28 in Fig. 5. We assigned all
the phonon branches by their irreducible representations in
the interior of the Brillouin zone.
The extremely sharp feature at 2540 cm−1 in Fig. 4 comes

from the overtones of the flat transverse optical branch be-
tween the M and K point of the BN Brillouin zone. This peak
is labeled 2TO!KM" in Fig. 4, all frequencies are compiled
in Table IV. The full width at half maximum of the
2TO!KM" peak is 80 cm−1, implying a band width of
40 cm−1 between M and K. The frequency of the transverse
optical band in boron nitride thus varies by only 7% between
its maximum at the ! point and the minimum at M. In
graphite—a structurally related compound—the correspond-
ing value is 20%.60 The reason for the large differences in the
phonon dispersion of hexagonal BN and graphite is that
graphite is a semimetal. This gives rise to Kohn anomalies
and a strong softening of some phonon modes in graphite.61
Above 2540 cm−1 the phonon density of states in Fig. 4

sharply decreases and the step at 2730 cm−1 marks twice the
frequency of the Raman-active ! point mode. The second-
order value for the !-point frequency !1365 cm−1" is in ex-
cellent agreement with the first-order Raman measurement
discussed in Sec. III.
The peak at 2940 cm−1 !labeled overb. in Fig. 4" is asso-

ciated with the overbending of the in-plane longitudinal op-
tical phonon. The highest frequency of the !5

+ or E2g high-
energy phonon is not at the ! point, but at approximately 1/2

FIG. 4. Second-order Raman scattering in hexagonal boron ni-
tride. The full line is the experimental spectrum. The broken line is
the phonon density of states after Kern et al. !Ref. 28"; the frequen-
cies were multiplied by 2. For the most prominent features in the
second-order spectrum the assignment is indicated, see Table IV for
the measured frequencies and Fig. 5 for the labeling of the
branches. Compared to Fig. 1!b" the y scale is expanded by a factor
of 300.

FIG. 5. Phonon dispersion of hexagonal boron nitride calculated
by Kern et al. !Ref. 28". The phonon branches at the high-symmetry
points and lines in the Brillouin zone were assigned to the irreduc-
ible representations of the BN group. The numbers correspond to
the subscript of the irreducible representation and the "/# sign to
the superscript. For example, the two lowest branches at the M
point labeled 2− and 3+ belong to the M2

− and M3
+ representation.

The degeneracy of these two phonons is accidental. At the high-
symmetry points all phonon overtones and the following combina-
tions give rise to in-plane polarized second-order Raman scattering
!1
±

! !5
±, !2

±
! !6

±, M3
±

!M4
±, M1

±
!M2

±, K1,2!K5, and K3,4!K6.
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• Can we modulate and control PhP lifetimes with heat?

Will Hutchins
Daniel Hirt

Au film
h-BN flake

520 nm pump heats 
Au film in < 5 ps

exponential rise in the signal, qualitatively similar to the expected
increase in lattice temperature following pulsed excitation. Indeed,
using the same least squares minimization routine as performed
for probe wavelengths in the visible, we find a constant electron–
phonon coupling factor for both UV and NIR probes, regardless
of fluence. Additionally, the rise time is in excellent agreement
with our first-principles calculations. This finding of a constant G
is in contrast to a number of experimental works, including our
own data at visible wavelengths. Nonetheless, the finding of cons-
tant electron–phonon coupling factor is in excellent agreement
with computational and theoretical approaches for the electron
temperatures observed in this work, as well as experimental works
that directly monitor the decay of the Fermi–Dirac distribution19

or the lattice via ultrafast electron diffraction.39 We attribute the
discrepancy between our data far from interband transitions and
previous experimental works/our visible data to the assumed rela-
tions defining the thermo-optic coefficients at visible wavelengths.
We compare our data to an array of literature values for the elec-
tron–phonon coupling factor of thin Au films and nanoparticles
and show excellent agreement with works that directly monitor
the electron temperature evolution of Au.19 Additionally, G mea-
sured with probe wavelengths far from the smeared Fermi–Dirac
distribution is found to be relatively constant, in agreement with
both recent ab initio calculations,40 including work37 that relied
on the same computational methodologies described within this
work, and analytical formalisms Eq. (2); these data are summar-
ized in Fig. 4(b).

III. CONCLUSION

We demonstrate through a combination of pump–probe mea-
surements with wavelengths spanning UV (285 nm) through the
NIR (1500 nm) paired with ab initio calculations that the electron–
phonon coupling factor of Au is constant up to electron tempera-
tures of at least 2000 K. At wavelengths far from the interband
transition of Au, the modulated probe response is dominated by
the lattice temperature and allows one to avoid convoluted optical
models to interpret the transient response. Additionally, although
the static optical response of Au can be described through the
Drude model, Fermi-smearing invalidates the use of a perturbed
Drude model to describe the modulated response for most visible
wavelengths. Thus, while more advanced measurement techniques
that can directly monitor transient atomic temperatures (e.g.,
ultrafast diffraction experiments) provide excellent insight into
inter-particle scattering and coupling,39 similar information on
the lattice response can be obtained through optical reflectivity
measurements, as shown in this work.

Based on the results within, this work elucidates upon the
optical regime in which one can perform pump–probe studies to
simplify the optical response of Au, which should be easily
extended to other metals/materials. In particular, we demonstrate
that one can directly interrogate the lattice temperature of metals,
without obfuscation of hot electrons, by utilizing probe wavelengths
that are sufficiently far from optically induced interband transi-
tions; with any a priori knowledge on the band structure of a given
metal, the probe wavelength can be chosen to be within this

FIG. 4. (a) Experimental pump–probe data at a wavelength of 1300 nm for fluences corresponding to electron temperature rises of !1100 K (black squares) and
!2200 K (blue circles and magenta diamonds) demonstrate the transient reflectivity is dominated by the lattice temperature of the Au, thus eliminating interband contribu-
tions. (b) Measured electron–phonon coupling factor from this work’s ultrafast pump–probe experiments (symbols), ab initio calculations (dashed red and dotted black
lines), and calculated from Eq. (2) (solid blue line). At visible probe wavelengths, the measured G displays anomalous nonlinearities due to an incorrect application of the
Drude model, whereas probe wavelengths that measure far from perturbations of the Fermi–Dirac distribution (e.g., probe via intraband excitations) is relatively constant as
a function of electron temperature, up to electron temperatures of !2500 K. We find a constant electron–phonon coupling factor that is in excellent agreement with previous
works that directly monitor the electron temperature distribution.19
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• MIR time delayed probe of DR across upper 
Reststrahlen band

• How does heat from Au indirectly change PhP in 
h-BN?

Silicon substrate
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• Short times (10 ps), gold radiatively couples to PhPs in h-BN
• Too short time for phonon TBC causing optical phonon heating
• Reststrahlen band too high energy for thermalized distribution 

from phonon conduction
• Radiatively excited PhP in h-BN decays into thermalized 

optical phonon distribution
• PhP sinks heat from Au via radiation faster than other optical 

phonon modes from conduction
• Conductive processes at long time, MIR probes optical phonon 

reflectivity changes due to Au heating
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• Temperatures of PhP modes decay an order of magnitude faster 
than non-PhP modes

• Order of magnitude enhance thermal conductance away from 
hot spot (Au/h-BN thermal boundary conductance increase)



Implication: Radiation heat sinking?? Radiation detection??
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Fundamentals of Heat and 
Mass Transfer



Outline
1.What makes a high and low thermal conductivity material – an 

electron and phonon nanoscale perspective
2.Thermal conductivity of thin films: how film dimensional and 

growth conditions can lead to interfaces and defects that scatter 
electrons and phonons, thus reducing the thermal conductivity of 
materials

3.Thermal conductivity measurements: thin film methods
4.Thermal boundary resistance: coherent and incoherent heat 

transfer across interfaces in nanostructures
5.Coupled nonequilibrium heat transfer: Energy coupling among 

electron, phonons and photons including ultrafast laser pulse 
effects

6.Heat transfer in materials during synthesis and manufacturing, 
including plasma-material interactions during deposition and laser-
based manufacturing



Deposition/processing effects on 
thermal conductivity
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Atomic layer deposited (ALD) high-dielectric-constant (high-k) materials have found extensive applications in a variety of electronic,
optical, optoelectronic, and photovoltaic devices. While electrical, optical, and interfacial properties have been the primary consider-
ation for such devices, thermal and mechanical properties are becoming an additional key consideration for many new and emerging
applications of ALD high-k materials in electromechanical, energy storage, and organic light emitting diode devices. Unfortunately, a
clear correspondence between thermal/mechanical and electrical/optical properties in ALD high-k materials has yet to be established,
and a detailed comparison to conventional silicon-based dielectrics to facilitate optimal material selection is also lacking. In this
regard, we have conducted a comprehensive investigation and review of the thermal, mechanical, electrical, optical, and structural
properties for a series of prevalent and emerging ALD high-k materials including aluminum oxide (Al2O3), aluminum nitride (AlN),
hafnium oxide (HfO2), and beryllium oxide (BeO). For comparison, more established silicon-based dielectrics were also examined,
including thermally grown silicon dioxide (SiO2) and plasma-enhanced chemically vapor deposited hydrogenated silicon nitride
(SiN:H). We find that in addition to exhibiting high values of dielectric permittivity and electrical resistance that exceed those of SiO2
and SiN:H, the ALD high-k materials exhibit equally exceptional thermal and mechanical properties with coefficients of thermal
expansion ≤ 6 × 10–6 /◦C, thermal conductivites (κ) of 3–15 W/m K, and Young’s modulus and hardness values exceeding 200 and
25 GPa, respectively. In many cases, the observed extreme thermal/mechanical properties correlate with the presence of crystallinity
in the ALD high-k films. In contrast, some of the electrical and optical properties correlate more strongly with the percentage of
ionic vs. covalent bonds present in the high-k film. Overall, the ALD high-k dielectrics investigated concurrently exhibit compelling
thermal/mechanical and electrical/optical properties.
© The Author(s) 2017. Published by ECS. This is an open access article distributed under the terms of the Creative Commons
Attribution 4.0 License (CC BY, http://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse of the work in any
medium, provided the original work is properly cited. [DOI: 10.1149/2.0091710jss] All rights reserved.
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The drive to reduce gate leakage currents in highly scaled comple-
mentary metal–oxide–semiconductor (CMOS) transistors has led to
the exploration and development of a wide variety of high-dielectric-
constant (high-k) materials to replace silicon dioxide (SiO2) as the
insulating gate dielectric material.1–8 Many of these same high-k ma-
terials have found additional applications in future non-CMOS logic
and memory storage products such as solid-state electrolytes in resis-
tive switching devices,9,10 tunnel barriers in spin-transport devices,11

and as a ferroelectric in magnetoelectric devices.12,13 They have also
enabled significant performance gains in a wide variety of energy
storage,14,15 photovoltaic,16,17 optoelectronic,18 high-frequency,19,20

high-power,21 and high-temperature devices.22 Due to exceptional
thickness control and uniformity, atomic layer deposition (ALD) has
become the preferred method for depositing most high-k dielectric
materials in micro-/nano-electronic applications.23 The low deposi-
tion temperature,23 excellent surface topography coverage,23–25 low
pinhole/defect density,26,27 high mass/atomic density,28 and thermody-
namic stability29 of ALD high-k materials have further enabled these
materials to serve additional roles in complex interference coatings30

as well as in moisture,31 oxygen,32 and metal33 diffusion barriers
in hermetic packaging,34 organic light emitting diode,35 and metal
interconnect36 applications.
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While electrical, physical, and thermodynamic properties have
clearly been a key consideration in all of the above applications,
thermal properties have become an additional important consider-
ation for higk-k dielectrics as aggressive dimensional scaling of
devices has created the need to dissipate significant amounts of
heat at the macroscale37,38 and self-induced device heating effects
have become significant reliability concerns at the nanoscale.39–41

The mechanical properties of high-k dielectrics have also become
a key consideration for the implementation of these materials in
various nanoelectromechanical (NEM)42,43 and flexible micro-/nano-
electronic devices.44,45 For such devices, knowledge of properties such
as Young’s modulus and film stress are critical for predicting the flex-
ure and resonance frequencies of bridged and cantilevered switches
and sensors,46–49 stretched transistor device performance,50,51 buck-
ling failures in nanopatterned structures,52,53 and macroscale buckling
and nanoscale wrinkling effects for stiff high-k films deposited on
compliant polymeric substrates.54,55

Unfortunately, only a limited number of studies have reported
on the thermal56–59 and mechanical42,60–66 properties of ALD high-
k dielectric materials, and the numerous reviews2–8 of high-k di-
electrics have focused primarily on the electronic structure and
interfacial properties of high-k dielectrics from a CMOS device per-
spective. To the authors’ knowledge, a clear correspondence between
thermal/mechanical and electrical/optical properties for ALD high-k
dielectrics has yet to be established. In this regard, we have conducted
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Density dependence of the room temperature thermal conductivity of atomic
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We report on the thermal conductivity of atomic layer deposition-grown amorphous alumina thin
films as a function of atomic density. Using time domain thermoreflectance, we measure the thermal
conductivity of the thin alumina films at room temperature. The thermal conductivities vary !35%
for a nearly 15% change in atomic density and are substrate independent. No density dependence of
the longitudinal sound speeds is observed with picosecond acoustics. The density dependence of
the thermal conductivity agrees well with a minimum limit to thermal conductivity model that is
modified with a differential effective-medium approximation. VC 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4885415]

For organic and biological devices, chemically stable,
low thermal conductivity (j) materials present a non-
destructive means to provide thermal isolation.1 A biologically
stable,1 chemically inert,2–4 and low thermal conductivity5

material commonly used in such devices is amorphous alu-
mina (a-Al2O3). Similar to other amorphous materials,6–10 the
low thermal conductivity of a-Al2O3 is reduced further with
sufficient reduction of atomic density (n). Deposition methods
for growth of a-Al2O3, such as rf-sputtering,11 dc-sputtering,11

and atomic layer deposition (ALD), can create samples with a
range of atomic densities depending on the growth conditions
and kinetics. Therefore, in addition to providing insight into
the role of atomic density on thermal conductivity, under-
standing the relationship between j and n will provide valida-
tion of the quality of the various a-Al2O3 growth techniques.

In response, we measure the thermal conductivity of
ALD-grown a-Al2O3 thin films as a function of atomic den-
sity. By varying the temperature during ALD, we synthesize
a-Al2O3 thin films with atomic densities ranging from 2.66
to 3.07 6 0.05 g/cm3. We find that the thermal conductivity
of ALD-grown a-Al2O3 varies appreciably with density; for
a 13% change in volumetric mass density, the thermal con-
ductivity varies nearly 35%. To elucidate the origin of the
relationship between j and n, we apply the differential
effective-medium (DEM) approximation to the theoretical
minimum limit to thermal conductivity.12 At sufficiently
high densities, the thermal conductivity is matched reason-
ably well by the minimum limit model. At lower densities,
however, the data agree well with the DEM approximation,
which attempts to describe altered material properties in het-
erogeneous solids of multiphase nature.10 With picosecond
acoustic measurements of sound speed in our ALD-grown
a-Al2O3 thin films, we determine that reduction in sound
velocity is not the origin of the density dependence of the
thermal conductivity. Our data, when compared in context
with previous measurements of the thermal conductivity of

rf and dc-sputter deposition-grown a-Al2O3 (Ref. 11), indi-
cate that this strong density dependence of the thermal con-
ductivity of ALD a-Al2O3 could be an intrinsic property of
a-Al2O3.

The amorphous Al2O3 thin films were deposited onto
single crystal (100) Si and z-cut quartz wafers by ALD in a
custom-built, hot-walled, flow tube reactor. Nitrogen carrier
gas flow (99.999% purity, National Welders) was metered
with a mass flow controller to 300 SCCM and exhausted
through a rotary vane pump. Precursor delivery was con-
trolled electronically by a LabVIEW sequencer.
Trimethylaluminum (TMA, Strem Chemicals) and reagent
grade water (Ricca Chemicals) were used as precursors.
Films were deposited at growth temperatures ranging from
50 "C to 250 "C to vary film density. All films were proc-
essed at 2 Torr of N2 carrier gas using a sequence of 0.05 s
TMA, 60 s N2 purge, 0.05 s H2O, 60 s N2 purge for a total
of 500 cycles. Film thickness and refractive index were
assessed with a J. A. Woollam Alpha-SE Spectroscopic
Ellipsometer using a Cauchy model. The refractive index of
our thin films at 632.8 nm as a function of sample growth
temperature is plotted in Fig. 1. The refractive index and
atomic density of the Al2O3 thin films increase with growth
temperature up to !150 "C, at which point a maximum re-
fractive index of !1.66 is reached. These trends are consist-
ent with prior reports.1,13–18 Based on previous work relating
the refractive index of a-Al2O3 to density,19 we used the fol-
lowing calibration to relate our measured refractive index to
the atomic density: n ¼ 5NAð7:174n̂ % 8:76Þ=M, which is
valid for 1:50 < n̂ < 1:77 at 632.8 nm. In this expression, n̂
is the refractive index at 632.8 nm, NA is Avogadro’s num-
ber, and M is the molecular weight. The term in parenthesis
represents the mass density of the a-Al2O3. The measured
thicknesses, refractive indices, and calculated densities of
our samples are presented in the Supplementary Material.20

We measured the thermal conductivities of the various
samples with time-domain thermoreflectance (TDTR). The
technique is described thoroughly in Refs. 21 and 22; thus,a)Electronic mail: phopkins@virginia.edu
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along with the measured film thicknesses, we calculate the
longitudinal sound speed of the a-Al2O3 samples to be
8700 6 160 m s!1, with no discernible differences or trends
among the samples. The longitudinal speed of sound of a-
Al2O3 has not previously been reported, however, our meas-
ured values are within 3% of the longitudinal speed of sound
in a–phase alumina ceramic (8800 m s!1).33 The measured
longitudinal sound speeds are given in the Supplementary
Material;20 it is noted that, due to the lack of a discernable
trend in the measured sound speeds of the samples, the aver-
age value of 8700 m s!1 is considered for all samples. Since
no density dependence of the longitudinal speed of sound is
detected within the resolution of our experimental technique,
due to the long-range isotropic nature of the amorphous sys-
tems, any density dependence of the shear modulus could be
considered anomalous. Therefore, we adopt the transverse
speed of sound of a–phase alumina ceramic for all of the
samples considered.

Figure 3(a) plots the measured thermal conductivity as a
function of atomic density for our ALD a-Al2O3 samples.
Before discussing the results, we note that the thermal con-
ductivities of the ALD a-Al2O3 thin films, presented in the
Supplementary Material,20 are independent of the substrate.
We observe an appreciable dependence of the thermal con-
ductivity on density: a "15% change in density results in a
"35% change in thermal conductivity. A more pronounced
density dependence was observed in previous measurements
of thermal conductivity of a-Al2O3 thin films grown by Lee
et al. (also shown in Fig. 3(a));11 however, in the study by
Lee et al. the variation with density was observed among
samples grown by different techniques. Our results elucidate
that this density dependence is intrinsic to ALD a-Al2O3.
Furthermore, the samples measured by Lee et al. were much

thicker than the samples studied here and given the relatively
close agreement between our measurements and the thermal
conductivity of the thicker dc-sputter deposition-grown
a-Al2O3

11 we conclude that size effects do not affect j in
our ALD-grown a-Al2O3 samples at these thicknesses.34

As is clear from our measurements, alike other amor-
phous materials,6–10 the thermal conductivity of a-Al2O3

decreases upon reduction of atomic density. To investigate the
effect of atomic density on j, we turn to the minimum limit to
thermal conductivity12 which has been used as a baseline
model to compare to experimental data of amorphous systems
for several decades. Within the framework of the minimum
limit model, the lifetime of all oscillators is assumed to be one
half of the period of vibration, i.e., s¼p/x,12 where x is the
angular frequency of oscillation. The thermal conductivity in
this amorphous-limit approximation, jmin, is the sum of three
integrals accounting for three sound polarizations (one longi-
tudinal and two transverse) given by

jmin ¼
p
6

! "1=3

kBn2=3
X

i

ci
T

Hi

! "2 ð
Hi
T

0

x3ex

ex ! 1ð Þ2
dx; (1)

where i is the polarization index, ci is the sound speed, Hi is
the Debye temperature, defined as Hi ¼ cið!h=kBÞð6p2nÞ1=3,
kB is the Boltzmann constant, !h is the reduced Planck con-
stant, and x¼Hi /T. As evident from Eq. (1), jmin depends
on only two material dependent parameters: the polarization-
dependent continuum sound speeds and the atomic density
of the material. We show calculations of Eq. (1) for a-Al2O3,
at room temperature, as a function of atomic density as the
solid line in Fig. 3(a). For these calculations, we use cL from
our picosecond acoustic measurements and cT from Ref. 33.
We note that our picosecond acoustic analysis confirms that
the sound speed in a-Al2O3 is independent of atomic density
for our samples. To further evaluate this form of the mini-
mum limit to thermal conductivity applied to a-Al2O3, we
normalize the calculations of Eq. (1) to our data, shown in
Fig. 3(b). The density dependent thermal conductivity pre-
dictions of Eq. (1) do not capture the trends in our measured
data.

In efforts to more closely describe the data over a larger
density range, we apply the DEM approximation to the mini-
mum limit model. DEM is an effective-medium approxima-
tion derived to account for the effects of multiphase nature
on heterogeneous physical systems.10,35 The DEM proposes
that the thermal conductivity scales with atomic density as

jDEM ¼
n

nbulk

! "3=2

j: (2)

Figure 3 plots Eq. (2) evaluating jDEM as a function of
atomic density and assuming j as either the measured value
for the dc-sputtered film by Lee et al.11 (dotted line) or jmin

explicitly from Eq. (1) (dashed line). For the calculations of
Eq. (2) shown in Fig. 3(a), we assume a bulk atomic density
of 1.0366& 1029 atoms m!3, corresponding to the highest
density of a-Al2O3 measured by Lee et al.11

Clearly, the density dependence of the thermal conduc-
tivity trend in our ALD a-Al2O3 samples is steeper than that

FIG. 3. (a) Measured room temperature thermal conductivity of our ALD-
grown a-Al2O3 films on quartz (red circles) and Si (black squares) substrates
as a function of atomic density of the sample. Thermal conductivity values
reported by Lee et al.11 for dc-sputter deposition-grown a-Al2O3 on crystal-
line Si (star) and rf-sputter deposition-grown a-Al2O3 on crystalline Si (dia-
mond) are also plotted. Calculations of the minimum limit to thermal
conductivity model, Eq. (1) (solid line),12 the DEM approximation, Eq. (2),
to the minimum limit model (dotted line) and the DEM approximation
assuming the corresponding “fully dense” sample is the dc-sputtered sample
reported by Lee et al.11(dashed line) are also shown. (b) Normalized thermal
conductivity of a-Al2O3 as a function of normalized density for the data
reported in this work and the various models shown in (a). The density de-
pendence in our measured values is captured well by the DEM approxima-
tions to thermal conductivity.
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we only briefly describe the technique here. TDTR is a non-
contact optical pump-probe technique that uses a short-
pulsed laser to both produce and monitor heating events on a
surface of a sample. The laser output from our femtosecond
oscillator is separated into “pump” and “probe” paths, in
which the relative optical path lengths are adjusted with a
mechanical delay stage. This system allows for picosecond
temporal resolution of the thermoreflectivity on the sample
surface. We frequency double the wavelength of the pump
path to 400 nm to assist with optical filtering of the pump
light.22 The pump path is modulated at 11.39 MHz and a
radio-frequency lock-in amplifier is used to detect the change
in reflectivity of the probe beam at the modulation frequency
of the pump heating event. The sample surface is coated
with a thin aluminum film so that the change in reflectivity
of the sample surface is an indication of the change in tem-
perature of the Al transducer, which is driven by the thermal
properties of the a-Al2O3 and the substrate. We monitor the
ratio of the in-phase to out-of-phase voltage (–Vin/Vout). An
example of a TDTR response on an Al/a-Al2O3/quartz sam-
ple is shown in Fig. 2.

Analyses accounting for pulse accumulation when using
a Ti:sapphire oscillator, and the relationship between this
temporal thermal response and the thermophysical properties
of the sample, have been previously detailed.21,23–25 In our
measurements, the thermal response at the surface is related
to the thermal conductivities and heat capacities of the Al
transducer, the a-Al2O3 thin film and the substrate, along
with the thermal boundary conductances across the Al/a-
Al2O3 and a-Al2O3/substrate interfaces. We assume litera-
ture values for the heat capacities of each of the layers;26,27

the heat capacities of the a-Al2O3 thin films are then scaled
proportional to their reduced atomic densities. We use litera-
ture values for the thermal conductivities of the substrates.28

Due to our pump and probe spot sizes (pump and probe 1/e2

radii of 25 lm and 10.5 lm, respectively) and our pump
modulation frequency, we are not sensitive to j of the Al
transducer. We therefore have three unknowns in the model:
the thermal boundary conductances across each interface and
j of a-Al2O3. However, we are negligibly sensitive to the

thermal boundary conductances at each interface due to a
combination of the layer thicknesses, the low thermal con-
ductivity of the a-Al2O3, and the modulation frequency of
the pump beam. Thus, our measurements are most sensitive
to j of the a-Al2O3 thin films.

We use picosecond acoustic techniques to measure the
longitudinal sound speeds in the a-Al2O3 thin films.29,30 The
sound speeds provide a relative measure of how the moduli
of the a-Al2O3 thin films change with density. Piezoreflectance
provides a signal in the TDTR response during the first few
tens of picoseconds when the reflection of a laser-induced
strain wave off of the Al/a-Al2O3 and a-Al2O3/substrate
interfaces returns to the surface of the Al transducer. The
reflection of the strain wave allows for measurement of the
longitudinal sound speed of continuum vibrations in the
a-Al2O3. Interpretation of the picosecond acoustic data is
based on the acoustic impedances of the materials compris-
ing the interface. As detailed previously,31,32 if a strain wave
in the metal film is reflected off of an interface of a material
with a higher acoustic impedance than the metal film, the
strain wave will experience a null phase shift and the
reflected wave will increase the TDTR signal, i.e., it pro-
duces a “hump.” However, if the material has a lower acous-
tic impedance than that of the metal film, the wave will
undergo a p phase shift and will appear as a “dip” in the
TDTR data.

As expected based on acoustic impedances for the
Al/a-Al2O3 and a-Al2O3/quartz interfaces, we observe a
“hump” followed by a “dip” in the picosecond acoustic
response. An example of an isolated picosecond acoustic
response and the picosecond acoustic residuals are plotted in
the left-most and right-most inset of Fig. 2, respectively.
From the time difference between the “hump” and “dip,”

FIG. 1. Refractive index, n̂, at 632.8 nm versus growth temperature of ALD-
grown a-Al2O3.

FIG. 2. TDTR data on the Al/a-Al2O3/quartz sample. The main figure shows
the data that are used to determine the thermal conductivity of the a-Al2O3

film. The left and right insets, respectively, show the isolated picosecond
acoustic response of the TDTR signal and the picosecond acoustic residuals.
The positive and negative deviations from the exponential decay, as seen in
the left inset, are indicative of a strain wave reflecting off of the Al/a-Al2O3

and a-Al2O3/quartz interfaces, respectively. The picosecond acoustic resid-
uals, shown in the right inset, are determined by removing the exponential
decay background from the TDTR signal. The positive “hump” and negative
“dip,” corresponding to the strain wave reflection off of the Al/a-Al2O3 and
a-Al2O3/quartz interfaces, respectively, are clearly discernible from the
residuals in the right inset.
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∼10m2 KGW−1 (∼ 100±10MWm−2 K−1) for Al2O3 and
∼7.5m2 K GW−1 (∼ 132±8MWm−2 K−1) for TiO2 regardless of
substrate or deposition temperature. This is reasonable given previous
works that measured the thermal boundary conductance across metal/
non-metal interfaces [51–53]. However, we are relatively insensitive to
this boundary conductance due to the high thermal resistance from the
amorphous thin films as seen by the sensitivity analysis provided in
Fig. 1. This is consistent with previous studies measuring similar ma-
terials [6,49]. In addition, Fig. 2 (c) and (d) demonstrate a lack of
substrate dependence (within error) on R and κeff for the alumina films,
indicating the thermal resistance is likely dominated from the metal/
film interface and not from the interface between the film and the
substrate.

3.2. Density effects

Fig. 3 shows the measured thermal conductivity of the 50 nm thick
a-Al2O3 and a-TiO2 films due to the change in refractive index, which is
directly correlated to atomic density. We account for this effect in our
analysis by scaling the heat capacity in our thermal model pro-
portionally to the change in refractive index. The results from this study

are directly compared to Gorham et al. [27], who measured a very si-
milar amorphous alumina system where film thicknesses were held
constant at 50±5 nm to negate length scale effects. Accounting for all
of these factors, we observed an increase in thermal conductivity with
film density. This is reasonable given previous studies investigating the
effects of reduced atomic density on the thermal conductivity of
amorphous films [27,33,34,54].

We then compared this reduction in thermal conductivity to the
minimum limit model [29]. For several decades, this model has served
as the baseline for describing the effects of atomic density on thermal
conductivity in amorphous solids. The minimum limit is given by
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where κmin is the minimum thermal conductivity, j is the phonon po-
larization index, τmin is the minimum scattering time, ω is the angular
frequency, ωc,j is the cut-off frequency, and v j is the phonon group
velocity. To evaluate Eq. (2) for our amorphous films, we take the
longitudinal and transverse sound speeds for Al2O3 and TiO2 from
Refs. [27] and [55], respectively. Additionally, we use n=116.6 nm−3

for the fully dense atomic density of Al2O3 and n=97.2 nm−3 for TiO2

in calculating the cut-off frequencies, where ωc,j = v j(6π 2 n)1/3. Our
calculations of the minimum thermal conductivity for Al2O3 and TiO2

are shown in Fig. 4 (a) and (b) as solid lines, and are consistent with the
measured data for higher atomic densities (approaching bulk). How-
ever, the minimum limit over-predicts the thermal conductivity for
lower atomic densities. Therefore, to account for density effects, we
turn to a differential effective-medium (DEM) approximation [34,56],
which attempts to describe thermal properties in heterogeneous mate-
rials by considering a common “effective” medium between the solid
atoms and the additional “space” between the atoms. This model pro-
poses that thermal conductivity scales with atomic density and is given
by

⎜ ⎟= ⎛⎝ ⎞⎠κ κ n
nDEM

bulk

3
2

(3)

For the TiO2 films, we take κ as either 1.37Wm−1 K−1 from the
maximum thermal conductivity measured in our film series or as the
minimum limit calculated by Eq. (2); we assume n bulk as
7.89× 1028 atomsm−3, which again corresponds to our highest den-
sity TiO2 film. Based on earlier work relating the refractive index of a-
TiO2 to its density [10], we determine the atomic density according to
n=3N A(2.86ñ –3.63)/M, where ñ is the refractive index measured at
550 nm, N A is Avogadro's number, and M is the molecular weight. For
Al2O3, we take κ as either the calculated minimum limit or as
2.13Wm−1 K−1, the maximum thermal conductivity of Al2O3 that we
measure; for Al2O3 we assume n bulk as 9.48× 1028 atomsm−3, which
corresponds to our highest density film; and n=5N A(7.174ñ –8.76)/
M, which is consistent with previous work studying density effects in
amorphous alumina thin films [27]. We choose n bulk and κmin as the
highest atomic density and thermal conductivity that we measure in
each sample set to effectively normalize the data and better understand
the observed trends.

Both DEM-based approximations are shown in Fig. 4 (a) and (b) for
TiO2 and Al2O3, respectively, taking κ as either the calculated minimum
limit (dashed lines) or as the measured value of the highest density film
(dotted lines). Compared to the minimum limit prediction, the DEM
exhibits better agreement with the measured thermal conductivity data,
and this approximation modified with the minimum limit predicts the
trends in the experimental data particularly well. This approach is
convenient because it only requires knowledge of sound velocity and
atomic density, whereas the DEM calculation requires knowledge of the
thermal conductivity of the fully dense amorphous phase of the mate-
rial. Previous reports have found similar agreement using this model to

Table 2
Amorphous Al2O3 film thickness, growth temperature, refractive index, calculated atomic
densities, and measured thermal conductivity. The thermal conductivities for the films
less than ≤20 nm were determined from a series resistor model fit to multiple samples of
varying thicknesses (c.f., Fig. 2). Since the sensitivity of our measurements to the front-
side thermal boundary conductance is low, we arbitrarily assign a 10% error to films with
thicknesses ≤20 nm.

Deposition
temperature
(°C)

Amorphous
film thickness
(nm)

Index of
refraction

Atomic
densities
(1028 m−3)

Al2O3 thermal
conductivity
(Wm−1 K−1)

50 ≤ 20 1.60 8.02 1.28±0.13
50 50.6 1.60 8.02 1.35±0.21
200 ≤ 20 1.66 9.29 1.88±0.19
200 59.7 1.66 9.29 1.87±0.26
300 50.5 1.71 9.48 2.13±0.15
300 96.6 1.71 9.48 2.02±0.07
300 202.2 1.71 9.48 1.98±0.06

Fig. 3. Thermal conductivity of Al2O3 and TiO2 as a function of refractive index, which
directly corresponds to the atomic density. The TiO2 were deposited on silicon as in-
dicated by the solid circles. The Al2O3 in this work and Gorham's et al. [27] work were
deposited on both silicon (filled symbols) and quartz substrates (open symbols). The film
thickness across these samples was held constant, at 50±5 nm. We account for the re-
duced heat capacity due to the change in density in our analysis and do not expect a
change in the longitudinal phonon velocity, as shown in Gorham et al. [27] Because of
this, the data indicate that the strong density dependence of the thermal conductivity is
an intrinsic property of amorphous Al2O3 and TiO2.
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A B S T R A C T

We report on the room temperature thermal conductivity of atomic layer deposition-grown amorphous TiO2 and
Al2O3 thin films as a function of film thickness and atomic density. For films thinner than 50 nm, we measure an
effective thermal conductivity that is reduced with decreasing film thickness. This dependence is attributed to
the increased influence of thermal boundary resistances as film thickness is reduced. In addition, we fit for a
thickness-independent intrinsic thermal conductivity using a series-resistor model. For films thicker than
∼50 nm, there is no significant dependence on thickness or substrate. We observe a dependence of the thermal
conductivity on density, which agrees well with a differential effective-medium approximation modified
minimum limit model.

1. Introduction

Metal oxides have been widely studied due to the interesting cou-
pling of electrical, magnetic, thermal, mechanical, and optical proper-
ties [1]. Their unique properties have led to relevant applications in
transistor technology [2,3], photovoltaics, optical device manu-
facturing, and the electronics industry. For example, it has been shown
that the addition of a compact TiO2 semiconducting film layer between
the anode and electrolyte within a solar cell can significantly reduce the
losses to charge recombination, resulting in an appreciable increase in
the efficiency of the device [4]. In addition, oxides with wide band gaps
and high dielectric constants, such as Al2O3, HfO2, and ZrO2, are widely
used in optical devices [5]. The development of more precise deposition
techniques has made it possible to fabricate high quality thin films from
oxides, with thickness precision down to the nanometer and even sub-
nanometer level. Common techniques for depositing amorphous oxide
thin films include ion beam, RF, and DC sputtering [6–9], vacuum and
reactive evaporation [7,8,10], wet chemical processes [7], and

chemical vapor deposition [11–13]. While all of these deposition pro-
cesses are able to produce amorphous films, their mechanical [14] and
transport properties [15,16], including thermal conductivity, can vary
considerably based on differences in film density, impurity level, and
short-range order. Atomic layer deposition (ALD) is a chemical vapor
deposition technique based on self-terminating, surface-limited gas-
solid reactions [17–21]. ALD is unique among thin film deposition
techniques because it can conformally coat complex three-dimensional
structures, precisely control film growth rate at sub-nanometer length-
scales, and systematically vary the atomic density of amorphous films
through growth temperatures [22]. ALD's intricate control over growth
rates and atomic density of amorphous oxide films provides an oppor-
tunity to customize the electronic, optical, and thermal properties of
these materials. Here we investigate how the thermal conductivity of
ALD grown amorphous TiO2 and amorphous Al2O3 films depends on
atomic density and thickness.

Furthermore, it has been shown that thermal properties of na-
noscale thin films can deviate from their bulk form due to contributions
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ABSTRACT

The thermal properties of plasma-generated aluminum oxyfluoride passivation layers at the surface of aluminum thin films are measured.
The oxyfluoride layers are generated using plasmas produced in mixtures of NH3 and SF6 to simultaneously remove oxygen and add
fluorine to the aluminum surface, an alternative approach to the more conventional two-step methods that utilize HF treatments to remove
the native oxide followed by metal-fluoride (e.g., MgF2, LiF, and AlF3) thin film deposition that serves to protect the aluminum surface from
further oxidation. Here, the change in thermal properties of the layers as a function of plasma processing time is determined. A significant
reduction in thermal boundary conductance is measured with the increasing treatment time, which can be related to the increasing fluorine
content in the layers. Acoustic reflection measurements indicate this reduced thermal boundary conductance is associated with lower bond-
ing strength to aluminum with increasing fluorine.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5120028

The predominant failure mechanisms in thin film optical devices
and materials arise from thermomechanical effects within the lens,
mirror, etc.1,2 For example, a typical mirror is composed of a thin alu-
minum film on a given substrate; upon reflection of light, a portion of
the photon energy is absorbed by the metal film, which creates a tem-
perature rise on the surface.3 To avoid the aforementioned thermome-
chanical failure, it is common to utilize a high thermal conductivity
substrate to dissipate heat from the film surface into the bulk of the
substrate4 and thus avoid damaging effects due to energy confinement,
thermal buildup, and increased temperatures. While this works in cer-
tain regimes, a large number of works have shown that the damage
threshold from high-power laser interactions,5 flip-chip photodiodes,6

and other electronic devices does not necessarily scale with the thermal
conductivity of the underlying substrate. Rather, the thermal resistance
of the interface7,8 between the thin film and its supporting substrate
becomes a limiting factor and defines the threshold at which these
devices or material systems undergo thermal failure.

Aluminum is a good choice of material for UV optics due to its
excellent reflectivity to wavelengths as short as 90nm. Unfortunately,

the native oxide layer that readily forms on aluminum severely degrades
the performance of aluminum reflectors. A promising solution is the
use of fluorine-containing layers that protect the aluminum from oxida-
tion and provide high transmission.9–11 Further, aluminum fluoride
layers are useful as barrier coatings in advanced Li-ion battery architec-
tures, where localization of large temperature rise and thermal runaway
are predominant failure mechanisms.12 To date, the thermal properties
of aluminum fluoride thin films have yet to be reported, leaving the
potential for unknown thermal degradation of these materials.

In this work, we measure the thermal properties of thin alumi-
num oxyfluoride (AlOxFy) layers on the surface of aluminum films
evaporated on glass substrates using time-domain thermoreflectance
(TDTR); this optical pump-probe technique measures both the ther-
mal resistance of the AlOxFy layer and the thermal boundary conduc-
tance (TBC) associated with the interface comprising AlOxFy and its
underlying aluminum substrate.13,14 Furthermore, this method allows
for the measurement of acoustic reflection from AlOxFy, providing
additional insight into the mechanical and adhesive properties of the
AlOxFy film.15–17
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AlOxFy layers were prepared by plasma treatment of bare Al
coatings on glass substrates in the U.S. Naval Research Laboratory’s
(NRL) Large Area Plasma Processing System (LAPPS).18,19 The system
makes use of linear hollow cathode electron sources to generate sheet-
like electron beams with typical current densities of 1–5 mA/cm2 and
beam energies between 1 and 5 keV. Coaxial magnetic fields of
100–300 Gauss are used to collimate the electron beam and thus
improve uniformity along its length.20 These parameters are sufficient
to produce uniform plasma sheets compatible with typical wafer-scale
systems (diameter > 300mm). LAPPS is able to generate uniform,
very low electron temperature, Te (<1 eV), plasmas with densities in
the range of 1010–1012 cm!3, thus providing the ability to deliver a
well-controlled flux of ions characterized by very low energies (<5 eV)
to material surfaces located adjacent to the plasma sheet.21 The low
ion energies serve to preserve surface morphology and practically
eliminate ion-induced damage during processing. For this work,
LAPPS was combined with an auxiliary discharge, which serves to dis-
sociate the working gas as it enters the reactor and provides additional
control over the ratio of ions to reactive neutrals incident on the
surface.22

Gas mixtures of argon (Ar), sulfur-hexafluoride (SF6), and
ammonia (NH3) were used to treat aluminum thin films deposited on
glass. This gas mixture was passed through an inductively couple
plasma (ICP) discharge source operating at 350 W, which significantly
increases the relative concentration of F radicals in the reactor22 com-
pared to the use of the electron beam alone.23,24 This mixture was cho-
sen to provide both a large flux of F atoms and HF radicals to the
surface. The latter is likely formed through hydrogen abstraction from
the NH3 molecule by F atoms. Evidence for the production of gas-
phase HF, known to be highly effective at removing oxygen from sur-
faces and fluorinating Al2O3,

25,26 is shown in Fig. 1.
The material systems studied in this work are fabricated from an

80nm thick aluminum electron-beam evaporated on fused quartz
(SiO2 glass) substrates at a chamber pressure of 10!6 Torr; the glass
substrate is alcohol cleaned followed by an O2 plasma treatment prior
to deposition. The native oxide layer develops on the surface of the Al
film due to exposure to the ambience prior to plasma treatment. Pre
and post-treatment X-Ray Photo-electron Spectroscopy (XPS) mea-
surements, shown in Table I, show a plasma exposure of 240 s trans-
forms the native oxide layer (Al2O3) into a Fluorine-rich (AlOxFy) layer
at the surface. From analysis of the high-resolution spectra (not
shown), we estimate the AlFxOy layer to be less than 5nm in thickness.
That is to say, the plasma treatment involves the conversion of the
native oxide layer, Al2O3, into an AlFxOy layer of comparable thickness.

As was the case for a variety of material systems in previous works,27,28

the F concentration scales with dose, and so it is reasonable to expect
that the F concentration increases with plasma exposure times.

To ensure proper sensitivity in our TDTR measurements to the
conductance of the thin AlOyFx on the surface of the Al film, we
electron-beam evaporate an additional 806 4nm Al film onto the
AlOyFx layer. This additional film thus acts as our optothermal trans-
ducer during the thermal measurements and provides symmetry about
the AlOyFx layer, as equivalent TBCs at both Al/AlOyFx interfaces can
be assumed. To assure sample-to-sample consistency, both the initial
Al film and the final Al transducer for all samples are created in a sin-
gle deposition. The remaining "5% deviation in the film thickness
across the sample surface is the primary source of uncertainty in our
TDTR measurements, and the values of thermal conductance are
obtained through the oxyfluoride layer and its respective interfaces.

As shown in Fig. 2, we find over a twofold decrease in the measured
thermal conductance after 240 s of plasma treatment; this thermal con-
ductance is composed of the thermal resistance of the interface layer itself
(Al2O3 or AlOyFx) as well as the TBC between the top and underlying Al
films. In other words, assuming no change in the thermal conductivity
of the passivation layer relative to the native oxide, the thermal conduc-
tance of an Al/Al2O3 interface is found to be approximately two times
greater than the thermal conductance across an Al/AlOyFx interface;
more on this TBC reduction is discussed below.

More rigorously for this experimental geometry, the measured
thermal conductance, G, can be represented as a series thermal resis-
tance, given by

Gmeasured ¼
2

TBC
þ d

j

! "!1
; (1)

where TBC is simply the thermal boundary conductance between the
Al films and the AlOyFx layer, while j and d are the thermal conduc-
tivity and thickness of the AlOyFx layer, respectively. Note the factor of
two arises from the assumption of interfacial symmetry about the
intermediate layer.

We begin by considering the case of the native oxide, Al2O3, at
zero processing times. There are two limiting cases regarding the
thermal conductivity in this equation: pure, crystalline Al2O3 with a
thermal conductivity of %35 W m!1 K!1 and fully amorphous, dense
Al2O3 at not less than %1 W m!1 K!1.29 With these limits, we find
that the measured TBC at the Al/Al2O3 interface is 220–330 W m!1

K!1. These values are within the limits of previously measured Al/
Al2O3 TBCs and are on par with diffuse mismatch model calculations
in previous works.8

In the case of Al/AlOyFx interfaces, there are no previous values
from “bulk” thermal conductivity measurements. Furthermore, the

FIG. 1. (Left) Schematic of the LAPPS configuration with an auxiliary inductively
coupled plasma radical source. (Right) UV spectrum of Ar/SF6/NH3 plasma showing
the presence of excited HF molecules.

TABLE I. Surface composition via XPS of plasma-treated and untreated aluminum films.

Plasma chemistry
% Al
(XPS)

% O
(XPS)

% F
(XPS)

% C
(XPS)

Treatment time
(s)

Ar/SF6/NH3 22.3% 30.2% 44.2% 3.3% 240
150 sccm/4.4 sccm/
1.8 sccm
As-received sample 35.3% 60.1% 0% 4.6% 0
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Published under license by AIP Publishing assumption of a crystallinelike thermal conductivity for these plasma-
processed layers is most likely not applicable; numerous works have
shown that AlF3 and AlOyFx layers and coatings are amorphous and
lack long-range symmetry.30–33 While the degree of crystallinity of
these oxyfluoride layers is unknown, we can determine realistic
bounds for the thermal boundary conductance of the Al/AlOyFx inter-
face. Based on the minimum limit to the thermal conductivity of
amorphous solids,34 a fully amorphous AlOyFx layer has a thermal
conductivity of likely not less than 1 W m!1 K!1, whereas a fully
crystalline structure would not exceed that of its crystalline oxide
counterpart (35 Wm!1 K!1). Repeating the same series thermal resis-
tor approach for the plasma-processed AlOyFx layer with this assumed
thermal conductivity range of 1 to 35 Wm!1 K!1 yields an Al/AlOyFx
TBC between 98 and 112 MW m!2 K!1 for the longest-processed
sample. While the aforementioned assumption of symmetry may not
be strictly valid, as plasma processing may produce a slight depth-
dependent change in the composition, it would not drastically affect
this extracted TBC for Al/AlOyFx interfaces. If one were to assume a
completely unmodified lower boundary, such that one interface is Al/
AlOyFx and the second remains an Al/Al2O3 interface, the TBC for
these Al/AlOyFx interfaces at the longest processing time ranges from
58 to 95 MW m!2 K!1 and thus remains over a factor of two lower
than that of an Al/Al2O3 interface. Similarly, potential variations in the
thickness of the oxyfluoride layer due to plasma processing do not sig-
nificantly vary the calculated TBC for an Al/AlOyFx interface.

To understand this drastic reduction in TBC when comparing an
oxide with the fluoride layer, we consider one of the primary factors
leading to changes in interfacial heat transfer at the nanoscale: interfa-
cial bonding. The role of bonding has been well studied, with a large
number of previous works reporting the effect of bonding on thermal
boundary conductance14,15,35–38 specifically at aluminum/substrate
interfaces.7,39,40 To gain experimental insight into the bond strength
between the Al transducer and the passivation layer, we perform

picosecond acoustic measurements for the four samples; this method
has been described in-depth in numerous works.15,17,41 In short, this
method allows for direct measure of zone-center acoustic phonon
propagation in the metal transducer and its dissipation across the sub-
strate interface. Experimentally, an acoustic strain pulse is launched
from the Al surface toward the passivation layer. Upon interaction
with this interface, the strain pulse partially reflects toward the surface
of the film and partially transmits toward the substrate. As the mea-
sured reflectivity is sensitive to changes in strain at the surface of the
Al film, a “blip” can be observed in the transient reflectance data as
this strain pulse reaches the surface [see Fig. 3(a)]. This acoustic wave
will then undergo another reflection at the Al/air interface, thus
rebounding toward the passivation layer a second time; this process
will repeat until the acoustic wave has fully dissipated. Each interaction
with the film/substrate interface leads to an exponential decay in the
magnitude of this acoustic pulse due to energy transmission across the
interface, where the time-dependent intensity of the measured reflec-
tance can be described by the following equation:17,42

I t;Tð Þ ¼ A % exp !Ctð Þcos 2p
T

! "
t ! d

! "
! B % exp ! t

s

! "
; (2)

where A, B, and d are scaling factors, C is the damping factor of the
measured acoustic intensity due to interfacial energy transfer, T is the
period in which this acoustic wave reaches the sample surface, and the
exponential function accounts for thermal decay through the metal
film. The acoustic energy transmission associated with this process can
be quantified through this damping factor, C, and the periodicity of
the observed acoustic blip, T, each obtained from fitting Eq. (2) to the
experimental pump-probe data, via

Acoustic transmission ¼ 1! exp !C % Tð Þ: (3)

For example, at a well-bonded interface, typically associated with
high TBCs, more acoustic energy can be transmitted across the inter-
face, leading to an increase in this acoustic transmission factor.36

Conversely, in cases where the transducer is poorly bonded to the sub-
strate, one would expect a reduced damping factor and thus acoustic

FIG. 2. Measured thermal conductance as a function of plasma processing time for
conversion of native Al2O3 (zero process time) into AlOyFx coatings. This repre-
sents the effective conductance of the two Al/AlOyFx interfaces as well as the intrin-
sic thermal resistance of the AlOyFx layer. Regardless, over a factor of two change
is found relative to the native Al2O3 film (i.e., zero processing time).

FIG. 3. (a) Measured ratio of the in-phase to out-of-phase signal at early pump-
probe time delays for an 80 nm Al/native oxide (Al2O3)/80 nm Al film (dashed blue
line) and an 80 nm Al/AlOxFy/80 nm Al film (straight red line) on a SiO2 substrate;
an acoustic echo can be observed every &22 ps on the surface of the top Al film.
The intensity of this acoustic pulse over time is related to its transmission at the Al/
oxide interface, which is proportional to bonding between the two layers. (b)
Acoustic transmission as a function of measured thermal conductance across the
Al/AlOyFx and Al/native oxide interface; a general monotonic increase is observed,
implying interfacial bond strength is a dominant factor for the change in TBC
observed in the various layers.
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Laser-based direct writing: a thermally 
driven process

Using Laser-Induced Thermal Voxels to Pattern Diverse Materials at
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ABSTRACT: We describe a high-resolution patterning approach that combines the spatial control inherent to laser direct
writing with the versatility of benchtop chemical synthesis. By taking advantage of the steep thermal gradient that occurs while
laser heating a metal edge in contact with solution, diverse materials comprising transition metals are patterned with feature size
resolution nearing 1 μm. We demonstrate fabrication of reduced metallic nickel in one step and examine electrical properties and
air stability through direct-write integration onto a device platform. This strategy expands the chemistries and materials that can
be used in combination with laser direct writing.
KEYWORDS: laser direct write, laser-induced heating, Ni electrode, solvothermal synthesis, metals, microstructures

Revolutionary scientific and technological advances are
often driven by the development of processing approaches

that provide integration of diverse materials into synergistic
systems via precise chemical and spatial control. For example,
photolithography serves as the foundational process for the
production and increasing complexity of integrated circuits by
enabling nanoscale patterning of layered thin films and features.
Yet, as the miniaturization of products and processes advances
along with the next generation of flexible and nonplanar
devices, the continued development of rapid and deployable
prototyping techniques that offer high precision, resolution, and
broad customizability of materialsfrom polymers to ceramics,
metals and alloysis of critical importance.
Specifically, the ability to deposit electronic materials such as

metals and oxides using laser direct write approaches offers
flexibility for patterning on diverse substrates as well as faster
optimization times and lower operating costs for device
prototyping as compared to clean-room lithographic proce-

dures. In particular, fine-feature patterning of metals and metal
oxides is increasingly addressed using laser direct write (LDW)
techniques1,2 that enable deposition of higher resolution
features as compared to, for example, inkjet methods.3 Notable
examples include selective laser sintering and laser-induced
forward transfer (LIFT),4 which are used to deposit metals and
oxides. For sintering techniques, a nanoparticle ink or powder is
first formulated and deposited before laser-annealing on a
surface.5,6 In LIFT, the target material must be synthesized and
coated with the appropriate level of adhesion onto a donor
surface before it can be pattern deposited onto an acceptor
substrate.4 In both methods, the material synthesis and
patterning are carried out separately. Another direct-write
approach, focused electron beam induced deposition (FEBID),
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Thermal conduc?vity of substrate 
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Substrate thermal conductivity controls the ability to manufacture
microstructures via laser-induced direct write
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In controlling the thermal properties of the surrounding environment, we provide insight into the
underlying mechanisms driving the widely used laser direct write method for additive manufacturing.
We find that the onset of silver nitrate reduction for the formation of direct write structures directly
corresponds to the calculated steady-state temperature rises associated with both continuous wave
and high-repetition rate, ultrafast pulsed laser systems. Furthermore, varying the geometry of the heat
affected zone, which is controllable based on in-plane thermal diffusion in the substrate, and laser
power, allows for control of the written geometries without any prior substrate preparation. These
findings allow for the advance of rapid manufacturing of micro- and nanoscale structures with mini-
mal material constraints through consideration of the laser-controllable thermal transport in ionic liq-
uid/substrate media. Published by AIP Publishing. https://doi.org/10.1063/1.5016073

Major technological advancements in the last few deca-
des have relied on the ability to continuously decrease the size
of devices. In doing so, a dependence on manufacturing pro-
cesses to enhance their spatial resolutions has grown signfi-
cantly.1–4 Optical-based techniques have been at the forefront
of these processes due to the decreased length-scales associ-
ated with the ability to selectively expose materials to photon
irradiation. Photolithography, for example, has been the foun-
dation of micro- and nanoscale intergrated circuits1,3 due to its
increased spatial resolution and material compatibilities com-
pared to typical additive manufacturing techniques (e.g., 3D
printing of thermoplastics or even biomaterials4–6) Yet, photo-
lithographic processes are highly limited in material capabili-
ties/specificities as well as processing times. For example,
clean-room photolithography is limited to electronic materials
on a small range of substrates. Techniques that aim to address
such limitations include laser-induced forward transfer
(LIFT),4,7 laser-sintering,8,9 and multi-photon polymerization
methods.6,10,11

LIFT overcomes many material limitations and is primar-
ily used for deposition of metals and oxides.12 Other advance-
ments, such as the introduction of matrix-assisted laser
evaporation in the direct write process (MAPLE-DW),7 have
expanded these limitations, providing the ability to create
structures with far more complex materials, such as biological
specimens.13 Nonetheless, this method is not rapid enough for
prototyping or mass-scale manufacturing. Furthermore, the
formed structures are much larger than those created by other
methods and are formed solely on planar supports. These two
drawbacks arise from the requirement of a ribbon placed
above the desired substrate; the formation of the ribbon is a
non-trivial task, since the desired material must be pre-formed

as a thin film with consistent morphology. As the ribbon must
be parallel at all desired writing points on the substrate, two
planar geometries are a necessity. Thus, this method does not
allow for complex 3-dimensional structures (the ribbon is con-
sistently removed in blocks of the same size/morphology). On
the other hand, laser-sintering is far less limited in geometries
available, as a laser interacts with a pre-deposited powder or
ink on the substrate of choice; this interaction anneals the
colloidal particles or powder to form prescribed micro- and
nano-structures.8,9 This process, however, is known to form
structures with a large density of defects and poorly defined
edges, as the annealing process reaches critical temperatures
in the ink environment, leading to cavitation and uncontrolled
growth processes.14 Multi-photon polymerization overcomes
many of the aforementioned geometry and resolution con-
straints, as multi-photon processes inherently occur in small
volumes,15–17 but is highly limited to select materials.

Within each laser-based method, thermal effects are
consistently investigated throughout the literature.4,18,19

Unfortunately, many investigations fail to provide concrete
evidence of a diffusive thermal process initiating and/or driv-
ing the laser writing process. For example, previous investi-
gations involving laser direct write from silver nitrate
solutions (AgNO3) reference photoreduction,20 multiphoton
absorption,16 and even non-equilibrium growth21 as potential
factors that ultimately lead to the formation of silver
structures.

As a more universally applicable phenomenon, we inves-
tigate the role of the absorbed energy from the laser source,
substrate thermal conductivity, and resulting thermal transport
in silver metal line fabrication during laser direct write on a
variety of substrates submerged in an ionic liquid precursor.
In our previous work, we have surmised that the local energy
density and the resulting steady-state temperature rise from ana)phopkins@virginia.edu
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across the Gaussian distribution, with decreased dwell times/
increased scan velocities, as one would predict via Eq. (1).

Although the role of the substrate thermal conductivity
and resulting temperature rise as a method for laser direct
writing of nanostructures is clearly demonstrated above, in
addition to the fact we utilize a low peak-power, CW beam
to negate the potential for multi-photon processes, we cannot
rule out an initiation process being driven by photo-
decomposition of the silver nitrate solution. To gain insight
into the role of photodecomposition and further thermal
processing, we thermally direct write with a pulsed laser at
680 nm. Additionally, should photoreduction be a prominent
mechanism, the reduced photon energy should present differ-
ent results as compared to the case of the visible light at
532 nm.

In the case of<500 fs pulses heating the sample at a fre-
quency of 1 MHz, we continue to find a similar trend in
power thresholds and associated line widths for silver struc-
tures on the three substrates with varying thermal conductivi-
ties. For example, due to the non-linear processes necessary
to reach near-infrared wavelengths through the OPA, the
available average power output is limited in this experimen-
tal scheme, and we are unable to thermally write structures
on sapphire due to its high thermal conductivity and thus low
steady-state temperature rise even at the maximum attainable
power density. This finding further reinforces the notion of
thermal decomposition rather than photodecomposition of
the AgNO3 to metallic Ag. Conversely, glass reaches high
enough temperatures for rapid decomposition of AgNO3 and
subsequent nucleation of metallic silver. Crystalline quartz,
with an order of magnitude larger thermal conductivity as
compared to the SiO2 glass (and thus lower steady-state tem-
perature rise at the solid-liquid interface), only undergoes
partial decomposition of silver nitrate, leading to minimal
nucleation.45 Although photo-decomposition may be operat-
ing in tandem with thermal reduction of the precursor, the
agreement between varying wavelengths in both pulsed and
continuous-wave lasers implies that the role of thermal accu-
mulation cannot be ignored.

In conclusion, we have demonstrated that thermal accu-
mulation at the solid-liquid interface of the desired substrate
and ionic liquid precursor is a primary mechanism for the
direct write processing of micro- and nano-structures.
Compared to previous works that rely on multi-photon

processes, photoresists, and multi-step processing, thermal
direct write is a useful one step method for rapid synthesis of
well-defined structures as direct write can be achieved sim-
ply through the addition of a liquid precursor atop the desired
substrate. Additionally, AgNO3 has previously only been
directly written to substrates with an adhesion layer such as a
silane-coating added prior to the deposition;16,35 with ther-
mal direct write, we find that no substrate preparation is nec-
essary. This evidence also provides a future pathway for
enhancement and optimization of additive manufacturing
techniques relying on laser-material interactions, particularly
due to the inherent thermal effects associated with any laser-
matter interaction. Through management of thermal dissipa-
tion within the laser-induced heat-affected zone, control of
morphology, deposition rate, and volume of the formed
structure can be controlled with increased precision.

See supplementary material for details on experimental
methods including the ionic precursor and substrate prepara-
tion procedures, additional details, including a diagram, on
the experimental setup, as well as additional information on
the characterization performed.
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partial decomposition of silver nitrate, leading to minimal
nucleation.45 Although photo-decomposition may be operat-
ing in tandem with thermal reduction of the precursor, the
agreement between varying wavelengths in both pulsed and
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In conclusion, we have demonstrated that thermal accu-
mulation at the solid-liquid interface of the desired substrate
and ionic liquid precursor is a primary mechanism for the
direct write processing of micro- and nano-structures.
Compared to previous works that rely on multi-photon

processes, photoresists, and multi-step processing, thermal
direct write is a useful one step method for rapid synthesis of
well-defined structures as direct write can be achieved sim-
ply through the addition of a liquid precursor atop the desired
substrate. Additionally, AgNO3 has previously only been
directly written to substrates with an adhesion layer such as a
silane-coating added prior to the deposition;16,35 with ther-
mal direct write, we find that no substrate preparation is nec-
essary. This evidence also provides a future pathway for
enhancement and optimization of additive manufacturing
techniques relying on laser-material interactions, particularly
due to the inherent thermal effects associated with any laser-
matter interaction. Through management of thermal dissipa-
tion within the laser-induced heat-affected zone, control of
morphology, deposition rate, and volume of the formed
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680 nm and a constant spot-size of !15 lm. This greatly
simplifies our thermal analysis as the steady-state tempera-
ture rise at the solid-liquid interface is dictated solely by the
thermal conductivities of the fluid and substrate, as deter-
mined via Eq. (1). The resulting line-width is plotted as a
function of substrate thermal conductivity in Fig. 1 for a
fixed laser power density. As shown, with increasing thermal
conductivity, there is a nearly linear decrease in measured
line-width due to the reduced temperature rise on the sub-
strate surface.

This posit is further supported through the measured power
density thresholds to induce the direct write process with each
substrate; one should expect equivalent temperature rises neces-
sary to decompose the AgNO3 to form metallic Ag regardless
of the substrate. The measured threshold necessary to form
metallic Ag structures is shown in Fig. 2. In calculating these
power densities, we assume!5% absorption near the substrate-
precursor interface; as the laser may have increased absorption
due to initial structure formation (i.e., the deposited Ag line
will have enhanced absorption compared to the nearly transpar-
ent substrate), this value may be variable during the deposition
process, but we expect any variability to be consistent across all
substrates. This assumption is based on the extinction spectra
associated with Ag nanoparticles formed from photoreduction;
although considerably far from the absorption peak associated
with their surface plasmon resonance, the extinction does not
go to zero at 532 nm.38–40 Additionally, silver-ion based solu-
tions are known to have non-zero absorption at visible wave-
lengths.41,42 At a lower absorbed power density, the
temperature rise is sufficiently high to laser direct-write struc-
tures on substrates with lower thermal conductivities compared
to that of the substrate of higher thermal conductivity. We cal-
culate the average steady-state thermal accumulation tempera-
ture rise using the thermal conductivities of the glass, quartz,
and sapphire substrates measured via time domain thermore-
flectance (TDTR) (1.3 W m"1K"1, 13.5 W m"1K"1, and
35 W m"1K"1, respectively).33,43,44 Furthermore, we estimate
the thermal conductivity of the ionic liquid precursor to be
0.24 W m"1K"1 based on the respective concentrations of
water and ethanol (17 and 83 vol. %, respectively). In doing so,

we find the maximum temperature rise at the respective power
density thresholds to be within 10% of each other on all three
substrates, this temperature rise being !197 K. Note that we
reference the maximum temperature rise because it is indicative
of the power density at the center of the Gaussian spatial profile
associated with our laser beam. This is in reasonable agreement
with previous works, where the value for thermal reduction of
AgNO3 has been measured to be as low as 150 #C (equivalent
to a !130 K temperature rise), allowing for at least partial ther-
mal reduction of AgNO3.

45

To gain further insight into the role of the steady-state
temperature rises during the laser induced thermal direct-
write processing, we consider the line-widths associated with
varying power densities; the measured values obtained from
SEM micrographs, such as shown in Fig. 3(a), are depicted
in Fig. 3(b) for fused silica and quartz substrates (with ther-
mal conductivities of 1.3 W m"1 K"1 and 13 W m"1 K"1,
respectively). As shown, there is a decrease in the width of
the line with decreasing power density. This phenomenon
has been demonstrated in a few previous works.28,46 As
noted by Lu et al.,46 in the direct writing of Ag by thermal
decomposition of CH3COOAg, the line-width follows the
temperature profile induced by the Gaussian beam. In other
words, with increased laser power, the temperature threshold
necessary for thermal decomposition of the precursor liquid
is exceeded at distances farther from the center of the beam
profile. This concept is further reinforced through consider-
ation of Eq. (1); we plot the calculated temperature profile as
a function of radius from the center of the Gaussian distribu-
tion in Fig. 3(c). As can be seen, with increasing power den-
sity, the critical temperature rise necessary to induce thermal
decomposition of the precursor is obtained at increasing dis-
tances from the center of the incident beam. As an additional
experiment to vary the steady-state temperature rise and
investigate its role during laser thermal direct write
manufacturing, we alter the dwell time (i.e., scan velocity) of
the incident beam. As discussed in detail in the supplemen-
tary material and graphically depicted in Fig. S2, we find a
decrease in line-width, or lower induced temperature rise

FIG. 1. Measured line-width for Ag microstructures at an absorbed power
density of !350 MW m"2 for substrates of varying substrate thermal con-
ductivity; these were synthesized with a CW 532 nm beam.

FIG. 2. Measured absorbed power density necessary to form Ag microstruc-
tures on substrates (i.e., power threshold necessary to induce direct write) as
a function of thermal conductivity of the substrate using a continuous wave,
532 nm beam.

051906-3 Tomko et al. Appl. Phys. Lett. 112, 051906 (2018)



Gas pressure increases thermal 
conductivity of AM powders

Contents lists available at ScienceDirect

Additive Manufacturing

journal homepage: www.elsevier.com/locate/addma

Thermal conductivity of metal powders for powder bed additive
manufacturing
Lien Chin Weia, Lili E. Ehrlicha, Matthew J. Powell-Palma, Colt Montgomerya, Jack Beutha,b,
Jonathan A. Malena,b,⁎

a Department of Mechanical Engineering, Carnegie Mellon University, Pittsburgh, PA 15213, USA
bDepartment of Materials Science and Engineering, Carnegie Mellon University, Pittsburgh, PA 15213, USA

A R T I C L E I N F O

Keywords:
Powder bed additive manufacturing
Effective thermal conductivity
Pressure
Temperature
Selective laser melting

A B S T R A C T

The thermal conductivities of five metal powders for powder bed additive manufacturing (Inconel 718, 17-4
stainless steel, Inconel 625, Ti-6Al-4V, and 316L stainless steel) were measured using the transient hot wire
method. These measurements were conducted with three infiltrating gases (argon, nitrogen, and helium) within
a temperature range of 295–470 K and a gas pressure range of 1.4–101 kPa. The measurements of thermal
conductivity indicate that the pressure and the composition of the gas have a significant influence on the ef-
fective thermal conductivity of the powder, but that the metal powder properties and temperature do not. Our
measurements improve the accuracy upon which laser parameters can be optimized in order to improve thermal
control of powder beds in selective laser melting processes, especially in overhanging and cellular geometries
where heat dissipation by the powder is critical.

1. Introduction

Additive manufacturing (AM) is an advanced manufacturing tech-
nique that adds material in patterned layers to build a three-dimen-
sional part [1–17]. A variety of AM processes, such as stereolithography
(SL), direct light projection (DLP), fused deposition modeling (FDM),
inkjet, electron beam melting (EBM), and selective laser melting (SLM),
are capable of fabricating parts from diverse materials, such as poly-
mers, ceramics, and metals [1,5]. Metal powder SLM is a powder bed
fusion process where parts are manufactured by melting a thin powder
layer atop the existing build with a rastered laser beam [9,18]. The
powder bed is infiltrated with inert gases, such as argon (Ar) or nitrogen
(N2), to prevent oxidation from the powder surface during the SLM
process [19,20].

The powder bed serves as a temporary supporting structure during
the build process for overhanging and cellular structures [9]. This
capability enables complex geometries with overhangs and enclosed
cavities that cannot be fabricated by other processes [3,9], but the
quality of surface finish and accuracy of these structures are limited by
thermal control of the powder bed [8]. Surfaces with rough finish and
unexpected protrusions (i.e., dross) are common in overhangs or cel-
lular structures due to heat trapping and overmelting of the thermally
insulating powder that surrounds and supports these structures during
the build [6,12]. If the thermal conductivity of the powder bed is

precisely known, dross can be limited by optimization of laser para-
meters such as the laser beam power and the laser scan speed [21]. As
yet, limited measurements of thermal conductivity have been made for
the metal powders specific to SLM processes.

The thermal conductivities of gas infiltrated powder beds have been
investigated for applications including catalytic reactors, heat ex-
changers, and thermal methods of oil recovery [22–42]. Key parameters
such as particle size, contact resistance between solid particles, gas
composition, gas pressure, and gas thermal accommodation coefficient
have been studied in uncompressed powder beds infiltrated with mo-
tionless gases where conduction is the dominant heat transfer me-
chanism [22–24,28–31,33,34,40–42]. Heat conduction in a powder bed
is typically modeled with three parallel pathways for energy transport:
all gas, all solid, and a combination of solid and gas in series (i.e., gas/
solid) [23]. For large particle sizes (e.g., ≈1mm in diameter), the solid
pathway dominates because the distance between contacts is large, and
hence thermal contact resistance between solid particles can be ne-
glected [22,24,26,34,42]. As the particle size decreases (e.g., less than
≈100 μm in diameter), the closely spaced contacts add considerable
thermal contact resistance to the solid pathway, and the gas and gas/
solid pathways influence the effective thermal conductivity
[24,29,31,35,37–41]. In the case of the gas/solid pathway, gas en-
hances heat transport across the narrow gaps proximal to thermally
resistive solid-solid contacts, except under vacuum conditions where
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where t is the elapsed time measured from the onset of heating, and
q′ is the heat generation rate per unit length of the Pt wire (q′= I2R0/L,
where L is the length of wire and R0 is the resistance of the platinum
wire measured at the onset of heating in each measurement). Currents
I=5−70mA (high k samples demand higher I to generate adequate
ΔT > 0.1 K, which maintains a high signal to noise ratio) and Pt wires
with R0= 15–17 ohm were used.

According to Eq. (3), the extracted thermal conductivity of the
powder bed sample, k, is inversely proportional to the slope of the
normalized transient temperature rise 4πΔT/q′ versus logarithmic time
ln(t). From the raw data of DI water shown in Fig. 1d, the slope of the
normalized transient temperature rise is linear and thus validates our
analytical model used to extract k (Eq. (3)). In addition, since k is in-
versely proportional to the slope where k−1∝ d(4πΔT/q′)/d(lnt) in Eq.
(3), Fig. 1d indicates that the extracted thermal conductivity of the
powder (data shown for 316L S.S. at 101 kPa He) is higher than that of
DI water.

The transient hot wire signal was not influenced by the copper test
section because the largest radial thermal penetration depths Lp= (4kt/
C)1/2= 1.1 mm were smaller than half the width and height (3.75mm
by 3.75mm) of the powder filled cavity (where k=0.8Wm−1 K−1,
t=0.9 s, and the volumetric heat capacity C=2.6× 106 Jm−3 K−1).
Since Lp is much smaller than the cavity, the temperature response of
the transient hot wire method is sensitive only to the properties of the
gas-infiltrated powders.

3. Results and discussion

3.1. Pressure dependent thermal conductivity

The pressure dependent thermal conductivities of the five different
powders in Ar at 295 K are shown in Fig. 2. At the lowest pressure of
≈1.4 kPa, the thermal conductivity ranges from 0.031Wm−1 K−1 for
Inconel 625 to 0.046Wm−1 K−1 for 17-4 stainless steel. At this pres-
sure the thermal conductivities of the different powder bed samples are
less than 1/100th of the solid bulk thermal conductivities kb listed in
Table 1.

The thermal conductivity increases with Ar pressure up to
0.21–0.23Wm−1 K−1 at P=101 kPa (1 atm), as shown in Fig. 2. This
rise in thermal conductivity of the powder (≈0.2Wm−1 K−1) is much
larger than the thermal conductivity of Ar itself
(kg= 0.0176Wm−1 K−1) and hence cannot simply result from parallel
and independent contributions of the solid and infiltrating gas
[23,24,26]. This additional enhancement results from thermal transport
through collisions between gas molecules and solid particles, which
were modeled as a solid thermal resistance and a gas thermal resistance
in series by Masamune and Smith [23].

The pressure dependence of these powders is nearly the same even
though kb of these five powders differs (e.g., kb= 15.2Wm−1 K−1 for
17-4 stainless steel is two times higher than kb= 6.6Wm−1 K−1 for Ti-
6Al-4V). This similarity in the pressure dependent thermal con-
ductivities demonstrates that they are insensitive to the bulk metal
thermal conductivities. Therefore, subsequent experiments with addi-
tional gases were only performed on 316L stainless steel, but the results
are directly applicable to the other powders.

The pressure dependent thermal conductivities of 316L stainless
steel powder infiltrated by Ar, N2, and He are shown in Fig. 3a, where at
101 kPa thermal conductivity of 316L stainless steel powder infiltrated
with He is distinctively higher than those infiltrated with N2 and Ar.
The thermal conductivity is nearly independent of infiltrated gas at
2.2 kPa. Combined with low pressure data for the various metals in

Fig. 2. The thermal conductivities of the powders under Ar increases as the Ar pressure
increases from 1.4 to 101 kPa at a temperature of 295 K.

Fig. 3. (a) Pressure dependent thermal conductivity of the 316L stainless steel powder.
The prediction of thermal conductivity agrees with the experimental data for He and N2

but underpredicts the experiment results for Ar. (b) The thermal accommodation coeffi-
cients established by fitting the data are compared with values from literature
[33,63–66].

Table 2
Geometrical parameters and properties of powder bed samples of 316L stainless steel at a
temperature of 295 K for pressures ranging from 1.4 to 101 kPa (ϵ=0.36, Dp= 35 μm,=k 0.03e

0 Wm−1 K−1, and ks = kb= 13.4Wm−1 K−1).

Gas kg (W/mK) γ [55] σ (pm) [56] Lg (μm) a (from fit)

Helium 0.1502 [57] 1.660 218 −+0. 48 0.12
0.24

Nitrogen 0.0255 [57] 1.401 375 3.67 −+0. 85 0.17
0.15

Argon 0.0176 [58] 1.670 364 −+1. 00 0.0002
0
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We report on the measured thermal conductivity of silicon irradiated with an array of ions: C2+, N2+, Al2+,
Si2+, P2+, and Ge2+. Results are analyzed in consideration of ion mass, radius, and induced displacement
damage. Recrystallization of select samples via annealing demonstrates that structural disorder imparted by
incident ions, rather than the ions themselves, drive the reduction in thermal conductivity. This, in turn, is dictated
by the mass of the ion. A generalized model is provided to relate thermal conductivity to displacement damage.
Knowledge of the displacements-per-atom profile can thus be used to predict thermal conductivity reduction for
silicon devices in extreme environments.

DOI: 10.1103/PhysRevB.104.134306

Materials in radiative environments (e.g., nuclear reactors,
spacecraft, research instruments, among others) are subject
to unique forms of damage. While studies on these materi-
als often focus upon microstructure evolution or electronic
properties [1–6], a fundamental understanding of their ther-
mal properties is also of importance. For example, thermal
conductivity decay in electronic devices or in materials used
in reactors can lead to thermal failure [7]. Here we seek to
experimentally demonstrate the influence of ion properties in
the thermal conductivity decay of silicon, the most ubiquitous
semiconductor material in electronic devices. Specifically, we
assess the role of ion mass, radius, and fluence on irradiated
silicon, and experimentally demonstrate a universality in the
thermal conductivity reduction of ion irradiated solids based
on displacements-per-atom (dpa) alone.

Several reports have utilized optical techniques to charac-
terize the effect of ion irradiation on the thermal conductivity
of crystalline silicon [7–12]. The majority of these works
provide insight about modifications to thermal conductivity
attributed to a given ion as a function of ion fluence or concen-
tration. Long-established works on the scattering of phonons
in defected crystals [13,14] assume that the scattering cross
section of a defect is a function of the defect concentration
as well as the relative difference in mass of the impurity and
the localized strain that is induced. The change in strain is
attributed to modifications to the atomic bonding environment
due to the change in nearest neighbor distance that may occur
from a difference in impurity radius [14].

These models work well to predict the change in ther-
mal conductivity that occurs due to diffuse mass impurities
introduced into a crystalline or alloyed system. However,
additional complexities are introduced in the case where im-
purities are induced through ion irradiation. Incident ions are

*phopkins@virginia.edu

capable of leaving behind significant structural disorder along
their trajectory [15], which degrades the crystallinity of the
host lattice. While isolating independent phonon scattering
mechanisms in irradiated materials can be a challenge, we
devise an experiment which emphasizes the role of particular
ion properties including the ion mass and radius. Here we re-
port on the thermal conductivity of silicon implanted with ions
of elements adjacent to silicon in the periodic table, which
provides an array of masses and radii: C2+, Al2+, Si2+, P2+,
and Ge2+. Implantation with N2+ is performed as well for
additional comparison. For each ion species, the thermal con-
ductivity is measured as a function of fluence. The resultant
trends are analyzed through modeling of the target damage.
Furthermore, the role of implanted ions and the target damage
induced by the ions are contrasted through an annealing and
recrystallization study. Ultimately, a generalized model is pro-
duced to estimate thermal conductivity reduction of irradiated
silicon as a function of the number of displacements induced
by the implant, independent of the implant mass or radius.

Prior to sample implantation, stopping range of ions in
matter (SRIM [16,17]) simulations were performed to deter-
mine implant depths and relative damage levels for an ion
energy of 3.75 MeV [Figs. 1(a) and 1(b)]. For each ion,
detailed calculations with full damage cascades were per-
formed, which yield trends that correspond to the mass of the
ion species. Lighter ions, such as C+ and N+ produce peak
damage at deeper locations under the surface of the target.
In contrast, heavier ions such as Ge+ produce a shallower
implant, but a greater dpa due to the greater degree of nuclear
stopping experienced by the heavier ions.

Following simulation, undoped single-crystal (100) silicon
wafers were purchased from MTI Corporation and cleaved
into samples approximately 5 × 5 mm2 in area for use as the
target material. The samples were adhered with carbon tape
onto a silicon substrate, and loaded into an implant chamber
pumped to vacuum on the order of 10−7 Torr. Implants were

2469-9950/2021/104(13)/134306(5) 134306-1 ©2021 American Physical Society
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FIG. 1. SRIM simulations of the dpa profile (a) and ion con-
centration profile (b) for each ion implanted in a silicon target. The
calculations assume a dose of 1 × 1015 cm−2.

performed with a 6 MV tandem Van de Graaff accelerator.
The ion beam, incident near-normal to the sample surface,
was rastered to improve the spatial uniformity of the implant.
Nominal fluences of 1 × 1013 to 1 × 1016 cm−2 were applied
for each ion species.

Following the implantation, the samples were solvent
cleaned followed by a 30 min O2 plasma exposure to re-
move any carbon contamination induced during the implant
procedure [9,18]. Samples were then coated with a nominally
80 nm film of aluminum, via electron beam evaporation, for
use as an optothermal transducer for the time-domain ther-
moreflectance (TDTR) measurements of thermal conductivity
[19].

Following irradiation, the structure of the silicon was
analyzed via transmission electron microscopy (TEM) and
selected area electron diffraction. A focused ion beam was
used to prepare cross sections for all samples which were
implanted at a nominal dose of 1 × 1015 cm−2. In short, for all
samples apart from the Ge2+ implant, crystallinity was main-
tained post-implant. The Ge2+ sample, however, showed no
signs of crystalline diffraction over the depth of the implant,
indicating that the irradiation from the heaviest ion induced
amorphization within the implanted region for doses equal to
or greater than 1 × 1015 cm−2. Additional material regarding
the TEM analysis is provided in the Supplemental Material
[20].

The thermal conductivity of all samples was measured
with TDTR. Nominal 1/e2 diameters of 17 and 10 µm were
utilized for the focused pump and probe beams at powers of
26 and 5 mW, respectively. The measured ratio of the in-phase
and out-of-phase signals from the lock-in detectors were sub-
sequently analyzed with a multilayer heat diffusion model
[21] for which thermophysical properties such as thermal con-
ductivity can be treated as fit parameters. For the implanted
samples, the 1/e thermal penetration depth (TPD) [22,23]

was found to never exceed 1 µm. For all implanted samples,
this does not approach the end of range. Furthermore, TEM
analysis does not provide evidence of subsurface amorphous
layer formation [24]. As such, the samples are modeled as a
two-layer system consisting of an aluminum transistor atop
a damaged substrate (additional details regarding the TDTR
analysis are provided in the Supplemental Material [20]; see
also Refs. [25,26] therein).

Among all ions, there are reductions in thermal conductiv-
ity as the fluence is increased in addition to general reductions
corresponding to the mass of the implanted ion. For example,
Ge2+ produces the highest degree of reduction compared to
lighter ions such as Si2+ or C2+. There is also an observable
grouping trend among the samples that correspond to the
atomic period of the implanted species. For example, C2+ and
N2+, ions from period II, display a similar thermal conductiv-
ity, as do period III ions, Al2+, Si2+, and P2+.

Atomic displacements induced by implantation as well
as the implanted ions themselves induce phonon scattering
which reduces thermal conductivity. However, the relative
contributions of scattering attributed to these sources can be
difficult to separate when both forms of defects are present.
Amorphous pockets and disordered regions in irradiated sili-
con have been shown to be stable at room temperature [27,28],
but can diffuse and recrystallize at higher temperatures. Thus,
annealing provides a means of emphasizing the role of mass-
impurity scattering by recrystallizating the damaged lattice.

The mechanism of recrystallization in radiation-damaged
silicon is solid phase epitaxial regrowth [29–31]. This requires
the target to be sufficiently damaged or amorphized such that
epitaxial regrowth will occur [32]. As the Ge2+implanted
samples demonstrate the highest degree of amorphization in
addition to the highest concentration of ions in shallower
depths [Fig. 1(b)], a second set of silicon samples were se-
lected for an annealing study. The samples were irradiated
in a similar manner as the original set, then annealed at
high temperature to induce recrystallization. Details regarding
the recrystallization of silicon and the anneal technique used
here are provided in the Supplemental Material [20] (see also
Refs. [33–37] therein).

The thermal conductivity of the second set of Ge2+ im-
plants are shown in Fig. 2(b) for both the as-implanted and
implanted/annealed state. The as-implanted samples trend in
a similar manner to the Ge2+ implants in Fig. 2(a), with a ther-
mal conductivity of less than 5 W m−1 K−1 at the highest dose.
For the sample implanted at a dose of 1 × 1015 cm−2, a higher
thermal conductivity is measured, however, greater spatial
variance was observed in the thermal conductivity, which
could be attributed to nonuniformity in the implant area. Re-
gardless, the thermal conductivity of all implanted samples
are found to increase to that of the bulk thermal conductivity
following anneal. The bulk-like thermal conductivity of the
implanted/annealed samples demonstrates that the damage
caused by the incident ions, rather than the implanted ions
themselves, drive the reduction in thermal conductivity.

As implants were performed with a consistent ion energy
and fluence, the distinguishing feature between the implants
is the ion species. For each ion there will be a different ion
mass and radius depending upon the atomic properties of the
source element. We therefore consider the role of atomic mass
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FIG. 2. Measured thermal conductivity as a function of ion
dose for all as-implanted samples (a) as well as Ge2+ as-
implanted/annealed (b).

and radius upon the resultant silicon damage through SRIM
modeling of the ion/target interaction. In short, there are two
stopping mechanisms for an ion incident upon a target lattice:
electronic and nuclear stopping [38]. In the initial phases of
interaction, fast-moving ions are primarily slowed by elec-
tronic interactions with the target lattice [39,40], that is, the
electrons of the host lattice reduce the energy and momentum
of the incident ions. Electronic stopping often accounts for the
bulk of ion energy dissipation, which produces an excitation
of the host lattice electrons [39] and increases the temperature
of the material [41]. Interaction of the ion and host lattice
nuclei produces damage in the target via the formation of
displacements. If the energy imparted to a lattice atom at rest
is greater than the lattice binding energy, it will be dislodged
from its equilibrium position yielding a displacement [38].
The recoiling atom can also dislodge other atoms at rest. This
process will repeat to produce recoil cascades capable of va-
cancy formation in addition to amorphization of the material
[12,42].

Thus, we consider the role of the atomic mass and radius in
relation to nuclear energy loss mechanisms. The total energy
loss to recoil events is calculated for each ion via SRIM
simulation, shown in Fig. 3 as a function of atomic radius (a)
and mass (b). The atomic radius for an ion implanted within a
crystal is not well defined. However, for a qualitative analysis
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FIG. 3. Total energy loss to recoil events as a function of ion
radius (a) and mass (b). The dashed line in (a) shows the average
energy loss for a given atomic period, and in (b) is a linear fit to the
data, which serves as a guide to the eye.

of the role of atomic radii, we consider the radii for each ion
as calculated through minimal-basis-set self-consistent-field
(SCF) functions [43].

Several trends emerge when the energy loss to recoils is
plotted as a function of atomic radius [Fig. 3(a)]. There is a
general increase in energy loss to recoils as the atomic radius
increases; Ge2+ loses more energy to recoils than C2+, for
example. However, for the ions observed here, within a given
atomic period, there is negligible correlation of atomic radii
and energy loss to recoils. For example, P2+, which has a
radius 17% smaller than that of Al2+, produces a nominally
higher energy loss to recoils. Within a given atomic period,
the energy loss to recoils is similar, displayed by the dashed
lines in Fig. 3(a) of the average energy loss among ions in a
given atomic period.

A stronger correlation in energy loss to recoils is observed
as a function of ion mass, illustrated by the proportional
relation Fig. 3(b). Successive increases in mass produce cor-
responding increases in energy loss to recoils. A linear fit
between the parameters is shown in the figure, which serves
as a guide to the eye. Taken together, the similarity in recoil
energy loss for atoms of a given atomic period and the linear
relation with ion mass demonstrates that ion mass plays a
more influential role in producing displacement damage in the
silicon target.

Increased energy loss to recoil cascades translates to higher
dpa values. Thus, we consider the correlation between dpa and
thermal conductivity. As shown in Fig. 1(a), the magnitude of
the dpa is depth dependent. Here we consider the dpa within
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FIG. 4. Measured thermal conductivity of all ions as a function
of integrated dpa. The dashed line models the data assuming a defect
scattering coefficient proportional to the integrated dpa (shown in
the inset). The gray region provides an upper and lower bound to the
model accounting for a 95% confidence interval in the fitted relation
between the scattering coefficient and the integrated dpa.

the depths spanning to the TPD. This range is calculated by
solving the heat equation for a multilayered structure and
determining the depth at which the temperature excursion
falls to 1/e that of the surface [22,23]. The heater is assumed
as a Gaussian source with a diameter equal to that of the
effective spot size, modulated at the pump frequency of the
TDTR measurements (8.8 MHz). Depending upon the thermal
conductivity of the silicon and thermal boundary conductance
(TBC), the TPD is found to range between 0.68 and 0.92
µm. As there is little sensitivity to the TBC of the high-dose
Ge2+ implants, we do not model the TPD for those samples,
however, it is expected to be below the minimum value of
0.68 µm.

The dpa sampled by the TDTR measurement is then con-
sidered as the total dpa integrated from the sample surface
to the TPD. Depending upon the ion species and fluence, this
yields values spanning 1.12 × 10−4 to 1 dpa. The thermal con-
ductivity of all samples is plotted as a function of integrated
dpa in Fig. 4. A consistent reduction in thermal conductivity is
observed as a function of dpa. Because displacement damage
is the dominant mechanism of thermal conductivity reduction,
there is a similar trend among the data set in contrast to the
dose-dependent thermal conductivity, which is also a function
of ion mass.

To model the dpa-dependent trend, we consider the thermal
conductivity from the framework of a Callaway-type model

[44] (details provided in the Supplemental Material [20]). The
thermal conductivity is subject to boundary, Umklapp, and
defect scattering terms which are scaled by fitted coefficients.
We assume the thermal conductivity reduction attributed to
displacement damage to be represented by the defect scat-
tering term τ−1

defect = Aω4. For the boundary and Umklapp
scattering rates, we utilize the forms and coefficients provided
by Yang and Dames [45].

The magnitude of the defect scattering coefficient A can
be obtained for each measured thermal conductivity value by
interpolating the value of the measured thermal conductivity
to the modeled thermal conductivity as a function of A (plotted
in the Supplemental Material [20]). As we seek to model
the thermal conductivity as a function of dpa, we correlate
the calculated scattering coefficients with the integrated dpa
values associated with each corresponding measured thermal
conductivity. There is a proportional relationship between A
and the integrated dpa, shown in the inset of Fig. 4. Given the
approximately linear relation within log scaling, a power-law
type relationship between the two parameters is assumed.
With the fitted relation between A and the integrated dpa,
the thermal conductivity is then calculated as a function of
integrated dpa, shown as the dashed line in Fig. 4. The gray
regions surrounding the model encompass the uncertainty at-
tributed to a 95% confidence interval in the linear fit used
to model A as a function of dpa. Despite the simplicity, this
model provides a generalized tool to estimate the reduction in
thermal conductivity of silicon in response to ion irradiation,
which is independent of ion species and fluence.

In summary, single crystal silicon wafers were implanted
with an array of ions of varying mass and radius, and the
thermal conductivity was measured with TDTR. By recrys-
tallizing select samples with high-temperature anneals, the
reduction in thermal conductivity was attributed to the struc-
tural disorder induced by the incident ion rather than impurity
scattering imparted by the ions themselves. Through analysis
of the energy loss mechanisms, the mass of the ion was found
to dictate the degree of target damage; ions of atoms within
the same atomic period behave in a similar manner. Finally,
the relation between radiation-induced damage and thermal
conductivity was represented with a model in which the defect
scattering rate is a function of the integrated dpa. Knowledge
of particle energy and fluence could therefore be used to
estimate potential thermal conductivity reduction for silicon
devices in extreme environments.
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The unique characteristics of graphene have generated much excitement due to its utility across a variety of ap-
plications. One of the principal issues inhibiting the development of graphene technologies pertains to difficulties
in engineering high-quality metal contacts on graphene. In this regard, the thermal transport at the metal/
graphene interface plays a significant role in the overall performance of devices. Here, we demonstrate the use
of electron beam produced plasmas to chemically modify graphene and how these modifications can be used
to tune the thermal transport across metal-graphene interfaces. We show that the operating conditions of the
plasma can be adjusted to control the character and quantity of chemical moieties at the interface. Typically,
when changes in the surface chemistry favor an increase in adhesion between the graphene andmetal, the ther-
mal boundary conductance can be notably improved. Interestingly, the conventional approach of adding a titani-
um “wetting layer” to improve metal adhesion did not improve the thermal boundary conductance at gold
contacts.

Published by Elsevier B.V.
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1. Introduction

As research continues to highlight the unique features of graphene
and related materials, there remains a demand to develop industrial-
ly-scalable, processing approaches and device architectures that can
bring them to market. Graphene-based electronics is an application
space that is notably rich in challenges [1]. One of those, which has
been considered for quite some time, is associated with metal contacts
on graphene. In particular, improving the electrical contact resistance
at [2] and heat transfer across [3] themetal-graphene interface is critical
for device development. The latter motivates this work.

Heat flows through material as energy carried by electrons and/or
phonons [4] and so, the thermal conductance across an interface de-
pends on their transport across the boundary. In other words, the ther-
mal conductance (or resistance) across an interface depends on how
easily free carriers pass through and/or vibrational modes couple across
the interface of two materials. Not surprisingly then, the heat flow
across graphene-metal interfaces is dependent upon the type of metal
[5,6] and will be strongly affected by the interfacial roughness, [3,7]
the presence of chemical defects [8,9], the number of graphene layers
[10], and the substrate on which graphene resides [11,12]. While both
electrons and phonons participate in thermal transport broadly, in the

case of graphene-metal interfaces, it is generally accepted that the ther-
mal conductance is largely determined by phonons rather than elec-
trons [3,7,13,14]. Thus, like other systems, [15,16] improving the
bonding or adhesion between the graphene and metal contact should
improve thermal transport.

In our previous works [8,9], we showed that chemical moieties lo-
cated between the metal and graphene influence the thermal transport
across metal-graphene interfaces. The chemical moieties were intro-
duced via plasma functionalization using electron beam generated
plasmas. Plasma-based processes are readily scalable to meet the
demands of wafer-scale fabrication and thus, when paired with large-
area graphene growth techniques [17,18], provide a path toward
industrial-level production of graphene-based electronics. While many
different plasma sources have been used to functionalize or process
graphene [19,20], electron beam generated plasmas are well-suited
for graphene processing as they are capable of providing large fluxes
of very low energy ions [21], which is an important factor in avoiding
the damage to delicate structures often associated with conventional
discharge plasmas [22]. Thus, with the appropriate choice of operating
conditions, the type and amount of functional groups can be introduced
at the metal-graphene interface and used to regulate the cross-plane
thermal conductance.

In this work, we demonstrate the connection between the plasma
operating parameters and graphene functionalization using plasma/
system diagnostics. Specifically, we show how increasing the pressure
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leads to an increase in species production and thus functional group
density. Then, using new and previously published results, we examine
the relationship between adhesion and thermal boundary conductance
at metal-graphene interfaces. In particular, we explore the relationship
between chemical modification, surface wettability, and thermal
boundary conductance. The results indicate that, with the exception of
hydrogen-functionalized graphene, thermal boundary conductance in-
creases when the functionalization leads to a more hydrophilic
graphene surface. We also show that interfacial titanium layers do not
significantly enhance thermal boundary conductance.

2. Processing system and experimental approach

2.1. Plasma processing system

The large area plasma processing system (LAPPS) is NRL-developed
technology that employs magnetically-collimated, sheet-like electron
beams to generate similarly sized plasma sheets for use in materials
processing [23,24]. A schematic of the processing system is shown in
Fig. 1. The base configuration is relatively simple, consisting of an elec-
tron beam source, slotted anode, termination anode, sample holder,
and magnetic field coils. While these components are considered criti-
cal, there is significantflexibility in their design and operation. Typically,
1–3 keV electron beamswith current densities of 1–5mA/cm2 are used.
Co-axial magnetic fields of 100–300 G are used to collimate the electron
beam and thus improve uniformity along its length [25]. These param-
eters are sufficient to produce uniform plasma sheets compatible with
typicalwafer-scale systems (diameter ≤ 300mm)operating at lowpres-
sures (b100 mTorr).

For the results described here, the plasma processing system [26]
and its operation for the processing of graphene [27,28,29,30] has
been previously described in detail. Briefly, the system vacuum was
maintained by a 250 l/s turbo pump, with a base pressure ~10−6 Torr.
The operating pressure was achieved by introducing Ar (purity N
99.9999%) and reactive gas of choice (purity N99.999%) through the
mass flow controllers and throttling the pumping speed using a manual
gate valve. The reactive gas flow was always 5% of the total flow.

The electron beamwas produced by applying a−2 kV pulse to a lin-
ear hollow cathode for a duration of 2 ms at a frequency of 50 Hz. The
emergent beam passed through a slot in a grounded anode, traversed
the gas, and was then terminated at a second grounded anode located
further downstream. The electron beam volume between the two an-
odes defines the ionization source volume, with the dimensions set by
the slot size (1 × 25 cm2) and the anode-to-anode length (40 cm). A
magnetic field of 150 Gwas produced by a set of external coils. The sam-
ples were placed on a 10.2 cm diameter stage located 3.0 cm from the
electron beam axis. The stage was ground and held at room
temperature.

The details of sample preparation can be found in refs [8,9]. Succinctly,
single layer graphene was grown via low-pressure chemical vapor
deposition (CVD) on copper foil [31] and transferred to 300 nm SiO2/Si
substrates via a standard wet chemical transfer technique [32]. Following
transfer, the samples are assessed for quality and cleanliness and only
those deemed sufficient were used for further study. For plasma process-
ing, multiple samples were processed at each condition, where at least
one is used for surface characterizations and the otherwas thenmetalized
using e-beam evaporation. For this work, we examine both aluminum
and gold contacts but in each case the thickness is 90 nm. For comparison,
sets of sample that were not plasma functionalized as well as those pre-
paredwith a thin (2 nm) titanium (Ti) wetting layer were alsometalized.

2.2. Plasma diagnostics

The plasma characterization experiments utilized a separate reactor
dedicated for such efforts. The details of that system can be found in pre-
viouswork [33,34]. It is worth noting however, that the diagnostic reac-
tor utilizes a cylindrical electron beam that runs continuously, rather
than a sheet electron beam that is pulsed. Although there will be some
differences between the two systems, the important physics will be
similar. All other conditionswere nominally the same so that the gener-
al trends can be compared. Of interest are the bulk plasma characteris-
tics as a function of operating conditions and to accomplish this,
Langmuir probe measurements were performed using previously de-
scribed data acquisition [33,34] and analysis [35] techniques,

2.3. Surface characterizations

Ex-situ surface diagnostics were performed using an X-ray photo-
electron spectroscopy (K-Alpha XPS) system to identify the presence
or absence of chemical elements. Surface composition was determined
by fitting the high resolution elemental spectra of the C1s, F1s, N1s,
O1s, etc. peaks using commercially available Unifit software. In the
case of hydrogen functionalization, coverage was estimate by compar-
ing the sp2/sp3 ratio in the C1s peak. The concentration of primary
amineswasdetermined using chemical taggingwith afluorine-contain-
ing molecule, which is readily quantified by XPS [27].

Static contact angle measurements were performed using an auto-
mated digital goniometer (AST Products, Inc.) equipped with a dispers-
ing needle holder. Liquids with known surface properties (water,
ethylene glycol, and diiodomethane) were placed on the graphene
with a micro-syringe dedicated for each liquid. Once the micro-syringe
is inserted in the needle holder, a 1 μl droplet is extruded while the
graphene is raised perpendicular to the needle holder. Contact angles
of both sides of three independent drops were averaged for each sam-
ple. As a reference, the water contact angle on uniform, as-transferred
graphene is found to be ≈90°–100°. Contact angles typically vary by

Fig. 1. The large area plasma processing system (LAPPS), which employs an electron beam generated plasma. (Left) An image of the plasma, and (Right) a schematic diagram of the
processing reactor used in this work.
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via an applied electricfield to overcome the elastic and inelastic electron
collisions that reduce their energy, such that some fraction of the
resulting electron population is energetic enough to sustain the plasma
through ionization. In contrast, species production in electron beam
generated plasmas is largely due to high-energy beam electrons
(Ebeam ~ keV) and, in the absence of externally applied electric fields,
plasma electrons rapidly cool to very low energies (Te ≤ 1 eV). As a re-
sult, one finds very different species production rates and relative spe-
cies densities which leads to a unique flux of photons, chemically
active species, and ions at adjacent surfaces.

The production of species via energetic electron beams can be
written as,

Si ¼ k JbNiσ i ð2Þ

where Jb is the beam current density, Ni is the number density of the
parent molecule or atom, σi is the cross section for species production
(for a given beam energy), and k is a proportionality coefficient [21].
There are several important implications derived from Eq. (2) that dis-
tinguish electron beamproduced plasmas from their discharge counter-
parts. Relevant to this work, however, is the fact that a given species
productionwill be proportional to the relative density of its parentmol-
ecule or atom and beamcurrent. The results of Fig. 3 illustrate this point.

The cathode current, show in Fig. 3a, depends on both the type of re-
active gas used and the operating pressure. The differences between
gases is assumed to be related to differences in ion-induced secondary
emission [54] and the rich gas-phase kinetics associated with the differ-
ent reactive gas backgrounds. Importantly, the cathode current in-
creases as function operating pressure, regardless of the gas type. If
we assume the beam current scales with cathode current [26], then
one would expect the production of species to increase more than line-
arly with pressure.

The plasma density, shown in Fig. 3b, evolves according to the con-
tinuity equation, which for a steady state plasma is given by,

−Di ∇2ni ¼ Si−Li ð3Þ

where Di is the diffusion coefficient, ni is the density, Si is the source
term, and Li is the loss term. While diffusion to the walls determines
the evolution of noble gas plasmas, gas-phase reactions dominate the
evolution of plasmas produced in backgrounds containing even small
amounts ofmolecular gases [55]. Thus, ones finds that charge exchange,
electron-ion recombination, electron attachment, etc., included in the
production and loss terms on the RHS of Eq. (3) are responsible for
the spatio-temporal profiles of the charged particles. And so, while the
plasma density generally increases with increasing pressure, it does
not do so in a linear manner. Also note that the production of reactive
radicals is expected to increase with increasing pressure since they too
are created via the high energy electron beam [56,57]. While a full ac-
counting of all the species and a detailed understanding of their evolu-
tion are important, the point of the results are that the production of
charged and neutral plasma species increase as the pressure increases.

Lastly, the results of Fig. 3c show that, the plasma potential is low
and independent of the operating conditions for all mixtures except
Ar/SF6. Although it does vary by a factor of two in that mixture, it re-
mains below 4.5 V. Thus, while the flux of plasma species at a surface
will increase with increasing pressure, the energy of the ions at the sur-
face will not exceed 5 eV [21]. Ions with energies of this magnitude are
well below that required to disrupt graphite [27] but sufficient to stim-
ulate surface reactions [20].

Taken together, the above results suggest that an appropriate “knob”
to control the processing ofmaterial in this system is pressure,where el-
evating the pressure increases the dose of reactive species and energetic
ions at the surface. Importantly, the dose can be controlled independent
of ion energy. These concepts are reflected in the results shown in Fig. 4,
where the relative concentration of functional groups on the surface of
graphene increase with increasing operating pressure [8,27,29]. Here,
the concentration of the particular functional group (as indicated in pa-
renthesis) is derived from the XPS spectra. As expected, the structure of
the graphene changes with the addition of chemical moieties, leading

Fig. 3. Characteristics of electron beam generated plasmas produced in a variety of gas
mixtures as a function of operating pressure. The indicated reactive gas is 5% by flow.
Shown are (a) the cathode current along with corresponding (b) charged particle
density and (c) plasma potential. The increase in plasma density and minimal change in
plasma potential with pressure suggest and increase in ion and reactive neutral flux at
the surface but no change in ion energy as pressure increases.

Fig. 4. The concentration of functional groups incorporated into the surface of graphene
versus the operating pressure during plasma processing. The legend indicates the
operating background gas (e.g. Ar/N2) and associated functional group (e.g. N). Each
functional group concentration was derived from XPS spectra. Like the plasma density in
Fig. 3, the functional group concentration in each operating background is found to
increase with increasing operating pressure. The results indicate functional group
concentration on the surface is related to flux at the surface.
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to, for example, a transition from sp2 to sp3 hybridization.While the de-
gree of perturbation increases with increasing coverage [28,30], no ero-
sion or etching of the carbon backbone has been observed for the
conditions used here. A detailed analysis of the C1s high-resolution
spectra as well as Raman spectra for O-, N-, and F-functionalized
graphene for select process conditions can be found in [8,28,29] while
XPS survey spectra and Raman spectra for NH2-functionalized graphene
can be found in [27].

Although it is tempting to draw a detailed connection between the
density measurements (Fig. 3b) and the final surface concentration in
Fig. 4, the density measurement does not account for the rich variety
of reactive neutrals and ions within the plasma, their transport to the
surface and how each interacts with the surface. A detailed chemical
and structural analysis of the surfaces indicate that the bonding charac-
teristics evolve as the coverage increases [30], suggesting a set of surface
reactions that are coverage dependent. As a specific example, consider
the results for graphene exposed to Ar/NH3 plasmas [27]. The amount
of N-containing functional groups increases in a linear manner with
pressure while the primary amine concentration does not, which can-
not be simply understood in terms of increasing plasma density or
flux to the surface. Nonetheless, the results clearly show that by using
the appropriate reactive gas and operatingpressure, it is possible to con-
trol the type and concentration of chemical moieties on the surface of
graphene, which can be used to control the characteristics of the
surface.

Graphene is inert and so increasing its reactivity toward othermate-
rials has been of interest. In the context of the work here, chemical
functionalization can be used to modify the surface energy in an effort
control the interaction with deposited thin films. Changes in measured
contact angle and surface energy after functionalization are shown in
Table 1. In previous work [28], the connection between contact angle,
surface energy and adhesion in oxygen- and fluorine-functionalize
graphene was investigated. The presence of oxygen yielded a more hy-
drophilic surface that was characterized by a higher surface energy and
adhesive forces. The addition of fluorine provided the opposite results; a
hydrophobic surface with lower surface energy and adhesive forces.

The results of Table 1 show fluorination to be unique in the ability to
create a more hydrophobic surface. Indeed, water contact angles are
lower and surface energy higher when O, N, H, and NH2 moieties are
present. The values depend on the functional group type and, while
the hydrogen coverage is not well known, the trends agree with previ-
ous work [27] showing an increase in hydrophilicity with coverage.
Thus, with the exception of fluorine, chemical modification is expected
to promote the adhesion of metal films.

3.2. TDTR and the management of thermal conductance

In our previous works, we have studied the influence of functional
groups, introduced via plasma processing, on the thermal boundary
conductance across graphene-aluminum [9] and graphene-gold [8] in-
terfaces. Those results are summarized in Fig. 5 for samples at room

temperature. Both Al and Au are expected to be physisorbed on the sur-
face of graphene, which is theorized to results in a lower thermal
boundary conductance compared to chemisorbed systems, such as Ni-
and Ti-graphene [5,6,10]. From this, one can reasonably assume that
the addition of functional groups that lead to a more hydrophilic sur-
face, a typical indicator of improved adhesion between the metal film
and graphene, should increase the thermal boundary conductance.
The results of Fig. 5 generally support this concept where the addition
of oxygen and nitrogen moieties increase the thermal boundary con-
ductance and that increase depends on the amount of those groups. In
fact the, increase in conductance appears to be less dependent on func-
tional group type and more on surface concentration. The presence of
fluorine-containing groups, which make the surface slightly more hy-
drophobic, have no effect on the thermal boundary conductance.

The presence of hydrogen and its influence on thermal boundary
conductance is interesting. When H is introduced via Ar/H2 plasmas,
the graphene is more hydrophilic and yet the thermal boundary con-
ductance decreases. To understand this, subsequent studies using am-
monia-containing plasmas to introduce H moieties were performed. In
one case, an Ar/NH3 plasma was used and in the second, a two-step
Ar/N2 plasma followed by an Ar/NH3 was used. The results indicated
that when hydrogen exists in the form of NH2, both the hydrophilicity
and thermal boundary conductance increase. The magnitude of which
depends on the amount of nitrogen exposure.

The results for pure hydrogen functionalization are not well under-
stood since hydrogen, like nitrogen and oxygen is found to make the
surface more hydrophilic. In line with our contact angle measurements,
numerical studies of graphane– fully hydrated graphene– have found it
to be more hydrophilic than graphene [59,60]. As such, an increase,
rather than decrease, in the measured thermal boundary conductance
is expected. On the other hand, Monachon et al. [15] showed a decrease
in thermal boundary conductance across the interface of Cu, Al, and Ni
thin films and diamond substrates when the diamond is hydrogen ter-
minated. In this case however, hydrogen termination was also found
to lower the surface energy, as well as the work of adhesion between
the metal and substrates. In other words, their results show a correla-
tion between decreasing thermal boundary conductance and reduced
adhesion in diamond.

It might well be that water contact angle and/or adhesion is not suf-
ficient to predict the thermal boundary conductance in all cases. Given

Table 1
Change inwater contact angle and surface energy for chemicallymodified graphene.With
the exception of fluorinated graphene, the chemical modification of graphene produces a
surface that is more hydrophilic and has a higher surface energy.

Plasma
background

Operating
pressure
(mTorr)

Functional
group

Surface
coverage
(%)

Δ H2O
contact
angle (%)

Δ surface
energy
(%)

Ref

Ar/SF6 50 F 12 2% −39% [28]
Ar/O2 50 O 11 −70% 24% [28]
Ar/N2 50 N 8 −54% 16% [29]
Ar/N2 90 N 20 −40% 35%
Ar/NH3 90 NH2 9 −40% 32%
Ar/H2 50 H ≈10 −18% Unknown
Ar/H2 90 H N20 −30% Unknown
H2 Unknown H b5 −27% 42% [58]

Fig. 5. The change in thermal boundary conductance at aluminum-graphene (Al/Gr) and
gold-graphene (Au/Gr) interfaces as a function of the type and concentration of
functional groups at the interface prepared using operating backgrounds indicated in
the legend (e.g. Ar/O2). The functional groups incorporated will be the same as in Fig. 4,
with the ammonia treatments introducing some mixture of N and NHx groups. Also
shown (dashed line) is the result for an interface prepared using a Ti thin film (i.e. Au/
Ti/Gr). The presence of H- and F-functional groups as well as the Ti layer has little or
negative impact on the thermal boundary conductance. The presence of O- and N-
functional groups, however, tends to increase the thermal boundary conductance in
proportion to the concentration of those groups (the dotted line).
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Figure 5: Schematic illustration of the generation of active species in a plasma produced in a molecular gas and their
delivery to a negatively-biased substrate. The incident flux includes: negative ions (-), radicals (R), excited species
(*), photons (h⌫), compound molecules (CM), and fast neutrals (FN), while ‘dissipation’ mechanisms include thermal
relaxation and the liberation of surface adsorbates.

answered from a number of research fronts. First, we can understand the post-mortem e↵ects of
plasma-surface interactions on the thermal conductance of the processed surface. To do so, I have
extended TBC measurements via TDTR and picosecond acoustics, as done with the other phases,
to directly measure the change in thermophysical properties of a native aluminum oxide layer [32].
While this does not provide a detailed understanding of energy transfer in itself, it provides strong
motivation to the need for understanding plasma-surface dynamics. From this, I have utilized a
double-lock-in approach during TDTR measurements to directly interrogate plasma-induced electron
heating of an inert Au surface [154]. While this technique does not provide the temporal resolution
required, it provided a number of unique results. The primary of which is an observed cooling
regime, in which we observed a reduction in the electron temperature of the Au surface during plasma
exposure. With this in mind, I propose a detailed temporal investigation into plasma-surface

interactions. This third front will utilize a ‘plasma jet-pump’/CW laser-probe system,

identical to that of the ‘gas-pump’/CW laser-probe system developed for investigation

into solid/gas interfacial heat transfer in the previous section. In a similar light, these
works rely on the use of an inert thermoreflectance transducer (Au), on a number of substrates with
varying thermal conductivity, to decouple various modes of energy dissipation from the plasma to
the material surface.

4.4.2 Objectives

Measure the changes in thermal conductance due to plasma processing of a material

Use TDTR as a monitor of in situ electron heating during plasma-surface interactions

Plasma surface interactions

“Plasma-induced surface cooling,” Nature Comm. 13, 2623 (2022) 
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a ceramic tube (r¼ 0.8 mm) that extends out of the end of a
grounded cylindrical metal casing. The metal tubing (pow-
ered electrode) is connected to a high-voltage source through
an electrical feedthrough in the wall of the grounded metal
casing. The end of the casing necks down to effectively form
a ground ring near the end of the ceramic tube. A discharge
is thus generated within the gas flow between the metal tube
driven at high voltage and the ground ring at the end of the
tube. A plasma plume emerges from the end of the ceramic
tube and passes through the ambient before termination at
adjacent surfaces. The gas concentration changes rapidly as
the helium mixes with air. The jet can be driven by a vari-
ety of power supplies. In this work, both AC (36 kHz, Vpp
¼ 1–3 kV) and pulsed DC (1–5 ls pulse width, 1%–10%
duty factor, V¼ 2 kV) are employed. The carrier gas is He
and typical gas flows are 5–10 l/min. Note that at these vol-
tages, a plasma is only produced when the helium is flow-
ing. High voltage probes (North Star High Voltage; Model
# PVM-5) are used to measure the instantaneous applied
voltage and current transformers (Pearson Electronics, Inc.;
Model #4100) are used to measure the currents delivered to
the driven electrode and surface in contact with the plasma
plume.

In these experiments, the optically excited carrier
dynamics within a thin gold film deposited by electron-beam
evaporation on a fused quartz or silicon substrate was moni-
tored using TDTR as the plasma jet operating parameters
were varied to change the flux of species delivered to the Au
surface, as well as the position with respect to the plasma jet
point of contact (see Fig. 1 for schematics of the experi-
ments). The thickness of the Au film was determined via pro-
filometry (Bruker Dektak XT). The electrical resistivity of
the Au film was measured via a four-point probe to be 2.926
" 10#6 X-cm, resulting in a calculated thermal conductivity
of 246 W m#1 K#1 via the Wiedemann-Franz law. An elec-
trical probe in contact with the Au thin film provides a path
to ground for the plasma current. The plasma source voltage,
source current, and surface current were all captured through

oscilloscope (Lecroy Corp; Model # LC584AL) traces. The
laser spots used for TDTR were focused onto the sample sur-
face and easily fit within the area irradiated by the plasma
jet. The 1/e2 radii of the pump and probe laser spots were 18
and 9 lm, respectively, and were determined using a
ThorLabs scanning slit optical beam profiler. TDTR scans
spanning delay times of #2 to 3 ps were collected with and
without the plasma operating over a range of conditions.
Note that a pump-probe time delay of t¼ 0 ps corresponds to
the maximum TDTR signal after pulse absorption, roughly
equivalent to the maximum electron temperature in the
metal; thus, pulse absorption occurs before t¼ 0 ps using our
nomenclature. The plasma source was mounted on a micro-
meter stage allowing the plasma jet point of contact to be
varied with respect to the TDTR measurement.

III. RESULTS AND DISCUSSION

Plasma jets, like the one employed here, are typically
produced in a noble gas flowing through a cylindrical DBD
configuration using either AC or pulsed DC voltage wave-
forms and then allowed to expand into the ambient at the end
of the tube.20–22 The approach yields a plasma plume that
extends from the exit of the tube. The plume, however, is not
uniform but rather varies strongly in both time and space
according to the applied voltage, driving frequency, and
downstream gas mixing.23,24 Thus, any interactions with sur-
faces will have similarly strong temporal dependencies.
Figures 2 and 3 show the applied power and surface currents
measured in this work. The AC jet (Fig. 2) employs a 36 kHz
AC high voltage (Vpp$ 2 kV) signal. The “no jet” signals
are acquired in the absence of a helium flow and represent
the displacement currents within the circuit, which can be
used to determine the plasma currents by subtracting them
from the measured current when the plasma is operating.
When the gas is turned on, indicated as “jet” in the plots, a
small bump on the current trace at about 2 ls indicates the
ignition of the plasma. Shortly after, a large increase in

FIG. 1. The experimental layout. (Left) A schematic of the plasma jet, TDTR lasers, and surface along with (Center) an image of the setup. (Right) Plasma jet
schematic showing the driving circuit and electrical diagnostics.
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response of the plasma-surface interaction on the time scale
of seconds as the power and gas supplied to the plasma jet
are turned on and off and the spatial profile of the plasma jet
interaction at the surface of the metal film. Shown in Figs. 5
and 6 are the time-dependent results of those measurements.
The measurements are analogous to the measurements in
Fig. 4(b) except that the driving voltage waveform of the
plasma jet replaces the pump laser as the primary heating
frequency. For the remainder of this paper, we report results
for 80 nm Au films deposited on quartz substrates.

Figure 5 shows the time profile using the AC jet
(36 kHz) with probing laser signal phase-locked to 36 kHz.
The signal increases strongly as the jet is turned on at t¼ 0 s
and remains nearly constant until the gas flow is turned off at
"27 s. Between then and "60 s, the AC power remains on.
The absence of gas flow ensures that no plasma jet is pro-
duced and so, the non-zero signal indicates an effect due to
the AC power. To understand this better, the experiments
were repeated using pulse DC rather than AC. The results in
Fig. 6 show the time profile using a plasma jet driven with a
4 ls long, 2 kV pulse running at 10 kHz. Unlike the AC
results, the signal goes to zero when the gas flow is turned
off but applied power remains on. While the reasons for this

difference are not known, we speculate AC fields drive
inductive heating in the gold film. Importantly, the measure-
ments of Figs. 5 and 6 suggest a correlation between the
plasma jet operation and changes in the surface reflectivity
produced by elevated temperatures in the film. It is important
to note that with either jet, the reflectance signals before and
after jet irradiation are identical, indicating that the plasma
does not affect the surface in ways that would change the
reflectance.

To further explore this correlation, measurements to
probe the spatial extent of this heating were performed. The

FIG. 4. TDTR measurements showing the effect of the plasma jet. (a)
TDTR signal intensity as a function of pump-probe delay time with and
without the plasma jet operating and (b) those signals after normalizing to
the peak intensity. The latter illustrates the differences in signals after
accounting for any experimental variations. (c) The peak TDTR signal with
and without plasma running as a function of lab time (real time). The solid
line is the raw data (open symbols) after smoothing. The measurements
employ an AC-driven jet and the material is 200 nm thick Au films on Si
substrates. The laser and jet spots at the surface are co-aligned.

FIG. 5. The change in thermoreflectance produced by the AC plasma jet
impacting an 80 nm Au film on a quartz substrate. Shown is the probe laser
response, phase-locked to the plasma driving frequency (36 kHz), as a func-
tion of time. When the plasma jet is turned on (“Jet on”), the gas is flowing
and power is on. Between “Gas off” (" 27 s) and “AC power off” (" 60 s),
the gas flow is turned off but power remains on. During this mode, there is
no visible plasma plume. Note that the signal does not go to zero when the
gas flow is off.

FIG. 6. The change in thermoreflectance prompted by a pulsed plasma jet
(pulse width ¼ 4 ls; period¼ 100 ls). Shown is the probe laser response,
phase-locked to the plasma driving frequency (10 kHz), as a function of
time. When the plasma jet is turned on (“Jet on”), the gas is flowing and
power is on. At "27 s (“gas off”), the gas flow is turned off but power
remains on and no plasma plume is visible. In contrast to the AC plasma jet,
the signal does go to zero when the gas flow is turned off.

043301-5 Walton et al. J. Appl. Phys. 124, 043301 (2018)

results are shown in Fig. 7, where the plasma jet point of
contact on the surface is varied with respect to the laser spot.
In this case, the jet is driven with pulsed DC (4 ls; 10 kHz).
Figure 7(a) shows the signal intensity acquired while moving
the plasma jet through the laser point of contact where 1 s
corresponds to approximately 2 lm. This suggests a heating
zone with a diameter of about 0.5 mm, which is about 1/3 the
inner diameter of the tube from which the jet emerges.
Figure 7(b) shows the same measurement while moving in
the opposite direction. The slight asymmetry in the signal
intensity in both figures is consistent and likely due to the
measurement geometry (e.g., the jet is incident to the surface
at an angle). Nonetheless, the data support the aforemen-
tioned correlation between the plasma jet and surface
heating.

Figure 8 compares the signal response for a jet driven
with pulsed DC at 10 kHz for 4 ls and 8 ls. An increase in
signal intensity is seen for a longer pulse duration (note that
the scale difference between the left and right ordinate is a
factor of 2), which is correlated with a relative increase in
temperature within the material. A somewhat broader distri-
bution is also seen for the longer pulse duration, suggesting
that a longer plasma exposure drives a larger thermal
response that is dissipated over a larger area.

Taken together, the results of Figs. 5–8 strongly suggest
the observed elevation in TDTR peak intensity [Fig. 4(b)]

and changes in TDTR profiles [Fig. 4(a)] are, in fact, caused
by the plasma jet interactions with the surface. The TDTR
measurements, on the other hand, can be related to the
energy of the electrons and their collision dynamics. As
such, the TDTR technique provides a method to examine
plasma-driven surface interactions that elevate the energy of
electrons within the metal.

Accordingly, we revisit the TDTR measurements shown
in Fig. 4 using plasma jets driven by both AC and pulsed
DC. Figure 9 shows the results for the AC Jet (36 kHz) gen-
erated at different applied voltage amplitudes (the values

FIG. 7. The change in thermoreflectance produced by a pulsed plasma jet
(pulse width ¼ 4 ls; period ¼ 100 ls) as a function of distance from the
plasma plume point of contact on the surface. (a) Signals acquired while
moving the plasma plume through the laser center point of contact where 1 s
corresponds to approximately 2 lm. (b) The same measurement while mov-
ing in the opposite direction. The slight asymmetry in the effective heating
region is likely due to the experimental configuration.

FIG. 8. The change in plasma-driven thermoreflectance as a function of
position for pulsed (10 kHz) jets with pulsed widths of 4 ls and 8 ls. The
left ordinate corresponds to the signal intensity of the probe laser response
when the pulse width is 4 ls, while the right corresponds to the signal inten-
sity when the pulse width is 8 ls. Note the factor of 2 difference in intensity
along with a slightly broader profile when the pulse width is 8 ls.

FIG. 9. TDTR measurements with electron energy fitting using an AC jet
(36 kHz) driven at different applied voltage amplitudes. The values for
applied voltage are peak-to-peak voltage. Also shown is the baseline case
when the jet is not operating (0 kV). The inset shows an expanded view of
the data at t¼ 0 (or peak intensity). The measurements indicate an increase
in the time-average electron energy (temperature) within the material is
expected when the applied voltage is increased.
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results are shown in Fig. 7, where the plasma jet point of
contact on the surface is varied with respect to the laser spot.
In this case, the jet is driven with pulsed DC (4 ls; 10 kHz).
Figure 7(a) shows the signal intensity acquired while moving
the plasma jet through the laser point of contact where 1 s
corresponds to approximately 2 lm. This suggests a heating
zone with a diameter of about 0.5 mm, which is about 1/3 the
inner diameter of the tube from which the jet emerges.
Figure 7(b) shows the same measurement while moving in
the opposite direction. The slight asymmetry in the signal
intensity in both figures is consistent and likely due to the
measurement geometry (e.g., the jet is incident to the surface
at an angle). Nonetheless, the data support the aforemen-
tioned correlation between the plasma jet and surface
heating.

Figure 8 compares the signal response for a jet driven
with pulsed DC at 10 kHz for 4 ls and 8 ls. An increase in
signal intensity is seen for a longer pulse duration (note that
the scale difference between the left and right ordinate is a
factor of 2), which is correlated with a relative increase in
temperature within the material. A somewhat broader distri-
bution is also seen for the longer pulse duration, suggesting
that a longer plasma exposure drives a larger thermal
response that is dissipated over a larger area.

Taken together, the results of Figs. 5–8 strongly suggest
the observed elevation in TDTR peak intensity [Fig. 4(b)]

and changes in TDTR profiles [Fig. 4(a)] are, in fact, caused
by the plasma jet interactions with the surface. The TDTR
measurements, on the other hand, can be related to the
energy of the electrons and their collision dynamics. As
such, the TDTR technique provides a method to examine
plasma-driven surface interactions that elevate the energy of
electrons within the metal.

Accordingly, we revisit the TDTR measurements shown
in Fig. 4 using plasma jets driven by both AC and pulsed
DC. Figure 9 shows the results for the AC Jet (36 kHz) gen-
erated at different applied voltage amplitudes (the values

FIG. 7. The change in thermoreflectance produced by a pulsed plasma jet
(pulse width ¼ 4 ls; period ¼ 100 ls) as a function of distance from the
plasma plume point of contact on the surface. (a) Signals acquired while
moving the plasma plume through the laser center point of contact where 1 s
corresponds to approximately 2 lm. (b) The same measurement while mov-
ing in the opposite direction. The slight asymmetry in the effective heating
region is likely due to the experimental configuration.

FIG. 8. The change in plasma-driven thermoreflectance as a function of
position for pulsed (10 kHz) jets with pulsed widths of 4 ls and 8 ls. The
left ordinate corresponds to the signal intensity of the probe laser response
when the pulse width is 4 ls, while the right corresponds to the signal inten-
sity when the pulse width is 8 ls. Note the factor of 2 difference in intensity
along with a slightly broader profile when the pulse width is 8 ls.

FIG. 9. TDTR measurements with electron energy fitting using an AC jet
(36 kHz) driven at different applied voltage amplitudes. The values for
applied voltage are peak-to-peak voltage. Also shown is the baseline case
when the jet is not operating (0 kV). The inset shows an expanded view of
the data at t¼ 0 (or peak intensity). The measurements indicate an increase
in the time-average electron energy (temperature) within the material is
expected when the applied voltage is increased.
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Tracking surface temperature during plasma jet irradiation
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Figure 2. a) Measured thermoreflectance as a function of time for a 5 µs plasma pulse and b) the measured surface current at the Au film.

DISCUSSION

While thermionic emission has been theoretically devised
as a refrigeration method, with potential efficiencies on par
with Carnot cycles21, it is nearly impossible to experimentally
achieve at or near room temperature, with the exception of
limited cases in select material systems such as superlattices22

and 2-D heterostructures23. In the case of thermally-driven
electron emission, the current emitted from a metal surface
with work function f at a temperature T is given by,

J(f ,T ) = AT
2
e
�f/kBT (1)

where A=mek
2
B
/2p2

h̄
3 ⇡ 120 A cm�2 K�2 and kB is Boltz-

mann’s constant. In the case of Au, with a work function of
over 5.25 eV, this leads to an almost infinitesimally-small cur-
rent density (7⇥ 10�78 A m�2), certainly immeasurable and
impractical at finite temperatures. Given such, we certainly
would expect no cooling-effect from an atmospheric plasma
jet due to thermal excitations.

Alternatively, there are two potential effects that could be
leading to the observed cooling phenomenon. First, which
has been recently shown to lead to a temperature decrease
in high-repetition laser ablation24, would be material ejection
from the surface. It is well-known that plasma jets, including
atmospheric jets as used in this work, lead to modification of
a material surface. At large plasma fluxes (much greater than
reported in our thermoreflectance data), we do in fact see irre-
versible damage to surface of the Au film. In addition to po-
tential sublimation of the Au surface itself, adsorbate desorp-
tion could be the underlying mechanism for observed cooling;
it is well known that water will adsorb on Au surfaces even un-
der UHV conditions25. In such a case, the weak bonding of
physisorbed water to the Au surface would allow for potential
liberation of water molecules from nearly all species emanat-
ing from the plasma jet. Such a process would be an analog to
evaporative cooling.

The second potential mechanism driving the observed cool-
ing is in line with thermionic emission; the Nottingham effect,
whereby electrons undergo field emission due large values of
charge separation and is well-known to cool material surfaces
could be playing a role26. Given the plasma induces a large
flux of charged species toward the Au surface, it is possible
that when these species are in close proximity to the metal,
the potential exceeds the work function/Schottky barrier, and
electrons are removed from the gold film.

During the observed cooling, the peak differential reflectiv-
ity is measured to be DR/R ⇡ 3⇥10�5. Based on an array of
previous works19,20, the thermoreflectance coefficients of thin
Au films are of similar order, DR/DT ⇡ 2�4⇥10�5, indicat-
ing the observed cooling is on the order of approximately 1
K.

In the case of material removal for evaporative cooling, the
process of atomic desorption from the target surface must oc-
cur prior to energy deposition into the bulk of the material.
Based on the spot size and skin depth of our laser in Au, the
probed volume is ⇠150 µm3. Pairing this volume with the
volumetric heat capacity of Au, ⇠2.49 MJ m�3 K�1, a lo-
cal 1 K temperature reduction would require 0.37 nJ to be
removed from the probed volume. At room temperature, a
reasonable approximation to the average thermal energy of
each particle in a solid is simply 3kBT , or ⇠1.24⇥10�20 J.
With these values in mind, it would require 3⇥ 1010 atoms
to be removed from the probed volume. If a uniform ‘sheet’
of atoms were removed across the probed area, this number of
atoms corresponds to a single monolayer of material removed.
This is certainly reasonable, as plasma jet’s are commonly uti-
lized for removal of surface contaminants that are adsorbed at
much faster time scales than the separation time between sub-
sequent plasma pulses (tens of nanoseconds-to-microseconds
for contaminant adsorption, compared to tens-to-hundreds of
microseconds between each measured plasma pulse). We fur-
ther note that similar calculations can be performed for ph-
ysisorbed water liberated from the Au surface, which would
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2. Transient linear reflectivities

2.1. Interband transitions

For quasi-free electrons, light below the plasma
frequency is partly absorbed and partly reflected
from a metal surface but the dependence of reflectiv-
ity on electron temperature is usually weak. This

Ž .changes completely when interband transitions IT
are involved like, for example, d-srp excitations in
noble metals, as sketched in Fig. 3. Since the reflec-
tivity varies with electronic occupancy it is evident
that broadening of the Fermi distribution at elevated
temperatures leads to increased absorption and de-

Žcreased reflection for "v- ITT interband transi-
.tion threshold , and the other way around for "v)

ITT. To illustrate this, calculated changes of the
Ž .relative reflectivity DRrR of gold ITT s 2.47 eV

are plotted in the inset of Fig. 3 for various electron
temperatures T . These curves are based on fre-e
quency and temperature dependence of the dielectric

Ž .function ´ v,T which we derived from modelse
w x w xdeveloped by Jah and Warke 31 and Rustagi 32

w xwith some refinements described in Refs. 11,28,33 .
In our experiments we excite conduction electrons

with a pump pulse and monitor their relaxation by
the reflectivity change of a probe pulse with varying
delay. For the actual data analysis we use the nor-

Fig. 3. Illustration of the density of states in gold at elevated
electron temperatures. Calculated changes of relative reflectivities

Ž .at energies near the interband transition threshold ITT are plot-
ted in the inset for various electron temperatures.

Fig. 4. Maximum changes of probe beam reflectivity obtained in
pump-probe experiments on a 1 mm thick polycrystalline gold
sample with probe photon energies around the interband transition

Ž .threshold ITT . The measurements were performed with two
Ž . Žprobe beam polarizations: py p open symbols and 458y s full

.symbols . The inset shows two typical pump-probe traces for
Ž .458y s polarization from which data were taken. Dashed py p

Ž .and solid 458y s lines show the result of model calculations for
an electron temperature of 2700 K. For better comparison, the
py p data are divided by 1.8.

malized change in probe beam reflectivity, defined
as
DR R T yR 293KŽ . Ž .es . 2.1Ž .
R R 293KŽ .
A first test of the model for the dielectric function
consisted of verifying for a well defined pump flu-
ence, i.e., a fixed electron temperature, the trend of
Ž .DRrR with photon energy around the interband

Ž .transition threshold ITT , shown in the inset of Fig.
3. To this purpose corresponding pump-probe mea-
surements were carried out on a 1 mm thick gold
sample. Maximum values of the probe beam reflec-

Ž .tivity change, DRrR , taken from time-depen-max
dent measurements as shown in the inset, are plotted
in Fig. 4 as a function of the photon energy of the
probe beam. Data for two polarizations of the probe
beam show the same trend, although there is some
scatter towards lower energies. The observed varia-
tion with photon energy and the sign change at the
ITT are in qualitative agreement with earlier results

w xreported in Refs. 2,17 . Here, we demonstrate that
the data in Fig. 4 can be described quantitatively by

Ž .the model for e v,T s2700 K , as shown by thee
dashed line for pyp polarization and the solid line
for 458y s polarization. The same quantitative
agreement between model calculations and experi-

Ž .Chemical Physics 251 2000 237–258
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Abstract

New results about relaxation dynamics of optically excited electrons in metals, mostly gold and nickel films, are
presented. Emphasis is on electron temperature near the surface as well as on the range of energy transport by ballistic and
diffusive electron motion in comparison to the optical penetration depth. The experiments focus on the interval between
creation of an electron temperature and the time at which thermal equilibrium between electrons and lattice is reached.
Results were obtained by time-resolved linear and second-harmonic reflectiÕity measurements carried out in pump-probe
mode. It is shown that the two-temperature model is well suited to describe hot electron diffusion in metals and to extract
electron–phonon coupling constants from experimental data, provided corrections for ballistic electron motion are incorpo-
rated. The electron–phonon coupling constant of gold was found to be independent of film thickness down to 10 nm. For
noble metals, probe reflectivities near the interband transition were related to electron temperatures by a proper model for the
dielectric function. For transition metals such relation between reflectivity and electron temperature is more difficult. A new
pump-pump-probe technique was introduced which allows to study hot electron relaxation by probing the reflectivity in
thermal equilibrium between electrons and lattice. Also these results can be well described by the two-temperature model.
Finally, the interface sensitivity of the second harmonic was utilized to detect vibrational motion and thermal expansion of

Ž .ultrathin nickel films on Cu 001 . q 2000 Elsevier Science B.V. All rights reserved.

1. Introduction

The response of metals to optical radiation is a
w xclassical topic treated in textbooks 1 . Fresnel for-

mulas with complex index of refraction describe
reflection, absorption, and transmission in case of
thin films. The irradiated sample is heated by the
absorbed energy density, determined by spot size and
energy deposition depth. For cw radiation the excita-
tion rate is low and the time between two local
excitations is much longer than the relaxation rate by

welectron-electron and electron–phonon collisions 2–
x4 . Consequently, electrons and lattice are in time-
averaged thermal equilibrium and heat diffusion into

deeper parts of the material takes place on a scale set
by the lattice thermal diffusivity. Regarding the ab-
sorbed energy density, there is a decisive difference
between cw and ultrashort pulse laser radiation. For
example, assuming total absorption, a 1 ps laser
pulse of 1 mJ deposits an energy density which is
106 times larger than what of a 1 W cw laser stores
per picosecond. The consequence regarding the local
density of excited electrons is dramatic. To see this,
let us estimate the number of excited electrons per
atom. In a homogeneous lattice with 5=1028
atomsrm3, total absorption of a 1 mJrps pulse with
photon energy of 2 eV distributed over 100 mm2

irradiated area and an absorption depth of 20 nm will
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Figure 2. a) Measured thermoreflectance as a function of time for a 5 µs plasma pulse and b) the measured surface current at the Au film.

DISCUSSION

While thermionic emission has been theoretically devised
as a refrigeration method, with potential efficiencies on par
with Carnot cycles21, it is nearly impossible to experimentally
achieve at or near room temperature, with the exception of
limited cases in select material systems such as superlattices22

and 2-D heterostructures23. In the case of thermally-driven
electron emission, the current emitted from a metal surface
with work function f at a temperature T is given by,

J(f ,T ) = AT
2
e
�f/kBT (1)

where A=mek
2
B
/2p2

h̄
3 ⇡ 120 A cm�2 K�2 and kB is Boltz-

mann’s constant. In the case of Au, with a work function of
over 5.25 eV, this leads to an almost infinitesimally-small cur-
rent density (7⇥ 10�78 A m�2), certainly immeasurable and
impractical at finite temperatures. Given such, we certainly
would expect no cooling-effect from an atmospheric plasma
jet due to thermal excitations.

Alternatively, there are two potential effects that could be
leading to the observed cooling phenomenon. First, which
has been recently shown to lead to a temperature decrease
in high-repetition laser ablation24, would be material ejection
from the surface. It is well-known that plasma jets, including
atmospheric jets as used in this work, lead to modification of
a material surface. At large plasma fluxes (much greater than
reported in our thermoreflectance data), we do in fact see irre-
versible damage to surface of the Au film. In addition to po-
tential sublimation of the Au surface itself, adsorbate desorp-
tion could be the underlying mechanism for observed cooling;
it is well known that water will adsorb on Au surfaces even un-
der UHV conditions25. In such a case, the weak bonding of
physisorbed water to the Au surface would allow for potential
liberation of water molecules from nearly all species emanat-
ing from the plasma jet. Such a process would be an analog to
evaporative cooling.

The second potential mechanism driving the observed cool-
ing is in line with thermionic emission; the Nottingham effect,
whereby electrons undergo field emission due large values of
charge separation and is well-known to cool material surfaces
could be playing a role26. Given the plasma induces a large
flux of charged species toward the Au surface, it is possible
that when these species are in close proximity to the metal,
the potential exceeds the work function/Schottky barrier, and
electrons are removed from the gold film.

During the observed cooling, the peak differential reflectiv-
ity is measured to be DR/R ⇡ 3⇥10�5. Based on an array of
previous works19,20, the thermoreflectance coefficients of thin
Au films are of similar order, DR/DT ⇡ 2�4⇥10�5, indicat-
ing the observed cooling is on the order of approximately 1
K.

In the case of material removal for evaporative cooling, the
process of atomic desorption from the target surface must oc-
cur prior to energy deposition into the bulk of the material.
Based on the spot size and skin depth of our laser in Au, the
probed volume is ⇠150 µm3. Pairing this volume with the
volumetric heat capacity of Au, ⇠2.49 MJ m�3 K�1, a lo-
cal 1 K temperature reduction would require 0.37 nJ to be
removed from the probed volume. At room temperature, a
reasonable approximation to the average thermal energy of
each particle in a solid is simply 3kBT , or ⇠1.24⇥10�20 J.
With these values in mind, it would require 3⇥ 1010 atoms
to be removed from the probed volume. If a uniform ‘sheet’
of atoms were removed across the probed area, this number of
atoms corresponds to a single monolayer of material removed.
This is certainly reasonable, as plasma jet’s are commonly uti-
lized for removal of surface contaminants that are adsorbed at
much faster time scales than the separation time between sub-
sequent plasma pulses (tens of nanoseconds-to-microseconds
for contaminant adsorption, compared to tens-to-hundreds of
microseconds between each measured plasma pulse). We fur-
ther note that similar calculations can be performed for ph-
ysisorbed water liberated from the Au surface, which would

Plasma cooling of surface
Plasma cooling: either mass removal or 

electron ejection from high eV photons (can 
not rule out either)

-DR = increase in temperature from energy transfer to gold

Cooling of surface from 
decrease in surface current 

or pulse turning off
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What we covered today
1.What makes a high and low thermal conductivity material – an 

electron and phonon nanoscale perspective
2.Thermal conductivity of thin films: how film dimensional and 

growth conditions can lead to interfaces and defects that scatter 
electrons and phonons, thus reducing the thermal conductivity of 
materials

3.Thermal conductivity measurements: thin film methods
4.Thermal boundary resistance: coherent and incoherent heat 

transfer across interfaces in nanostructures
5.Coupled nonequilibrium heat transfer: Energy coupling among 

electron, phonons and photons including ultrafast laser pulse 
effects

6.Heat transfer in materials during synthesis and manufacturing, 
including plasma-material interactions during deposition and laser-
based manufacturing
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