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Nanoscopic picture of the thermal conductivity of materials

Thermal conductivity of materials
How do you make a great thermal conductor?

Giri and Hopkins, Nature Materials 19, 482

High k
• Stiff, light mass, small 

unit cell, no defects, 

Low k
• Soft, heavy mass, large 

unit cell, complex unit 
cell, mass/chemical 
heterogeneities
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isotopically enriched cBN now takes its place 
as one of the highest thermal conductivity 
materials in existence.

Impressively, the relatively simple 
criteria set by Slack are still applicable 
for most non-metallic solids as shown in 
Fig. 1a, where we plot κ as a function of 
!Mδθ3
I

 (where !M
I

 is the average mass, δ3 
is the average volume and θ is the Debye 
temperature). The factor !Mδθ3

I
 maximizes 

for strongly bonded crystals with light 
atoms, and is able to fairly replicate 
measurements of κ. However, this scaling 
fails to describe κ of high-quality crystals of 
BAs, where higher order phonon scattering 
mechanisms (Fig. 1b) and the limited phase 
space for phonon–phonon scattering need 
to be considered2. The scaling also fails to 
predict κ for natural cBN, where observed 
κ falls below the line due to substantial 
contributions from resistive phonon–
impurity scattering (Fig. 1c)1.

We can thus apply insight from 
first-principles calculations to analyse the 
necessary phonon scattering mechanisms 
responsible for ultrahigh thermal 
conductivity. For BAs, heavier As atoms 
dictate the motion of the acoustic phonons 
that carry most of the heat. As such, the 
more isotopically homogeneous As atoms 
only weakly scatter with the isotope defects 
from the lighter boron atoms that dictate 
the shorter wavelength and more dispersive 
optical modes2. Therefore, the thermal 
conductivities of isotopically enriched and 
natural BAs samples are comparable (see 
Fig. 1a). In contrast, due to the similarity 
in B and N masses, the inclusion of natural 

isotopes in cBN crystals can have a drastic 
effect on κBN as compared with higher order 
anharmonic processes (Fig. 1c). Taken 
together, κ of isotope-enriched cBN could 
potentially surpass κ of BAs (Fig. 1d).

To validate these theories, Chen et al. 
used pump–probe thermoreflectance 
techniques to measure the thermal 
conductivity of synthetic crystals of cBN 
with natural and controlled abundance of 
boron isotopes from 250 K to 500 K. Their 
results showed that the rate of decrease 
in thermal conductivity with temperature 
for cBN is similar to diamond, but slower 
than BAs. For ideal crystals, a faster rate 
of decrease of thermal conductivity with 
temperature suggests a stronger role of the 
higher order scattering processes, as was 
corroborated by first-principles calculations 
that show weak higher order anharmonic 
processes in cBN, in contrast to BAs where 
four-phonon processes play a vital role. 
Their calculations also showed that the 
combination of large relative mass difference 
in boron isotopes (resulting in a strong 
isotope effect) and weaker anharmonic 
phonon scattering processes leads to 
ultrahigh κ in cBN.

For over 65 years, finding a heat 
conductor to rival diamond has proven 
daunting. However, Chen et al. show that 
high-quality crystals of cBN can possess 
comparable thermal conductivities,  
of ∼1,600 W m−1 K−1 at room temperature. 
While isotope enrichment can minimize 
resistive phonon scattering processes, 
intrinsic phonon transport properties are 
ultimately governed by atomic masses 

and the stiffness of chemical bonds. The 
discovery of materials with bond strengths 
similar to diamond, combined with well 
prescribed phonon–isotope scattering 
processes, could present another mechanism 
to achieve ultrahigh-thermal-conductivity 
materials. Tuning of interatomic bonds 
by external stimuli could enable changes 
in phonon scattering rates and velocities, 
and so increase thermal conductivity. 
Additionally, with anticipated challenges 
in the heterogeneous integration of these 
high-thermal-conductivity materials into 
composites and devices — a well-known 
issue for diamond — the ability to create 
dynamically tunable thermal properties 
in easily integrated materials could offer 
a solution to the implementation of these 
ultrahigh-thermal-conductivity materials in 
thin films and interfaces.

The realization of ultrahigh thermal 
conductivity in cBN represents the 
collaborative efforts of scientists and 
engineers with a range of expertise. This 
discovery was a result of designing a 
material with an end goal of achieving 
a desired thermal property, as opposed 
to the thermal property being evaluated 
after designing the material for another 
functionality. This ‘thermal-first’ material 
development is a necessary charge to push 
the limits of thermal sciences and discover 
unrealized thermophysical processes. 
While Slack’s predictions provide us with 
a blueprint for relatively simple material 
systems, there is a periodic table worth of 
opportunities for thermal-first material 
development of complex systems, which 
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Fig. 1 | Thermal conductivity scaling with strength of bonding and average mass in crystal, and the role of different phonon scattering processes in 
boron-containing materials. a, Room-temperature thermal conductivity versus the Slack scaling parameter for GaAs (ref. 7), Ge (ref. 8), GaN (ref. 9),  
Si (ref. 10), diamond (ref. 11), SiC (ref. 9), BeO (ref. 12), AlN (ref. 12), BAs (ref. 5), and cBN (refs. 1,6). Dashed line represents the equation from Slack. b–d, 
Schematics describing the phonon scattering mechanisms in crystals of natural and isotopically enriched BAs with a thermal conductivity of ~1,200 W m−1 K−1 
(b), natural cBN with a thermal conductivity of ~850 W m−1 K−1 (c) and isotope-enriched cBN with a thermal conductivity of ~1,600 W m−1 K−1 (d). Phonon–
isotope scattering can significantly affect the thermal conductivity of cBN, whereas it has negligible influence on BAs due to large mass-mismatch between the 
atomic constituents in BAs. Similarly, four-phonon processes are important for natural and isotopically enriched BAs, while three-phonon scattering dominates 
the thermal conductivity of isotopically enriched cBN, with negligible influence from four-phonon processes.
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Ex: the case of GaN thin films
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reaching levels in excess of 1018 cm!3 in the case of H and
1020 cm!3 for Si and Mg (see Figure 2(c)).

For the more highly doped p-type films, the H concen-
tration exceeds this threshold value whereas those more
lightly doped reside comfortably below (see Table I).
Thermal conductivity thus reduces with increased doping for
the p-type films due to impurity scattering. The n-type films,
in contrast, possess impurity levels (i.e., Si) below that
impacting thermal conductivity even when highly doped.
Consequently, n-type samples are unaffected by impurities
and exhibit a thermal conductivity independent to carrier
concentration (see Figure 1). Thermal conductivity remains
reduced relative to bulk, however, despite the comparatively
low impurity and dislocation densities. For this reason, the
size effects are subsequently examined.

Size induces a 10% reduction in conductivity when the
GaN layer becomes less than 40 lm. Similar to that predicted
by Freedman et al.,20 a 50% reduction occurs for films 1 lm
thick. For the 3–4 lm thick epilayers considered here, Figure
2(a) indicates that even with pristine GaN a thermal conductiv-
ity of only 170–180 W/mK can be expected. The n-type epi-
layers possess dislocation densities of "107 cm!2 and a
maximum impurity concentration of <2# 1018 cm!3. From
the perspective of thermal transport as outlined in Figure 2,
they are pristine. The observed average value of 180 W/mK is,
therefore, dictated by the very size of the film. The p-type
layers, in contrast, are not pristine. Compensation requires addi-
tional magnesium and hydrogen for similar carrier concentra-
tions relative to the amount of silicon needed for n-type
doping. For example, a carrier concentration of 7 # 1017 cm!3

resulted in impurity concentrations of >1# 1019 cm!3 for both
Mg and H in the p-type films compared to $2# 1018 cm!3 for
the n-type epilayers (see Table I). Therefore, with increasing
doping, the thermal conductivity of the p-type epilayers reduces
from its size limited value of 170 W/mK to its size and impurity
determined value of 110 W/mK (see Figure 2(c)). Even in the
highly doped p-type epilayer, however, size plays an important
role in the determination of thermal conductivity, causing a
reduction on par with that of the dopant atoms.

The role of size is not only apparent in the films consid-
ered here but in the previously published thermal conductiv-
ity values of GaN in aggregate. Figure 3 provides the
measured room temperature values of GaN thermal conduc-
tivity as a function of sample thickness for the past "40
years since the original report of Sichel and Pankove.39 An

increasing trend with thickness is clearly apparent as
highlighted by the dashed curve. This curve is merely a
guide to the eye, however, as the composite data represents
GaN possessing disparate degrees of dislocations and impu-
rities. To then quantitatively orient the impact of size, dislo-
cations, and impurities, contours are provided in Figure 3.
These contours plot the thermal conductivity as a function of
thickness for a given dislocation density over a Si-based
impurity concentration spanning 1016 to 1020 cm!3. While
most studies do not provide the requisite information for
direct comparison to the contours, trends are generally con-
sistent with the expectation in which thicker films rest in
contours of lower dislocation density.17

Using Figure 3 as a heuristic linking sample characteris-
tics to conductivity, implications on the thermal properties of
device layers emerge. First, the architecture of both lateral
high electron mobility transistors (HEMT) in which the GaN
is typically 2 lm thick and power diodes possessing thick-
nesses of 20 lm dictates that a bulk thermal conductivity will
not be realized even if made of “perfect” GaN. Rather, ther-
mal conductivities less than 200 W/mK are more likely. No
film less than 100 lm has been reported to have a thermal con-
ductivity greater than 215 W/mK. Second, compensation of
intrinsic doping using counter-doping implants is benign to
thermal transport as long as total impurity levels remain below
1019 cm!3. Third, the impact of doping and dislocations on

FIG. 2. Thermal conductivity as a function (a) sample thickness, (b) dislocation density, and (c) impurity concentration. In (c), solid lines correspond to ther-
mal conductivity versus Mg concentration while the dashed and dotted lines represent Si and H, respectively.

FIG. 3. Thickness dependent thermal conductivity of GaN at varying (col-
ored bands) dislocation densities and impurity levels compared to (symbols)
the published values of GaN’s thermal conductivity.12–18,39,59–70 Filled sym-
bols are from the present effort. Diamonds correspond to GaN nanowires.
Dotted line is guide to the eye. All values correspond to a measurement tem-
perature of "300 K.
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The importance of low defects films
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can be the dominant thermal resistances [6,14,15]. At sub-
micron thicknesses, however, boundary scattering can play a
significant role and size effects can reduce the thermal con-
ductivity of GaN films at room temperature [12]. However,
isolating the role of size effects on the thermal conductivity
of GaN films at these thicknesses can be obfuscated from
other defect scattering processes that arise from heteroge-
neous growth (e.g., dislocations, grain boundaries, etc.) [16].
Similarly, separating the contribution of doping on the ther-
mal conductivity of submicrometer thick GaN films can be
challenging due to the difficulty of growing high-quality thin
films [12].

In this study, we report on a series of experimental
measurements on the cross-plane thermal conductivity of
0.25–2.1 µm thick homoepitaxial GaN films grown on GaN
substrates or GaN templated sapphire substrates via metal-
organic chemical vapor deposition (MOCVD) and molecular
beam epitaxy (MBE). Unlike prior works, we focus on GaN
films grown on GaN substrates/templates to better isolate the
role of size effects and doping on reductions in the thermal
conductivity of GaN thin films. Two different techniques, time
domain thermoreflectance (TDTR) [17–21] and steady-state
thermoreflectance (SSTR) [22–24], are employed to measure
the thermal conductivities. At room temperature, our unin-
tentionally doped (UID) homoepitaxially grown GaN films
exhibit some of the highest thermal conductivities reported to
date for GaN films of equivalent thicknesses. We attribute this
to the lower point-defect concentrations and dislocation den-
sity of the homoepitaxially grown films as compared to those
of heteroepitaxially grown GaN. As the temperature decreases
below 200 K, the dominant source of thermal resistance
in the UID films shifts from phonon-phonon scattering to
phonon-defect and phonon-boundary scattering. When doped
with Mg, the thermal conductivities of the GaN films re-
duce substantially due to phonon-dopant scattering exhibiting
the high influence of doping on GaN thermal resistance. In-
creasing the dopant concentration from 1018 to 1019 cm−3

decreases the electrical resistance from ∼0.85 to 0.30 ! cm,
but results in negligible changes in thermal conductivity. We
further demonstrate that high thermal boundary conductance
at metal/GaN interfaces can be achieved through in situ de-
position of aluminum (Al) in ultrahigh vacuum during MBE
growth of the homoepitaxial GaN films. Our results indicate
that elastic phonon scattering is dominating the thermal trans-
port at this high-quality Al/GaN interface.

II. GROWTH DETAILS OF THE GaN THIN FILMS

Six UID GaN thin films of varying thicknesses (0.25–
2.1 µm) are grown on n-doped hydride vapor phase epitaxy
(HVPE) GaN wafers by MOCVD using a 6 × 2 in. Veeco D-
180 reactor refurbished by Agnitron, Inc. We use a V/III ratio
of 3000, pressure of 200 Torr, and temperature of 1030 ◦C
with trimethylgallium and ammonia sources for growing these
films. Secondary ion mass spectroscopy (SIMS) is used to
characterize the impurity concentrations of the films. The sili-
con (Si), carbon (C), and oxygen (O) impurity concentrations
of the GaN films range from 1015 to 1016 cm−3, as described
in detail by Hite et al. [25]. The dislocation density of the films
is estimated from transmission electron microscopy (TEM) to

Al transducer

GaN thin film

GaN substrate

Al transducer
GaN thin film

GaN template

Sapphire substrate

(a) MOCVD-grown (b) MBE-grown

FIG. 1. Schematics of the (a) MOCVD-grown and (b) MBE-
grown GaN thin film samples measured in this study.

be on the order of 108 cm−2. All the MOCVD-grown films
are cleaned with isopropanol, acetone, methanol, and oxygen
plasma [26] prior to ex situ Al deposition via electron beam
evaporation for TDTR and SSTR transduction [16,27–30].

Six additional samples of 0.4 and 0.8 µm UID and
Mg-doped GaN films are grown on HVPE semi-insulating
Fe-doped GaN templates on sapphire substrates in a Riber 32
system by metal modulated epitaxy (MME) at the Georgia
Institute of Technology. MME is a modified MBE growth
technique achieving high crystalline wafer-scale reproducible
films by modulating the metal fluxes while keeping the nitro-
gen flux constant. SIMS characterization at Evans Analytical
Group (EAG) reveals the Si, C, and O impurity concentra-
tions of the UID GaN films to be ∼1 × 1015, 1 × 1016, and
2 × 1017 cm−3, respectively. The Mg-doped GaN films are
grown at two different p-type conductivity levels of 1018 and
1019 cm−3. The electrical resistivity of the doped films is char-
acterized by the four-point probe method [31]. The dislocation
density of the MBE-grown GaN films is not characterized,
however, based on the related literature [32–34], it can be
estimated to be in the range of 105–108 cm−2. Contrary to the
MOCVD-grown films, Al is deposited atop the MBE-grown
films in situ under ultrahigh vacuum. Additional details re-
garding the cleaning procedure and Al deposition technique
of the MBE-grown films are provided in the Supplemental
Material [35].

Figure 1 shows the schematics of the GaN samples used
in this work. Altogether, 12 thin film samples grown by
two different techniques are studied here. Detailed spec-
ifications of the samples along with the TDTR-measured
room-temperature thermal conductivities are provided in
Table I.

III. RESULTS AND DISCUSSION

The TDTR-measured room-temperature thermal conduc-
tivities of the homoepitaxial GaN films as a function of film
thickness are presented in Fig. 2. For comparison, we also
include the thermal conductivity of other homoepitaxially [6]
and heteroepitaxially [15,36] grown GaN films from the litera-
ture, and first-principles lattice dynamics (FPLD) predictions
of pristine GaN thermal conductivity as a function of thick-
ness (see Supplemental Material for details [35,37–39]). The
measurements presented in this figure allow us to isolate the
role of size effects and doping on the thermal conductivity of
homoepitaxial GaN films.
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TABLE I. Specifications and room-temperature thermal conductivities of the GaN thin films used in this work. Details of the uncertainty
calculations are provided in the Supplemental Material [35].

Growth Film thickness Doping type Substrate/template Thermal conductivity
technique (µm) (W m−1 K−1)

MOCVD 0.25 UID n-doped HVPE 150 ± 50
0.5 GaN substrate [40] 158 ± 40

1 176 ± 30
1.9 196 ± 20
2.03 203 ± 16
2.1 195 ± 20

MBE 0.4 UID 168 ± 18
0.8 UID 167 ± 23
0.4 1018 cm−3 Mg-doped 1.8 µm Fe-doped 81 ± 14
0.8 1018 cm−3 Mg-doped GaN template [41] 72 ± 14
0.4 1019 cm−3 Mg-doped on sapphire substrate 59 ± 11
0.8 1019 cm−3 Mg-doped 55 ± 14

The silicon, carbon, and oxygen impurity concentrations
of our UID GaN films range from 1015 to 2 × 1017 cm−3. In
addition, the films have a dislocation density on the order of
∼108 cm−2 or less. At room temperature, these concentra-
tions of defects and dislocations are not expected to have a
significant effect on GaN thermal conductivity [8,14,42,43].
As a result, the thermal conductivities of the UID GaN films
are higher than other heteroepitaxially grown GaN films [36]
of equivalent thicknesses reported in the literature. Such het-
eroepitaxial GaN films can contain high concentrations of
point defects and dislocations [15,36,44]. Within uncertainty,
the thermal conductivities of our UID GaN films are in agree-
ment with the FPLD predictions of pristine GaN. The higher
mean thermal conductivities of the GaN films compared to

FIG. 2. Room-temperature thermal conductivity as a function of
film thickness for MOCVD-grown (red symbols) and MBE-grown
(blue symbols) GaN thin films of this study. For comparison, we
also include the literature reported thermal conductivities of other
homoepitaxially [6] and heteroepitaxially (GaN/sapphire [15] and
GaN/4H-SiC [36]) grown GaN films. The dashed line represents the
FPLD predictions of defect-free and single-crystalline GaN. Solid
and open symbols represent measurements taken in this work and
literature values, respectively.

the FPLD predictions indicate that scattering at the GaN/GaN
interface may not be completely diffusive as assumed in the
first-principles calculations [45,46].

When the MBE-grown GaN films are doped with 1018

and 1019 cm−3 Mg, the thermal conductivity decreases by
more than 50%. This is in alignment with the findings of
Zou et al. [8]. The concentrations of Mg dopants used in
this study are not enough to cause a large lattice strain that
can lead to significant phonon scattering [47–51]. Therefore,
the large thermal conductivity decrease provides evidence that
at room temperature, phonon-dopant scattering is dominating
the thermal resistance of the homoepitaxial Mg-doped GaN
films. Four-point probe measurements reveal that the elec-
trical resistivity of the GaN films decreases from ∼0.85 to
0.30 ! cm as the dopant concentration increases from 1018 to
1019 cm−3, respectively. However, the corresponding changes
in the thermal conductivity for the two dopant concentrations
are negligible showing the phonon-dominated nature of ther-
mal transport in GaN thin films.

In addition to TDTR, we have also used the recently
developed pump-probe technique SSTR to measure the room-
temperature thermal conductivity of several control GaN
samples as discussed in the Supplemental Material [35].
Within uncertainty, the TDTR- and SSTR-measured values
are in excellent agreement as exhibited in Table S1. Details
of our TDTR and SSTR setups, measurement procedures, and
analyses are provided in the Supplemental Material [35].

In Fig. 3, we present the TDTR-measured temperature-
dependent thermal conductivity of the 1.9 µm MOCVD-
grown UID GaN, and 0.8 µm MBE-grown UID and Mg-
doped GaN films. For the MBE-grown films, we have limited
the measurements down to 200 K, as below this temperature,
TDTR measurements become highly sensitive to the Fe-doped
GaN template. As the temperature (T ) approaches the De-
bye temperature, the thermal conductivity of a high-purity,
bulk, crystalline material can be expected to follow a 1/T m

(m = 1–1.5) trend due to the dominance of phonon-phonon
scattering [6,61–63]. As shown in Fig. 3, a 1/T 1.35 relation
fits the thermal conductivity of the 1.9 µm UID GaN (Debye
temperature ∼636 K [64]) film reasonably well from ∼200

104604-3
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Exceptionally high in plane thermal conductivity of AlN
films grown on sapphire substrates
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ABSTRACT: High thermal conductivity materials show promise for thermal mitigation
and heat removal in devices. However, shrinking the length scales of these materials often
leads to significant reductions in thermal conductivities, thus invalidating their
applicability to functional devices. In this work, we report on high in-plane thermal
conductivities of 3.05, 3.75, and 6 μm thick aluminum nitride (AlN) films measured via
steady-state thermoreflectance. At room temperature, the AlN films possess an in-plane
thermal conductivity of ∼260 ± 40 W m−1 K−1, one of the highest reported to date for any
thin film material of equivalent thickness. At low temperatures, the in-plane thermal
conductivities of the AlN films surpass even those of diamond thin films. Phonon−phonon
scattering drives the in-plane thermal transport of these AlN thin films, leading to an
increase in thermal conductivity as temperature decreases. This is opposite of what is
observed in traditional high thermal conductivity thin films, where boundaries and defects that arise from film growth cause a
thermal conductivity reduction with decreasing temperature. This study provides insight into the interplay among boundary,
defect, and phonon−phonon scattering that drives the high in-plane thermal conductivity of the AlN thin films and
demonstrates that these AlN films are promising materials for heat spreaders in electronic devices.
KEYWORDS: AlN thin films, in-plane thermal conductivity, steady-state thermoreflectance, phonon−phonon scattering, anisotropy ratio

Thermal dissipation from hot spots presents a bottle-
neck to the efficient and reliable operation of
electronic devices, ranging from low-power logic

devices to high-power RF high electron mobility transistors.1−7

Different techniques, such as power management,8 improved
packaging technology,6,9 thermoelectric cooling,10 heat sink
design,11,12 and lateral heat spreaders,4,5,9 have been
implemented to circumvent this problem. However, these
solutions often require departure from the most efficient
electronic device geometry to allow for gains in thermal
dissipation. An ideal solution to this problem would be the
development of high in-plane thermal conductivity nonmetallic
materials that are able to easily remove heat from hot spots.
These materials would also need to remain in thin film form to
continue to allow current device architectures and form factors.
To this end, high thermal conductivity crystals (e.g., diamond,
cubic boron nitride, boron arsenide, aluminum nitride, and
gallium nitride) and two-dimensional layered materials (e.g.,
graphene and hexagonal boron nitride) have received
significant attention in recent years.4,13 Thin films of these
nonmetallic materials can be implemented as heat spreaders
when their thicknesses are larger than the hot-spot length

scales3,4,14,15 in devices. This implementation also requires that
the thin films have adequate length scales and crystal qualities
to ensure bulk or near-bulk thermal conductivities. However,
this is paradoxical, since defects and boundaries arising from
thin film growth commonly result in much reduced thermal
conductivities as compared to the respective bulk values.
Among bulk solids, diamond has the highest thermal
conductivity, above 2000 W m−1 K−1 at room temperature.4,16

However, implementation of diamond thin films as heat
spreaders has several limitations. For example, the thermal
conductivities of diamond thin films are much lower than the
bulk value due to microstructural features and defects during
growth.17,18 Additionally, heterogeneous integration of materi-
als onto diamond can lead to poor crystal quality due to lattice
constant mismatch. Cubic boron arsenide, isotopically
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. S3. Scanning transmission electron microscopy (STEM) characterization
of the AlN thin films

Figure S1 shows the scanning transmission electron microscopy (STEM) image of a ⇠3.3 µm

AlN thin film grown in the same way as the AlN films used in this study. Additional STEM char-

acterizations of the AlN films can be found in Koh et al.
3 The AlN films have two distinct layers: a

nucleation layer near the AlN/sapphire interface, followed by a single crystal layer. The thickness

of this nucleation layer increases from ⇠600 nm to 1.5 µm as the AlN film thickness increases from

⇠3 to 22 µm, respectively.3 This demonstrates that with the increase of film thickness, nucleation

layer occupies a smaller percentage of the total thickness. The presence of this nucleation layer

helps manage the strain and prevents cracking during the growth of thick single crystal layer.

Figure S1: STEM image of a ⇠3.3 µm AlN thin film showing the single crystal and nucleation

layers.
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Goals for talk today: Major technical challenges in 
measurement and understanding of electron and phonon 
transport across WBG and UWBG interfaces

• Technical challenge – Interfaces: Designing interfaces to reduce TBR
• Can we move beyond intrinsic phonon limitations in materials? 

The “interfacial modes” and the “superlattice modes”
• Can we create new pathways for heat flow? Electron “thermal 

short circuits” and thermal diodes

• Technical challenge – Measurements: Thermal conductivity and TBR 
measurements at device relevant length scales
• Thermoreflectance-based techniques offer current state of the art
• Limitations for measuring certain device-scale resistances
• Need for turn-key thermal conductivity measurement tool for thin 

films that dos not require expert in thermoreflectance
7
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Major technical challenge: thermal boundary resistance

Interfacial quality and 
chemistry matters

ISRN Mech. Eng. 2013, 682586
Adv. Func. Mat. 30, 1903857
Ann. Rev. Mat. Sci. 46, 433
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BOBMZUJDBM FYQSFTTJPOT UIBU DBO CF VTFE UP VOEFSTUBOE UIF
FMFDUSPO PS QIPOPO USBOTNJTTJPO BDSPTT JOUFSGBDFT� 'PMMPXJOH
UIJT
 UIF SFNBJOEFS PG UIF TFDUJPOT XJMM GPDVT PO FYBNJOJOH
UIF FČFDUT PG WBSJPVT JOUFSGBDJBM JNQFSGFDUJPOT PO FJUIFS UIF
FMFDUSPO� PS QIPOPO�EPNJOBUFE UIFSNBM CPVOEBSZ DPOEVD�
UBODF BDSPTT JOUFSGBDFT�ćFTF TFDUJPOTXJMM GPDVT PO UIF FČFDUT
PG JOUFSGBDJBM JOUFSTQFDJFT NJYJOH PO FMFDUSPO BOE QIPOPO
UIFSNBM CPVOEBSZ DPOEVDUBODF 	4FDUJPOT � BOE �
 SFTQ�

BOE SPVHIOFTT
 EJTMPDBUJPOT
 BOE CPOEJOH FČFDUT PO QIPOPO
UIFSNBM CPVOEBSZ DPOEVDUBODF 	4FDUJPOT �
 �
 BOE �
 SFTQ�
�

�� #BDLHSPVOE� 5IFSNBM
#PVOEBSZ $POEVDUBODF

ćF UIFSNBM USBOTQPSU BDSPTT TPMJE JOUFSGBDFT JT RVBOUJĕFE CZ
UIF UIFSNBM CPVOEBSZ DPOEVDUBODF
 Λ,
 PS ,BQJU[B DPOEVD�
UBODF <��>
 XIJDI RVBOUJĕFT UIF FďDBDZ PG IFBU ĘPX BDSPTT
BO JOUFSGBDF� .BUIFNBUJDBMMZ
 UIF UIFSNBM CPVOEBSZ DPOEVD�
UBODF JT UIF QSPQPSUJPOBMJUZ DPOTUBOU UIBU SFMBUFT UIF IFBU ĘVY
BDSPTT BO JOUFSGBDF UP UIF UFNQFSBUVSF ESPQ BTTPDJBUFE XJUI
UIBU JOUFSGBDJBM SFHJPO WJB

Λ, !
ਟMRX
əਉ

� 	�


XIFSF ਟMRX JT UIF UIFSNBM ĘVY BDSPTT UIF TPMJE JOUFSGBDJBM
SFHJPO BOE əਉ JT UIF UFNQFSBUVSF ESPQ BDSPTT UIF JOUFSGBDJBM
SFHJPO� *U JT BMTP PęFO JOUVJUJWF UP DPODFQUVBMJ[F UIF JOWFSTF PG
UIJT RVBOUJUZ
 UIF UIFSNBM CPVOEBSZ SFTJTUBODF
 ਇ, ! ��Λ,

XIJDI DBO CF QBSBMMFMFE UP BO FMFDUSJDBM SFTJTUBODF OFUXPSL�
/PUF UIBU UIFSNBM CPVOEBSZ DPOEVDUBODF JT EJTDVTTFE IFSF
JO UFSNT PG UXPNBUFSJBMT JO JOUJNBUF DPOUBDU
 UIFSFCZNBLJOH
UIJT JOIFSFOUMZ EJČFSFOU UIBO B iDPOUBDU DPOEVDUBODFw XIJDI
JT SFMBUFE UP UIF WPJET PS MBDL PG DPOUBDU CFUXFFO UXP TPMJET�

.FBTVSFNFOUT PG UIF UIFSNBM CPVOEBSZ DPOEVDUBODF
CFUXFFO UXP TPMJET UZQJDBM PDDVS JO B UIJO ĕMN HFPNFUSZ PS BU
VMUSBMPX UFNQFSBUVSFT� *O CPUI PG UIFTF DBTFT
 UIF SFTJTUBODF
EVF UP UIF JOUFSGBDF JT B NBKPS SFTJTUBODF JO UIF NFBTVSFE
TZTUFN PG JOUFSFTU
 UIFSFCZ BMMPXJOH GPS BDDVSBUF NFBTVSF�
NFOU TFOTJUJWJUZ� 0OF PG UIF ĕSTU DPNQSFIFOTJWF SFWJFXT
PG UIFSNBM CPVOEBSZ DPOEVDUBODF XBT EFUBJMFE CZ 4XBSU[
BOE 1PIM JO ���� <��>
 BOE UIFJS SFWJFX NBJOMZ GPDVTFE PO
MPX UFNQFSBUVSF NFBTVSFNFOUT BOE QIFOPNFOB� 3FDFOUMZ

XJUI UIF BEWBODFT JO TFOTJUJWF NFBTVSFNFOU UFDIOJRVFT
GPS JOUFSSPHBUJOH UIFSNBM USBOTQPSU PO UIF OBOPTDBMF <��>

BDDVSBUF NFBTVSFNFOUT PG UIFSNBM CPVOEBSZ DPOEVDUBODF
JO OBOPTZTUFNT BOE BU FMFWBUFE UFNQFSBUVSFT IBWF CFFO
BDIJFWFE <�
 �>�

"T UIF HPBM PG UIJT QBQFS JT UP EJTDVTT UIF FČFDUT PG JOUFS�
GBDJBM iOPO�JEFBMJUJFTw PO UIFSNBM CPVOEBSZ DPOEVDUBODF

POMZ B TVCTFU PG UIF NFBTVSFNFOUT PG UIFSNBM USBOTQPSU
BDSPTT WBSJPVT JOUFSGBDFT XJMM CF EJTDVTTFE IFSF� ćF SFBEFS
JT SFGFSSFE UP <�
 �
 ��> GPS PWFSWJFXT PG UIFSNBM CPVOEBSZ
DPOEVDUBODF BU iTNPPUIw PS TFFNJOHMZ iQFSGFDUw JOUFSGBDFT�
)PXFWFS
 JU JT JOGPSNBUJWF UP EJTDVTT UIF MJNJUT PG UIFSNBM
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'ĶĴłĿĲ ��ćFSNBM CPVOEBSZ DPOEVDUBODF BU WBSJPVT TPMJE JOUFSGBDFT
	1E�*S <��>
 "M�$V <��>
 5J/�.H0 <��>
 "M�4J <��
 ��>
 "M�TJOHMF
MBZFS HSBQIFOF 	4-(
 <��>
 (B4C�(B"T <��>
 BOE #J�EJBNPOE <��>
�
5ZQJDBM WBMVFT TQBO PWFS UISFF PSEFST PGNBHOJUVEF� 'PS DPNQBSJTPO

UIF FRVJWBMFOU DPOEVDUBODFT PG WBSJPVT UIJDLOFTTFT PG 4J0� BSF
TIPXO BT UIF TPMJE MJOFT�

CPVOEBSZ DPOEVDUBODF BU iQFSGFDUw JOUFSGBDFT BOE UIF EJG�
GFSFODF CFUXFFO FMFDUSPO�EPNJOBUFE BOEQIPOPO�EPNJOBUFE
UIFSNBM CPVOEBSZ DPOEVDUBODFT�

'JHVSF � TIPXT UIF UIFSNBM CPVOEBSZ DPOEVDUBODF BT
B GVODUJPO PG UFNQFSBUVSF GPS WBSJPVT JOUFSGBDFT JO XIJDI
Λ, JT EPNJOBUFE CZ FJUIFS FMFDUSPO PS QIPOPO TDBUUFSJOH
<��
 ��
 ��
 ��o��>� ćF 5J/�.H0 BOE #J�EJBNPOE EBUB
SFQSFTFOU UIF IJHIFTU BOE MPXFTU QIPOPO�EPNJOBUFE UIFSNBM
CPVOEBSZ DPOEVDUBODF FWFS NFBTVSFE
 SFTQFDUJWFMZ <��
 ��>�
/PUF UIBU UIF FMFDUSPO�EPNJOBUFE UIFSNBM CPVOEBSZ DPOEVD�
UBODFT 	"M�$V BOE 1E�*S
 BSF SPVHIMZ POF PSEFS PG NBHOJ�
UVEF IJHIFS UIBO UIF QIPOPO�EPNJOBUFE UIFSNBM CPVOEBSZ
DPOEVDUBODFT BOE IBWF B TUFFQFS JODSFBTF XJUI UFNQFSBUVSF
<��
 ��>� "MPOH XJUI UIFTF EBUB
 UIF FRVJWBMFOU DPOEVDUBODFT
PG WBSJPVT UIJDLOFTTFT PG 4J0� BSF JOEJDBUFE CZ UIF TPMJE
MJOFT� UIJT FRVJWBMFOU DPOEVDUBODF JT DBMDVMBUFE CZ Λ4J0�

!
ಭ4J0�

�ਓ
 XIFSF ಭ4J0�
JT UIF UIFSNBM DPOEVDUJWJUZ PG 4J0� BOE

ਓ JT UIF UIJDLOFTT
 BT JOEJDBUFE JO <��>� ćFSFGPSF
 BU SPPN
UFNQFSBUVSF
 UIF UIFSNBM CPVOEBSZ DPOEVDUBODF CFUXFFO B
1E�*S JOUFSGBDF PČFST UIF FRVJWBMFOU SFTJTUBODF BT SPVHIMZ �¯
PG 4J0�� ćF IJHIFTU QIPOPO�EPNJOBUFE UIFSNBM CPVOEBSZ
DPOEVDUBODF PČFST UIF TBNF SFTJTUBODF BT ҍ� ON PG 4J0�

OFBSMZ �� UJNFT HSFBUFS SFTJTUBODF UIBO UIF FMFDUSPO�FMFDUSPO�
EPNJOBUFE JOUFSGBDF� "U UIF MPXFS FOE PG UIF TQFDUSVN
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UIF ESJWF PG UIF DPNQVUJOH JOEVTUSZ UP NBJOUBJO .PPSF�T -BX
<�> BOE SFDFOUMZ GPDVTFE PO NJUJHBUJOH UIF UIFSNBM USBOTQPSU
JO UIF OBOPTDBMF EFWJDFT <�
 �>� 3FDFOU OPWFM BQQSPBDIFT
JO SFEVDJOH UIF OFU XBTUFE IFBU IBWF GPDVTFE PO XBTUF
IFBU SFDZDMJOH WJB UIFSNPFMFDUSJD QPXFS HFOFSBUJPO <�o�>�
ćFSNPFMFDUSJD TPMVUJPOT BMTP TIPX QSPNJTF JO SFEVDJOH
IBSNGVM FNJTTJPOT JO UIF HSJE
 BT UIF FOUJSFMZ TPMJE TUBUF
NBLFVQ PG UIFSNPFMFDUSJDT SFRVJSFT OP NPWJOH QBSUT
 DZDMFT

PS JOQVU GVFM PUIFS UIBO IFBU� ćFTF UIFSNPFMFDUSJD TPMVUJPOT
DPNCJOFE XJUI iSFOFXBCMF TPVSDFw UFDIOPMPHJFT 	UFDIOPMP�
HJFT UIBU EP OPU SFMZ PO DPBM BT B GVFM�TVDI BT QIPUPWPMUBJDT
<�
 ��>
 DPVME TVCTUBOUJBMMZ SFEVDF UIF DBSCPO GPPUQSJOU PG UIF
FOFSHZ HSJE�

ćF JTTVF XJUI UIFTF UFDIOPMPHJFT MJFT JO UIFJS PQFSBUJPO
FďDJFODJFT
 XIJDI BU UIJT TUBHF PG SFTFBSDI IBWF CPJMFE
EPXO UP B UIFSNBM FOHJOFFSJOH QSPCMFN PO UIF OBOPTDBMF�
'PS FYBNQMF
 QPXFS EJTTJQBUJPO MJNJUT UIF QFSGPSNBODFT PG
FMFDUSPOJD TZTUFNT GSPN JOEJWJEVBM NJDSPQSPDFTTPST UP EBUB
DFOUFST� *O TJMJDPO�CBTFE NJDSPQSPDFTTPST 	CZ GBS UIF NPTU
DPNNPOMZ JNQMFNFOUFE UFDIOPMPHZ

 PQFSBUJPO CFZPOE B
GFX ()[ JT OPU QPTTJCMF EVF UP PO�DIJQ QPXFS EFOTJUJFT
FYDFFEJOH ���8DNѣ�
 IJHIFS UIBO B UZQJDBM IPUQMBUF BOE
GBS HSFBUFS UIBO UZQJDBM DPPMJOH DBQBCJMJUJFT <�>� &WFO HSFBUFS
QPXFS EFOTJUJFT IBWF CFFO PCTFSWFE JO 3' BOE BNQMJĕFS
EFWJDFT VTJOH ***o7 PS HSPVQ *7 DPNQPVOE TFNJDPOEVDUPST
	F�H�
 (B"T PS 4J$
 <��>� ćFTF IVHF QPXFS EFOTJUJFT MFBE
UP IPU�TQPUT BOE EFWJDF GBJMVSF
 XBSSBOUJOH UIF OFFE GPS
JODSFBTFE UIFSNBM DPOEVDUJPO UP NJUJHBUF UIF IFBU MPBE� "T
BOPUIFS FYBNQMF
 DVSSFOU UIFSNPFMFDUSJD TPMVUJPOT GPS XBTUF
IFBU SFDPWFSZ BSF GBS PVUQFSGPSNFE CZ USBEJUJPOBM TPMVUJPOT
TVDI BT IFBU FYDIBOHFST XJUI IFBU QVNQT PS IFBU FOHJOF
DZDMFT TVDI BT UIF 0SHBOJD 3BOLJOF PS ,BMJOB DZDMFT <�>
 NBL�
JOH NBKPS JNQMFNFOUBUJPOT PG UIF NPSF�DBSCPO�GPPUQSJOU�
GSJFOEMZ UIFSNPFMFDUSJD EFWJDFT JNQSBDUJDBM� *NQSPWFNFOU JO
UIF UIFSNPFMFDUSJD FďDJFODZ DBO CF BDIJFWFE CZ DPOUSPMMFE
SFEVDUJPO JO UIFSNBM USBOTQPSU PG UIF UIFSNPFMFDUSJD NBUF�
SJBMT
 TJODF UIF UIFSNPFMFDUSJD FďDJFODZ 	RVBOUJĕFE CZ UIF
'JHVSF PG .FSJU
 ;5
 JT JOWFSTFMZ SFMBUFE UP UIF UIFSNBM
DPOEVDUJWJUZ� 3FDFOUNBTTJWF JNQSPWFNFOUT JO ;5 JO UIFSNP�
FMFDUSJD NBUFSJBMT IBWF CFFO EJTDPWFSFE CZ OBOPTUSVDUVSJOH
<�
 ��o��>
 MFBWJOH UIF SFTFBSDI QSPCMFN UP JNQSPWF FOFSHZ
FďDJFODZ DFOUFSFE BSPVOE VOEFSTUBOEJOH UIFSNBM USBOTQPSU
PO UIF OBOPTDBMF� "T CPUI JODSFBTFT BOE EFDSFBTFT JO UIFSNBM
DPOEVDUJWJUZ BSF SFRVJSFE GPS EJČFSFOU BQQMJDBUJPOT
 UIF BCJMJUZ
UP DPOUSPM BOE UVOF UIF UIFSNBM QSPQFSUJFT PG NBUFSJBMT JT
UIFSFGPSF UIF VMUJNBUF HPBM UP JNQSPWF EFWJDF FďDJFODZ BOE
JNQSPWF FOFSHZ DPOTVNQUJPO USFOET�

ćJT EFTJSFE UIFSNBM DPOUSPM JO OBOPTZTUFNT
 IPXFWFS

JT OPU B USJWJBM UBTL� %VF UP UIF NBHOJUVEFT PG UIF UIFSNBM
NFBO GSFF QBUIT BQQSPBDIJOH PS PWFSQBTTJOH UZQJDBM MFOHUI
TDBMFT JO OBOPNBUFSJBMT 	J�F�
 NBUFSJBMT XJUI MFOHUI TDBMFT MFTT
UIBO � NJDSPO

 UIF UIFSNBM USBOTQPSU BDSPTT JOUFSGBDFT DBO
EJDUBUF UIF PWFSBMM SFTJTUBODF JO OBOPTZTUFNT� ćJT MFBET UP B
SFHJNF JO XIJDI VOJRVF ZFU SFMBUJWFMZ VOLOPXO NFDIBOJTNT
TVDI BT JOUFSGBDJBM TDBUUFSJOH
 CBMMJTUJD USBOTQPSU
 BOE XBWF�
FČFDUT PČFS QPUFOUJBM OFX EFHSFFT PG GSFFEPN JO UIF UIFS�
NBM FOHJOFFSJOH PG NBUFSJBM TZTUFNT <�
 ��>� )PXFWFS
 UIF
GVOEBNFOUBM NFDIBOJTNT ESJWJOH UIFTF FMFDUSPO BOE QIPOPO
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'ĶĴłĿĲ �� 4DIFNBUJD PG B QFSGFDU BOE BO BUPNJDBMMZ JNQFSGFDU
JOUFSGBDF� " QFSGFDU JOUFSGBDF JT BO BUPNJDBMMZ BCSVQU
 DPIFSFOU
JOUFSGBDF CFUXFFO UXP TPMJET JO JOUJNBUF DPOUBDU� ćF BUPNJDBMMZ
JNQFSGFDU JOUFSGBDF EFQJDUFE IFSF PDDVST XIFO UIF JOUFSGBDF JT
OPU XFMM EFĕOFE EVF UP BUPNJD EJTPSEFS 	CPUI TUSVDUVSBM BOE
DPNQPTJUJPOBM

 SFTVMUJOH JO SPVHIOFTT BOE JNQVSJUJFT BSPVOE UIF
JOUFSGBDF�

JOUFSBDUJPOT BU OBOPTDBMF JOUFSGBDFT BSF EJďDVMU UP QSFEJDU
BOE DPOUSPM TJODF UIF UIFSNBM CPVOEBSZ DPOEVDUBODF BDSPTT
JOUFSGBDFT 	PęFO DBMMFE UIF ,BQJU[B DPOEVDUBODF

 Λ, <��
 ��>

JT JOUJNBUFMZ SFMBUFE UP UIF DIBSBDUFSJTUJDT PG UIF JOUFSGBDF
	TUSVDUVSF
 CPOEJOH
 HFPNFUSZ
 FUD�
 JO BEEJUJPO UP UIF GVOEB�
NFOUBM BUPNJTUJD QSPQFSUJFT PG UIF NBUFSJBMT DPNQSJTJOH UIF
JOUFSGBDF JUTFMG� ćJT JOUFSQMBZ CFUXFFO JOUFSGBDJBM QSPQFSUJFT
BOE UIFSNBM CPVOEBSZ DPOEVDUBODF DBO MFBE UP BEEJUJPOBM
DBSSJFS TDBUUFSJOH NFDIBOJTNT BOE QIFOPNFOB UIBU XJMM OPU
POMZ DIBOHF UIF UIFSNBM QSPDFTTFT
 CVU DBO BMTP CF VTFE UP
TZTUFNBUJDBMMZ NBOJQVMBUF BOE DPOUSPM UIFSNBM USBOTQPSU JO
OBOPTZTUFNT�

"T BO FYBNQMF
 DPOTJEFS B iQFSGFDUw JOUFSGBDF BOE BO
BUPNJDBMMZ EJTPSEFSFE
 iJNQFSGFDUw JOUFSGBDF
 EFQJDUFE JO
'JHVSF ��ćF JNQFSGFDU JOUFSGBDF JOUSPEVDFT SPVHIOFTT BMPOH
XJUI BUPNJD JNQFSGFDUJPOT UIBU DBVTF BEEJUJPOBM UIFSNBM TDBU�
UFSJOH XIJDI DBO DIBOHF Λ,
 BT * IBWF EJTDVTTFE JO QSFWJPVT
XPSLT <��o��> BOE XJMM EFUBJM UISPVHIPVU UIJT QBQFS� ćF
QSPQFSUJFT PG UIJT JOUFSGBDF EJDUBUF UIF BEEJUJPOBM TDBUUFSJOH
NFDIBOJTNT� ćFSFGPSF
 BO VOEFSTUBOEJOH PG UIF FČFDUT PG
JOUFSGBDJBM JNQFSGFDUJPOT BOE PUIFS iOPO�JEFBMJUJFTw 	TVDI
BT SPVHIOFTT
 EJTPSEFS
 BOE CPOEJOH
 PO UIFSNBM USBOTQPSU
BDSPTT DPNQMFY OBOPTDBMF JOUFSGBDFT JT XBSSBOUFE UP GVMMZ
EFWFMPQ UIF QPUFOUJBM UP DPOUSPM FMFDUSPO BOE QIPOPO UIFSNBM
QSPDFTTFT JO OBOPTZTUFNT�

5P UIJT FOE
 JO UIJT QBQFS * XJMM SFWJFX SFDFOU BEWBODF�
NFOUT JO UIF VOEFSMZJOH QIZTJDT PG UIFSNBM CPVOEBSZ DPO�
EVDUBODF BU TPMJE JOUFSGBDFT
 GPDVTJOH TQFDJĕDBMMZ PO UIF
SPMF PG JOUFSGBDJBM OBOPTDBMF iJNQFSGFDUJPOT
w TVDI BT TVSGBDF
SPVHIOFTT
 DPNQPTJUJPOBM EJTPSEFS
 BUPNJD EJTMPDBUJPOT
 PS
JOUFSGBDJBM CPOEJOH� *O UIF OFYU TFDUJPO
 * QSFTFOU BO PWFSWJFX
PG UIFSNBM CPVOEBSZ DPOEVDUBODF BOEEJTDVTT QFSUJOFOUNFB�
TVSFNFOUT PG UIFSNBM CPVOEBSZ DPOEVDUBODF CFUXFFO UXP
TPMJET UP QVU UIJT UIFSNPQIZTJDBM RVBOUJUZ JOUP QFSTQFDUJWF�
'PMMPXJOH UIJT CBDLHSPVOE
 * EJTDVTT UJNF EPNBJO UIFSNPSF�
ĘFDUBODF JO 4FDUJPO �� 5%53IBT CFDPNF B DPNNPO
 FČFDUJWF
FYQFSJNFOUBM UFDIOJRVF UP BDDVSBUFMZ NFBTVSF UIF UIFSNBM
CPVOEBSZ DPOEVDUBODF CFUXFFO UXP TPMJET� *O 4FDUJPO �
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suggests that vibrations carrying heat across interfaces are very 
different between the amorphous and crystalline phases. Along 
these lines, recent work has suggested that disorder around 
amorphous interfaces forces atomic vibrations near the inter-
face to perturb the natural modes of vibrations in the amor-
phous materials, leading to higher frequency vibrations near 
the interface that effectively couple with one another.[12] Thus, 
in the event that the masses of these atoms are reduced, the 
local velocity that drives the cross-correlation of the heat flux 
will be increased. In this regard, the introduction of light atom 
impurities at amorphous interfaces should further increase the 
TBC by enabling a higher heat flux across the interface.

Figure 2 shows the thermal conductivity of the multilayers 
with N2 plasma treatment carried out after either the SiOC:H 
or SiC:H layers are deposited. For both cases, when N2 plasma 
is exposed on the SiOC:H layers or on the SiC:H layers, the 
thermal conductivity of the multilayers is independent of 
period thicknesses, in contrast to the results for the multilayers 
without the plasma treatment.

As shown in Table S1 (Supporting Information), the chemical 
compositions and the density of the multilayers do not change 

significantly due to the plasma treatment, which suggests that 
the varying thermal conductivity trends as shown in Figure 2 for 
our AMLs with/without plasma treatments is not due to densi-
fication or drastic changes in the composition and coordination 
number for these films. Furthermore, the thermal conductivity of 
samples with plasma treatment carried out at different thickness 
intervals for homogeneous SiC:H and SiOC:H films (i.e., SiC:H/
N2 plasma/SiC:H/N2 plasma or SiOC:H/N2 plasma/SiOC:H/N2 
plasma) do not change within uncertainty compared to the ones 
without the plasma treatment (Table S1, Supporting Information). 
These observations suggest that there is a different mechanism 
leading to an increase in the thermal conductivity of the N2 plasma 
treated samples at high interface densities. To investigate this phe-
nomenon further, we turn to material specific lattice dynamics cal-
culations for our structures to assess how the vibrational modes 
change with N2 plasma treatment. Figure 4a shows the density 
of states (DOS) for the interfacial modes predicted by a supercell 
lattice dynamics (SCLD) calculation for a short 2.5 nm period 
AML structure. The SCLD calculations used the ReaxFF potential 
to model the interatomic interactions[46] and the definition of an 
“interfacial mode” was taken to be the same as what was used pre-
viously by Gordiz and Henry.[11] Here, the interfacial region was 
taken to be all atoms within ±7 Å of the interface. As expected, 
since the two different systems contain different atom types in the 
interfacial region, the structures with and without nitrogen atoms 
at the interface exhibit differences in the interfacial modes that 
manifest. Most notably, there is a substantial increase (≈2 ×) in 
the total fraction of interfacial modes when the nitrogen is intro-
duced. It should be noted that the total bulk DOS did not show a 
significant change overall when the computational domain con-
tains N2 atoms at the interfacial region, as is shown in Figure S8 
(Supporting Information). There is, however, a significant change 
in the fraction of modes that are localized near the interface 
(increasing from 1.09 to 4.02% nitrogen atom concentration). This 
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Figure 3. Experimentally measured thermal boundary conductance 
versus ratio of the elastic moduli of the two constituent materials (for 
Si/SiO2,[29] Al/diamond, Pt/diamond,[30] Al/SiC,[31] Au/GaN,[32] Al/Ge,[33] 
GaN/SiC,[34] TiN/MgO,[35] SrRuO3/SrTiO3,[36] Pt/Al2O3,[37] ZnO/GaN,[38] 
ZnO/HQ/ZnO,[39] Si/vdW (van der Waals interface)/Si,[40] Bi/Si,[41] Mo/
Si, Al/Si, Ni/Si,[42] Cr/Si, Pt/Si, Au/Si,[43] NiSi/Si, and CoSi2/Si[44]).
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Figure 2. a,b) Thermal conductivities of amorphous SiOC:H/SiC:H super-
lattices plotted as a function of period length (a) and interface density (b). 
For comparison, thermal conductivities of N2 plasma treated superlattices 
are also included. The solid square symbols represent AMLs without the N2 
plasma treatments. The hollow triangles represent AMLs with N2 plasma 
treatment on the SiC:H layers, whereas the solid triangles represent AMLs 
with N2 plasma treatment on the SiOC:H layers. The N2 plasma is shown to 
increase the thermal conductivities of AMLs with smaller period thicknesses 
regardless of whether the plasma is applied on the SiC:H or SiOC:H layers.
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suggests that vibrations carrying heat across interfaces are very 
different between the amorphous and crystalline phases. Along 
these lines, recent work has suggested that disorder around 
amorphous interfaces forces atomic vibrations near the inter-
face to perturb the natural modes of vibrations in the amor-
phous materials, leading to higher frequency vibrations near 
the interface that effectively couple with one another.[12] Thus, 
in the event that the masses of these atoms are reduced, the 
local velocity that drives the cross-correlation of the heat flux 
will be increased. In this regard, the introduction of light atom 
impurities at amorphous interfaces should further increase the 
TBC by enabling a higher heat flux across the interface.

Figure 2 shows the thermal conductivity of the multilayers 
with N2 plasma treatment carried out after either the SiOC:H 
or SiC:H layers are deposited. For both cases, when N2 plasma 
is exposed on the SiOC:H layers or on the SiC:H layers, the 
thermal conductivity of the multilayers is independent of 
period thicknesses, in contrast to the results for the multilayers 
without the plasma treatment.

As shown in Table S1 (Supporting Information), the chemical 
compositions and the density of the multilayers do not change 

significantly due to the plasma treatment, which suggests that 
the varying thermal conductivity trends as shown in Figure 2 for 
our AMLs with/without plasma treatments is not due to densi-
fication or drastic changes in the composition and coordination 
number for these films. Furthermore, the thermal conductivity of 
samples with plasma treatment carried out at different thickness 
intervals for homogeneous SiC:H and SiOC:H films (i.e., SiC:H/
N2 plasma/SiC:H/N2 plasma or SiOC:H/N2 plasma/SiOC:H/N2 
plasma) do not change within uncertainty compared to the ones 
without the plasma treatment (Table S1, Supporting Information). 
These observations suggest that there is a different mechanism 
leading to an increase in the thermal conductivity of the N2 plasma 
treated samples at high interface densities. To investigate this phe-
nomenon further, we turn to material specific lattice dynamics cal-
culations for our structures to assess how the vibrational modes 
change with N2 plasma treatment. Figure 4a shows the density 
of states (DOS) for the interfacial modes predicted by a supercell 
lattice dynamics (SCLD) calculation for a short 2.5 nm period 
AML structure. The SCLD calculations used the ReaxFF potential 
to model the interatomic interactions[46] and the definition of an 
“interfacial mode” was taken to be the same as what was used pre-
viously by Gordiz and Henry.[11] Here, the interfacial region was 
taken to be all atoms within ±7 Å of the interface. As expected, 
since the two different systems contain different atom types in the 
interfacial region, the structures with and without nitrogen atoms 
at the interface exhibit differences in the interfacial modes that 
manifest. Most notably, there is a substantial increase (≈2 ×) in 
the total fraction of interfacial modes when the nitrogen is intro-
duced. It should be noted that the total bulk DOS did not show a 
significant change overall when the computational domain con-
tains N2 atoms at the interfacial region, as is shown in Figure S8 
(Supporting Information). There is, however, a significant change 
in the fraction of modes that are localized near the interface 
(increasing from 1.09 to 4.02% nitrogen atom concentration). This 
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Figure 2. a,b) Thermal conductivities of amorphous SiOC:H/SiC:H super-
lattices plotted as a function of period length (a) and interface density (b). 
For comparison, thermal conductivities of N2 plasma treated superlattices 
are also included. The solid square symbols represent AMLs without the N2 
plasma treatments. The hollow triangles represent AMLs with N2 plasma 
treatment on the SiC:H layers, whereas the solid triangles represent AMLs 
with N2 plasma treatment on the SiOC:H layers. The N2 plasma is shown to 
increase the thermal conductivities of AMLs with smaller period thicknesses 
regardless of whether the plasma is applied on the SiC:H or SiOC:H layers.
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is to be expected, since new and uniquely tailored solutions to the 
equations of motion are required for the nitrogen atoms, which 
differ from the atoms everywhere else in the structure.

This is further validated by our FTIR measurements on the 
AMLs, shown in Figure 4b,c, where we plot the absorbance 
for the samples with the plasma treatment on the SiC:H and 
SiOC:H layers, respectively, which is subtracted from the absorb-
ance for the multilayer with similar period thickness without the 
plasma treatments. There is some correspondence between the 
FTIR results and the changes in interfacial mode DOS. Notably, 
the most significant differences between the interfacial DOS in 
both cases arise in the 20–40 THz regime, where the highest 
FTIR absorption is observed. Furthermore, the subtracted FTIR 
results in Figure 4b,c show that the most significant differ-
ences occur in the same frequency interval 20–40 THz. For the 
multilayer with N2 exposed to the SiC:H layers, there is a clear 
increase in the vibrational bands at ≈24 THz that are associated 
with SiC and SiN bonds. For the case where we ran the N2 
plasma on top of the SiOC:H, we clearly see the appearance of 
an SiO/N mode at ≈27 THz. This corresponds with a decrease 
in absorbance for the SiOSi stretching mode, SiCH3 defor-
mation mode, and CH stretching mode as shown by the dips 
in the absorbance spectra in Figure 4c. Taken together, the FTIR 
results are consistent with our SCLD-calculated DOS increase 
for these modes, which arise at the interface. Given that the 
total DOS for both structures is virtually indistinguishable (as 
shown in Figure S9, Supporting Information), and the fact that 
there is a noticeable change in the FTIR results suggests that 
the interfacial modes, which are different for the two structures, 
may be responsible for the difference in IR absorption.

To rule out the possibility that the increase in thermal con-
ductivity of the N2 plasma treated AMLs is solely due to the 
increase in their elastic modulus, we perform nonindenta-
tion measurements on all the samples (results are listed in  
Table S1, Supporting Information). The increase in interface 
density leads to a monotonically increasing elastic moduli. More-
over, the AMLs with the largest period thicknesses demonstrate 
similar elastic moduli as that for the softer SiOC:H sample. 
However, as the period thicknesses decrease, the modulus 
approaches a value that is similar to the average of the elastic 
moduli for SiC:H and SiOC:H. In terms of the measured 

thermal conductivities, even though the samples with N2 plasma 
treatment show similar monotonic increase in elastic modulus 
as that for the nontreated samples, the thermal conductivity 
trends with interface density are different. This suggests that the 
increase in modulus for the N2 plasma treated samples cannot 
explain the differing thermal conductivity trends between the N2 
plasma treated and nontreated samples as shown in Figure 2.

From these discussions and observations, we can attribute the 
increase in thermal conductivity and subsequent negligible interfa-
cial resistance for the plasma-treated samples, as shown in Figure 2,  
to the incorporation of defect vibrational modes at the interfacial 
region that enhance the heat transport across the interfaces in our 
AMLs. These results suggest that the TBC at these already ultra-
high TBC interfaces can increase to values >1 GW m−2 K−1 with 
the inclusion of nitrogen interfacial defects and subsequent emer-
gence of high-frequency interfacial vibrational modes. Our results 
demonstrate a path toward engineering TBC, thus providing a 
novel approach to dissipate the ever-increasing amounts of waste 
heat in microelectronic devices and alleviate the concern for the 
continuation of Moore’s law. This work provides experimental and 
computational frameworks guiding future research on the manip-
ulation of interfacial heat flow via inclusion of defect atoms with 
varying masses and bonding environments at the interfaces.
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Supporting Information is available from the Wiley Online Library or 
from the author.
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This equation only holds for pairwise interactions and a 
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where !pi  is the momentum, m is the mass, !r  is the position, 
and H is the Hamiltonian. Using the above equations, studies 
have demonstrated the effectiveness of inelastic channels of 
heat transport across interfaces of Si/Ge,[58,60,106,111,123] InGaAs/
InGaP,[124] and Lennard–Jones based systems,[57,61,73,107,110,123] 
which are not discernible via approaches based on the har-
monic approximations. By considering full third-order force 
constants, Zhou et al.[123] have directly revealed the importance 
of three phonon scattering processes at interfaces for bulk Ar, 
Ar/heavy Ar, and Si/Ge systems.

These studies have emphasized that the description of heat 
transfer across interfaces cannot be accurately depicted by 
only considering just the bulk phonon properties of the con-
stituent materials comprising the interface, and thus the con-
cept of a phonon transmission across an interface between two 
materials breaks down. Therefore, it becomes imperative to  
consider the localized and nondispersive interfacial modes 
to accurately describe hK. This is clearly shown in Figure 6 
(adapted from Gordiz et al.’s[58] work), where the spectral con-
tributions with and without considering interfacial modes to 
hK across Si/Ge are plotted. When considering the interfa-
cial modes in their calculations, they show a sharp increase 
in the interfacial conductance for modes in the 12 to 13 THz 
range that contribute almost ≈15% to the total hK even though 
they comprise <3% of the total available modes in the whole 
system. Moreover, Gordiz and Henry postulate that these 
interfacial modes in the narrow 12 to 13 THz range can sub-
stantially facilitate heat transfer across the interface among 
other phonon modes since the conductance decreases when 
these interfacial modes are excluded from their calculations as 
shown in Figure 6.

Similarly, Feng et al.[111] used a modal decomposition tech-
nique to show that inelastic channels contribute ≈45% to hK by 

including the bulk regions along with the interfacial region in 
their calculations. Their results are shown in Figure 7 where 
they calculate the spectral contributions both on the Ge and 
Si sides. They show that the spectral heat fluxes on the Si and 
Ge sides overlap with each other in the range of 0 to 5 THz, 
which indicates that elastic scattering dominates in this fre-
quency range. They compare their results to AMM calculations 
(as shown in Figure 7 with dashed line), which cannot replicate 
their results of the simulations at any frequency range even 
though the interface they consider is planar and clean. This 
suggests that the crude assumptions involved with the AMM 
cannot be applied to these interfaces even though the total hK 
predicted by the AMM agrees well with the value predicted via 
NEMD simulation. Further, this shows the power of spectral 

Adv. Funct. Mater. 2020, 30, 1903857

Figure 5. a) Local phonon density of states of the first, second and third atomic monolayers from a Si/Ge interface on either side. Evidence of interfacial 
vibrations in Si and Ge are observed near the interface that are not present in the bulk density of states. Eigenvectors for interfacial modes at b) 12.01 
THz and c) 12.01 THz. Reproduced with permission.[58] Copyright 2016, AIP Publishing.

Figure 6. Spectral thermal boundary conductance accumulation for a Si/
Ge interface with and without considering the interfacial modes as cal-
culated by Gordiz and Henry.[58] The overall conductance is substantially 
under-predicted if the interfacial modes are excluded from the calcula-
tions. These simulations were conducted assuming a tersoff potential to 
describe the silicon and germanium.[113,114]

17030 | Phys. Chem. Chem. Phys., 2019, 21, 17029--17035 This journal is© the Owner Societies 2019

where ri is the atomic position, Ui is the local potential energy,
and the velocities of atoms i and j are denoted by vi and vj,
respectively. Based on this formula, increasing atomic velocity
may facilitate the interfacial energy transport as well. A recent
study showed that the lighter Si interface has a greater TBC
compared with that of the Ge interface.28 It was also experi-
mentally proved that introducing defects with smaller masses
at amorphous interfaces can increase TBC.29 However, the
mechanisms underlying such enhancement and the extent of
light atom effect on TBC are not fully understood.

As for the theoretical prediction of TBC, it is noted that
traditional mismatch models such as diffusive mismatch
model (DMM) are limited because they do not consider the
inelastic phonon scatterings,30 which means they cannot accu-
rately include the impact of atomic interfacial features (rough-
ness, disorder, etc.). On the other hand, molecular dynamics
(MD) simulations, which fully include elastic and inelastic
scatterings, can incorporate the influence of disorders like light
atoms in the structure.4 A previous study compared the results
of nonequilibrium (NEMD) with equilibrium (EMD) molecular
dynamics methods regarding the TBC at solid interfaces, and it
was found that NEMD can predict the out-of-equilibrium TBC
consistent with the interfacial flux describing phonon transport
in each solid.31 It has also been demonstrated that the mass
mismatch of two materials can influence the interfacial thermal
transport by tuning the phonon transmission.

In this study, we use MD simulations to investigate the effect
of light atoms on TBC at the GaN/SiC interface, an important
interface in HEMTs. We perform NEMD simulations32 to
calculate the TBC, where a portion of gallium (Ga) atoms are
substituted with light atoms such as boron (B) atoms near the
interface. It is found that light atoms can enhance TBC when
they are introduced right at the interface. The enhancement of
TBC is studied by changing the light atom concentration and
the mass of the light atom while keeping the pristine potential
parameters, and we show that merely introducing light atoms
with the mass of boron in the first interfacial atomic layer can
lead to a TBC increase by as much as 50%. Moreover, we
examine the effects of other factors (e.g., skin depth of the
light atom-doped region) on the TBC. These results reveal that
light atoms may hinder the overall thermal transport if the skin
depth of the light atom-doped region is too large due to the
enhanced phonon scattering in this region that lowers the local
thermal conductivity. We also show that the TBC enhancement
is significant even if the light atoms are introduced as inter-
stitial additives. By calculating the spectrally decomposed TBC,
we analyze the contributions of different phonon modes to the
TBC. Spectral analysis indicates that high velocity light atoms
introduce mid- and high-frequency phonon modes that can
couple well with the counterparts on the other side of the
interface, which consequently enhances the TBC.

We also acknowledge that for practical applications, GaN/SiC
interfaces are generally grown with an AlN transition layer, which
is necessary to grow high-quality GaN due to the lattice mismatch
between GaN and SiC. However, AlN as a thermal resistive transi-
tion layer can add to the TBR, and there are issues concerning the

quality of the AlN as well as the defects in the GaN near the
interface which can impede heat flow.33,34 It has been reported
that techniques like surface activated bonding (SAB) can be
employed to directly grow high-quality GaN on SiC, which has
the potential to be widely used in the heterogeneous integra-
tion of semiconductor materials and the microelectronics
packaging.35,36 Moreover, the physics understood from this
study should be generalization to any other solid–solid inter-
faces. Therefore, this study may provide a route to improve TBC
across solid interfaces as light atoms can be introduced during
material growth.

Molecular dynamics simulation details
Fig. 1(a) depicts an example configuration for MD simulations.
To understand the effect of light atoms on TBC, Ga is selected
as the target element for substitution because it has the largest
mass in this structure. We note light atoms may be introduced
to the interface using experimental techniques like ion
implantation.37 In the doped systems, B (10.811 amu) atoms
are introduced as light atoms randomly substituting for Ga
(69.723 amu) in GaN with the concentration f:

f ¼ nl
ntot
" 100%; (2)

where nl and ntot are the number of B atoms and the total
number of atoms in each atomic layer. Besides the light atom
concentration, the skin depth of the doped region L (as indicated
in Fig. 1a) is another important parameter, which can be used to

Fig. 1 (a) Structure of an example supercell and boundary conditions
of a SiC/GaN interface with 50% light atoms doped in the GaN layer.
(b) The calculated steady-state temperature profile as a function of the
z-coordinate (L = 15 Å).
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control how many light atoms are doped during the growth of
GaN. The SiC (6H–SiC) and GaN (wurtzite) layers are modeled
by the Tersoff potential,38,39 which has been previously used
to study the SiC/GaN interfaces.9,12 To isolate the mass effect,
we use the same Tersoff potential parameters for GaN with and
without light atoms. It is noted that simulating B atoms with
potential parameters for Ga may lead to discrepancy from the
reality, but in this way, we can isolate the mass effect from other
factors (e.g., lattice distortion, bond weakening/strengthening).
At the SiC/GaN interface, the SiC layer is Si-terminated and the
GaN layer is Ga-terminated. The potential for interfacial inter-
actions is also Tersoff, and the parameters are obtained by the
mixing rule.40 In the simulations, we study the cases where GaN is
epitaxially connected to SiC. The c-axis of the wurtzite crystal is
aligned with the z-direction, and the numbers of unit cells for GaN
and SiC are 8 ! 14 ! 30 and 8 ! 14 ! 10, respectively. Periodic
boundary conditions are applied in all three spatial directions
during relaxation, and a timestep of 0.5 fs is used for all simula-
tions. After first relaxing the structures under isobaric–isothermal
conditions (NPT) at 1 bar and 300 K for 3 ns, we simulate the
structures in the microcanonical (NVE) ensemble with fixed
boundary condition in the z-direction for 4 ns during which a
steady-state temperature gradient is established and the tempera-
tures of atoms are recorded for TBC calculation. The TBC is
obtained by

GSiC=GaN ¼
Q

ADT
; (3)

where Q is the steady-state heat current along the z-direction, A is
the cross-sectional area, and DT is the temperature change at the
interface determined by extrapolating linear fits of the temperature
profiles of the two materials to the interface and calculating the
difference. A typical nonequilibrium temperature profile observed
in the doped case is also shown in Fig. 1(b). It is worth mentioning
that during the calculation, we always extrapolate the temperatures
of the non-doped atomic layers. This guarantees that we calculate
the effective TBC across the SiC/GaN interface that considers both

the thermal transport right at the interface and any thermal
conductivity change induced in the light atom-doped layer.

Results and discussion
Fig. 2(a) shows the relationship between GSiC/GaN and L, the
skin depth of the doping region, for different concentrations,
while the light atom mass is approximately equal to that of
boron. As a reference, the GSiC/GaN for the pristine SiC/GaN is
also calculated (B495 MW m#2 K#1), which is close to reported
values from other MD simulations (470–530 MW m#2 K#1).12,13 The
GSiC/GaN values reported from experiments (200–250 MW m#2 K#1)41

are understandably lower than our MD values due to the lattice
mismatch and other defects (e.g., voids and dislocations in the GaN
near the interface) in real samples as well as quantum effects.
Compared with the pristine case, it is obvious that GSiC/GaN can be
improved when B atoms are introduced in the vicinity of the
interface, especially for the cases of higher concentration. For
f = 50%, one layer of B atoms can lead to a GSiC/GaN increase by as
much as 50%. However, if we dope more B atoms in the layers away
from the interface, GSiC/GaN will decrease monotonically as L
increases, and GSiN/GaN can be even smaller than that of the pristine
case. For f = 30% and 10%, the same trend is also observed.
Generally, the increase is significant when B atoms are limited
within the B1 nm region from the interface. These results suggest
that light atoms can increase the TBC only when the skin depth of
doped region is thin. Beyond a certain distance away from the
interface, the light atoms have very weak interaction with atoms on
the other side of the interface, thus their higher atomic velocities do
not contribute much to increasing TBC. As seen from Fig. 1(b), the
doped region shows a much sharper temperature slope, which
means the local thermal conductivity is significantly reduced.
Therefore, the thick doped region adds additional thermal resis-
tance to the thermal transport across the interface, reducing the
effective TBC.

To confirm that the change in atomic mass is responsible
for the TBC enhancement, we study GSiC/GaN while the mass of

Fig. 2 (a) GSiC/GaN (r = 0.15, light atom has the mass of boron) as a function of the skin depth (L) of the doped region with different concentrations, where
Ga are randomly substituted with light atoms. (b) GSiC/GaN by varying r, the ratio of the light atom mass over the mass of Ga, with L = 5 Å.
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Ion-irradiation induced defects enhance GaN phonon TBC

And interfacial 
defects can control 
the population and 
density of states of 

these modes

serves as a mechanism to perturb the mass defect scattering term
in well established phonon scattering models [12e14], allowing us
to build-upon the current understanding of phonon defect
interactions.

While there have been numerous investigations of ion implan-
tation effects in diamond, a limited number have reported associ-
ated measured thermal conductivities, with most focusing on
electron or neutron irradiation [15e17]. However, in the case of
neutron irradiation, thermal conductivities as low as 71Wm!1 K!1

are reported for samples implanted at a dose of 4.5" 1018 cm!2

[15]. A number of studies have investigated the role of point defects
in diamond in the form of isotopic impurities, such as 13C content in
12C diamond crystals [10,18e21]. Among these studies, the thermal
conductivity can be reduced by hundreds of Wm!1 K!1 for isotopic
impurity concentrations less than 1%, demonstrating the strong
influence of impurity scattering on the thermal conductivity of the
lattice. In this study, at the highest dose, we ultimately find the
implanted mass impurity concentration to be much lower than 1%
within the regions measured, but in combination with other forms
of residual lattice defects generated during the implantation pro-
cedure, these defects are capable of reducing the thermal conduc-
tivity by two orders of magnitude.

In short, ion implantation is a bombardment procedure inwhich
ionized atoms are accelerated into a targetmaterial. In industry, it is
a fundamental process used in the manufacture of transistors and
integrated circuits, traditionally utilized to implant semiconductors
with acceptor or donor dopants [22,23]. However, ion implantation
is also capable of producing material modification in the form of
surface modification or amorphous layer formation [24,25]. A
simple schematic of the process is represented in Fig. 1. Prior to
implantation, the target, in this case diamond, maintains the peri-
odicity of its lattice as a polycrystalline material. Upon bombard-
ment of the lattice, ions of C3þ, N3þ, or O3þ are accelerated into the
lattice at an energy of 16.5MeV. At some point during the implant,
the accelerated ions will come into contact with an atom at rest,
and transfer a portion of the kinetic energy, creating what is known
as a primary knock-on atom, whichwill in turn collidewith another
atom at rest [26]. Throughout the implantation, this process will
happen repeatedly, yielding recoil cascades within the lattice,
potentially generating high degrees of damage. When the

accelerated ions no longer have sufficient energy to move a lattice
atom from its equilibrium position, it comes to rest at its projected
range. With doses and energies high enough, an amorphous layer
will be produced at the end of range [27e29] with residual damage
remaining above this layer in the form of point defects including
vacancies, interstitials, substitutional impurities, as well as
extended defects such as vacancy clusters. In this manuscript, we
quantify the role of this residual damage in the layer above the end
of range on the thermal conductivity of ion irradiated diamond.

2. Experimental

2.1. Sample fabrication and SRIM

Polycrystalline diamond substrates (with grain sizes extending
up to 65e75% of the sample thickness) were purchased from
Element Six and laser diced into quarters, yielding dimensions of
5mm " 5mm in area and 0.3mm in thickness. Polycrystalline
substrates were selected due to their prevalence in high-power
heat-sink applications [2,30]. Samples were then implanted,
normal to the surface, at Sandia National Laboratories with either
C3þ, N3þ, or O3þions at a beam energy of 16.5MeV using a 6MV
Tandem Van de Graaf accelerator. Fluences of 4" 1014, 4" 1015, and
4" 1016 cm!2 were used for each ion, yielding a total of nine
implanted samples. To ensure spatial uniformity of the implant, the
beam was rastered across the sample surface during the
implantation.

To estimate the longitudinal projected range of implantation
depth, simulations were performed with Stopping and Range of
Ions in Matter (SRIM) software. SRIM is a widely accepted Monte
Carlo simulation software capable of modeling a number of features
related to ion implantation including implant depths and concen-
trations on scales that would be prohibitively large for other
modeling techniques such as molecular dynamics, for example
[31,32]. We utilize detailed calculations with full damage cascades
to predict damage profiles following implantation at a beam energy
of 16.5MeV for each ion. In each case, we specify the beam energy
as 16.5MeV and diamond substrate density as 3.515 g/cm3 [33]. We
utilize an average displacement energy of 37.5 eV [34,35], a lattice
binding energy of 7.5 eV [36e38], and a surface binding energy of

Fig. 1. Visualization of ion implantation. Prior to bombardment of the accelerated ions (a), the substrate maintains a diamond cubic crystal structure. Upon impingement of the
lattice (b), the kinetic energy of the accelerated ions is transferred to the carbon atoms at rest, which become primary knock-on atoms, and are then launched further into the lattice
until collision with other atoms at rest. This process repeats to create recoil cascades. Following implantation (c), the ions come to rest at the projected range, creating an amorphous
region, and above this layer, leave behind both point and extended defects.
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Defects enhance electron-phonon interfacial coupling 

Coupled electron-phonon thermal resistance can be 
impact by chemistry at interfaces based on defect 

vibrational energies 4

FIG. 3. Experimentally determined (a) electron-phonon coupling (g)
of TiOx wetting layers and (b) coefficient of electron-electron ther-
mal conductance (�) at Au/TiOx interfaces. Filled symbols are ex-
perimentally determined, while open symbols are predicted by the
electronic diffuse mismatch model (EDMM) for stoichiometric Ti,
TiO2, and Ti3O8.

tion of the adhesion layer. For the system lacking an adhe-
sion layer, the reflectivity is approximately constant and de-
cays slightly. On the other hand, systems with an adhesion
layer exhibit a rise in reflectivity compared to that at ⇠3 ps.
Both the rate at which this rise occurs and its final magnitude
depend on the stoichiometry of the underlying adhesion layer,
and is characteristic of electron energy transport and the mis-
match of electron-phonon coupling factors in metal/metal33–35

and metal/semiconductor36 systems.
The extracted g and � for all systems are presented in Fig.

3(a) and (b), respectively. We determine the electron-phonon
coupling factor of Au to be 2.8 ± 0.7 ⇥1016 W m�3 K�1,
in reasonable agreement with previously reported values.37–40

The predicted value for the electron-phonon coupling factor
in Ti is ⇠150 ⇥1016 W m�3 K�1 at room temperature.24 This
large value, coupled with the small thickness, d, of the ad-
hesion layer results in a large electron-phonon conductance
in the Ti layer, gd. As a result, we set a lower limit on the
electron-phonon coupling factor of Ti, as values above 100
⇥1016 W m�3 K�1 offer comparable fits to our data. We
find g of the oxygenated adhesion layers with stoichiometries
TiO1.90 and TiO2.06 to be similar to that of the 1 nm pure Ti

FIG. 4. Electron density of states (DOS) of Au, Ti, TiO2, and Ti3O8.
Data adapted from Lu et al.

41

layer, > 100 ⇥1016 W m�3 K�1. This high g in a highly
defected TiOx layer is likely due to the fact that residual, un-
reacted Ti is present in these films, allowing for a low resis-
tance pathway from the Au to TiOx adhesion layer. Indeed,
we observe that ⇠4% of the Ti in TiO1.90 layer consists of
unreacted Ti0. We note that while the presence of Ti0 cannot
be confirmed via XPS in the specimen with a stoichiometry of
TiO2.06, g for this layer is still comparable to that of pure Ti.
This suggests that fractions of Ti less than the detectable lim-
its of XPS (⇠0.5–1%) are still able to significantly impact the
transport processes in these systems. Once the oxygen con-
centration of the adhesion layer is greatly increased, reaching
a stoichiometry of TiO2.62, no residual Ti0 can be confirmed,
and this low resistance pathway is not present. We find that
g for the TiO2.62 layer is ⇠25 ⇥1016 W m�3 K�1, suggest-
ing that coupling still occurs in the TiO2.62 layer at a rate that
exceeds that of the Au film.

Figure 3(b) shows the results for the electronic thermal con-
ductance coefficient, �. As with g in the 1 nm Ti adhesion
layer, the incredibly high electron-electron conductance at the
Au/Ti interface makes g and � difficult to quantify. Indeed,
the electronic diffuse-mismatch model predicts � to be 25
MW m�2 K�2, or an equivalent conductance of nearly 7.5
GW m�2 K�1 at room temperature. We can thus only place a
lower bound on �, as equivalent fits in our model are found for
when �> 2 MW m�2 K�2. EDMM calculations of �, shown
as open symbols in Fig. 3(b), using the electron density of
states (DOS) from Fig. 4, exemplify the importance of stoi-
chiometry in these models. In particular, due to the presence
of Ti0 in our TiOx films, our measured � exceeds the theoreti-
cal value for Au/TiO2 by an order of magnitude. Additionally,
the measured lower bound for � in TiO2.62, which has a sto-
ichiometry that is close to Ti3O8, is in reasonable agreement
with the EDMM predicted value for Au/Ti3O8.

To better understand the reasons for our measured g and �,
we focus on examining stoichiometric effects in Au/TixOy on
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layer, > 100 ⇥1016 W m�3 K�1. This high g in a highly
defected TiOx layer is likely due to the fact that residual, un-
reacted Ti is present in these films, allowing for a low resis-
tance pathway from the Au to TiOx adhesion layer. Indeed,
we observe that ⇠4% of the Ti in TiO1.90 layer consists of
unreacted Ti0. We note that while the presence of Ti0 cannot
be confirmed via XPS in the specimen with a stoichiometry of
TiO2.06, g for this layer is still comparable to that of pure Ti.
This suggests that fractions of Ti less than the detectable lim-
its of XPS (⇠0.5–1%) are still able to significantly impact the
transport processes in these systems. Once the oxygen con-
centration of the adhesion layer is greatly increased, reaching
a stoichiometry of TiO2.62, no residual Ti0 can be confirmed,
and this low resistance pathway is not present. We find that
g for the TiO2.62 layer is ⇠25 ⇥1016 W m�3 K�1, suggest-
ing that coupling still occurs in the TiO2.62 layer at a rate that
exceeds that of the Au film.

Figure 3(b) shows the results for the electronic thermal con-
ductance coefficient, �. As with g in the 1 nm Ti adhesion
layer, the incredibly high electron-electron conductance at the
Au/Ti interface makes g and � difficult to quantify. Indeed,
the electronic diffuse-mismatch model predicts � to be 25
MW m�2 K�2, or an equivalent conductance of nearly 7.5
GW m�2 K�1 at room temperature. We can thus only place a
lower bound on �, as equivalent fits in our model are found for
when �> 2 MW m�2 K�2. EDMM calculations of �, shown
as open symbols in Fig. 3(b), using the electron density of
states (DOS) from Fig. 4, exemplify the importance of stoi-
chiometry in these models. In particular, due to the presence
of Ti0 in our TiOx films, our measured � exceeds the theoreti-
cal value for Au/TiO2 by an order of magnitude. Additionally,
the measured lower bound for � in TiO2.62, which has a sto-
ichiometry that is close to Ti3O8, is in reasonable agreement
with the EDMM predicted value for Au/Ti3O8.

To better understand the reasons for our measured g and �,
we focus on examining stoichiometric effects in Au/TixOy on
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Technical challenge: spectrally resolve the existence of these 
unique phononic states at polar WBC and UWBG interfaces

STEM EELS offers unprecedented spatial and energy 
resolution to resolve these unique modes 
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Emergent interface vibrational structure of 
oxide superlattices

Eric R. Hoglund1ಞᅒ, De-Liang Bao2, Andrew O’Hara2, Sara Makarem1, Zachary T. Piontkowski3, 
Joseph R. Matson4, Ajay K. Yadav5, Ryan C. Haislmaier6, Roman Engel-Herbert7,8, 
Jon F. Ihlefeld1, Jayakanth Ravichandran9, Ramamoorthy Ramesh5, Joshua D. Caldwell4, 
Thomas E. Beechem3,10,11, John A. Tomko12, Jordan A. Hachtel13ಞᅒ, Sokrates T. Pantelides2,14ಞᅒ, 
Patrick E. Hopkins1,12,15ಞᅒ & James M. Howe1ಞᅒ

As the length scales of materials decrease, the heterogeneities associated with 
interfaces become almost as important as the surrounding materials. This has led to 
extensive studies of emergent electronic and magnetic interface properties in 
superlattices1–9. However, the interfacial vibrations that a!ect the phonon-mediated 
properties, such as thermal conductivity10,11, are measured using macroscopic 
techniques that lack spatial resolution. Although it is accepted that intrinsic phonons 
change near boundaries12,13, the physical mechanisms and length scales through 
which interfacial e!ects in"uence materials remain unclear. Here we demonstrate the 
localized vibrational response of interfaces in strontium titanate–calcium titanate 
superlattices by combining advanced scanning transmission electron microscopy 
imaging and spectroscopy, density functional theory calculations and ultrafast 
optical spectroscopy. Structurally di!use interfaces that bridge the bounding 
materials are observed and this local structure creates phonon modes that determine 
the global response of the superlattice once the spacing of the interfaces approaches 
the phonon spatial extent. Our results provide direct visualization of the progression 
of the local atomic structure and interface vibrations as they come to determine the 
vibrational response of an entire superlattice. Direct observation of such local atomic 
and vibrational phenomena demonstrates that their spatial extent needs to be 
quanti$ed to understand macroscopic behaviour. Tailoring interfaces, and knowing 
their local vibrational response, provides a means of pursuing designer solids with 
emergent infrared and thermal responses.

The hierarchy of lattices in superlattices presents a tunable phonon–
material interaction where, at small-to-moderate-period thicknesses, 
coherent and localized interface phonons have a major role in control-
ling properties. The vibrations and coupling present at interfaces in 
superlattices, in a broader context, occur at other interphase and inter-
granular boundaries and can result in remarkable properties3,14–24. Prob-
ing vibrations with the lateral spatial resolution required to provide 
knowledge that can be used for interface engineering and customiza-
tion of thermal and infrared properties has remained prohibitively dif-
ficult10,12,15,25–27. The spectral and spatial resolution of monochromated 
electron energy loss spectroscopy (EELS) in a scanning transmission 
electron microscope (STEM) provides a unique opportunity to probe 

the spatial extent of vibrational excitations that are conventionally 
assessed by infrared light or neutrons. Such resolving capabilities have 
so far been demonstrated in resolving phonons associated with chemi-
cal changes at point defects and stacking faults in crystals28–31.

Segmented STEM detectors used for integrated differential phase 
contrast (iDPC) can image both light and heavy elements, providing 
knowledge of local symmetry, which dictates vibrational properties32–34. 
Hence, STEM imaging and EELS provides a toolset to understand the 
intertwined local symmetry and vibrational properties at material 
interfaces.

Here we combine advanced STEM-iDPC and monochromated EELS 
experiments with density functional theory (DFT) calculations to 
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their local vibrational response, provides a means of pursuing designer solids with 
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Hence, STEM imaging and EELS provides a toolset to understand the 
intertwined local symmetry and vibrational properties at material 
interfaces.

Here we combine advanced STEM-iDPC and monochromated EELS 
experiments with density functional theory (DFT) calculations to 

https://doi.org/10.1038/s41586-021-04238-z

Received: 19 May 2021

Accepted: 9 November 2021

Published online: 26 January 2022

Open access

 Check for updates

1Department of Materials Science and Engineering, University of Virginia, Charlottesville, VA, USA. 2Department of Physics and Astronomy, Vanderbilt University, Nashville, TN, USA. 3Sandia 
National Laboratories, Albuquerque, NM, USA. 4Department of Mechanical Engineering and Electrical Engineering, Vanderbilt University, Nashville, TN, USA. 5Department of Materials Science 
and Engineering, University of California Berkley, Berkley, CA, USA. 6Department of Materials Science and Engineering, Pennsylvania State University, University Park, PA, USA. 
7Paul-Drude-Institut für Festkörperelektronik, Berlin, Germany. 8Institut für Physik, Humboldt-Universität zu Berlin, Berlin, Germany. 9Department of Chemical Engineering and Materials 
Science, University of Southern California, Los Angeles, CA, USA. 10Center for Integrated Nanotechnologies, Sandia National Laboratories, Albuquerque, NM, USA. 11School of Mechanical 
Engineering and the Birck Nanotechnology Center, Purdue University, West Lafayette, IN, USA. 12Department of Mechanical and Aerospace Engineering, University of Virginia, Charlottesville, 
VA, USA. 13Center for Nanophase Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, USA. 14Department of Electrical and Computer Engineering, Vanderbilt University, 
Nashville, TN, USA. 15Department of Physics, University of Virginia, Charlottesville, VA, USA. ᅒe-mail: erh3cq@virginia.edu; hachtelja@ornl.gov; pantelides@vanderbilt.edu;  
phopkins@virginia.edu; jh9s@virginia.edu

Nature | Vol 601 | 27 January 2022 | 557

quantify the local symmetry and vibrational states in strontium titanate 
(SrTiO3, STO)–calcium titanate (CaTiO3, CTO) superlattices. We meas-
ure the spatial extent of TiO6 octahedral rotation across the STO–CTO 
interfaces (that is, octahedral coupling) and relate this information 
to the local titanium (Ti) and oxygen (O) vibrational response meas-
ured with high-spatial-resolution EELS. Second-harmonic-generation 
(SHG) measurements are performed to measure the macroscopic 
opto-electronic properties and interface density. DFT calculations are 
used to model the structural evolution of the superlattices and provide 
insights into the origins of their differing vibrational states. Finally, 
through ultrafast optical spectroscopy measurements, we assess the 
lifetime of the zone-centre phonon modes, providing insight into the 
macroscopic property progression observed in these oxide hetero-
structures. We show that as the superlattice layer thickness approaches 
the width of the structurally diffuse interfaces, where octahedral cou-
pling occurs, the layers lose uniqueness and adopt the structure and 
vibrational response of the interface. Thus, the vibrational response 
of the interface becomes characteristic of the entire material.

To evaluate the influence of interfaces, we synthesized five STO–CTO 
superlattices with layer thicknesses of 27, 6, 4, 3 and 2 pseudo-cubic unit 
cells (SL27, SL6, SL4, SL3 and SL2, respectively). For (S)TEM and experi-
ments we focus on SL27, SL4 and SL2, which are shown schematically in 
Fig. 1a. Large-period SL27 and short-period SL2 were chosen to represent 
superlattices with well separated and closely spaced interfaces, respec-
tively. SL4 was chosen as an intermediate. SL6 and SL3 were included 
for the optics-based experiments to provide additional data points.

To quantify the structure, we acquired selected-area electron dif-
fraction patterns (SADPs). The SADPs reveal that the orientation of 
octahedral tilts are different in the SL27 structure compared with the 
SL4 and SL2 structures. The large-period SL27 structure shows ordered 
reflections from two of three possible Pbnm-CTO domains (Fig. 1b), 
each with an in-plane c axis as illustrated by the ball-and-stick insets. 
Ordered reflections observed from the SL4 and SL2 samples indicate 
a single out-of-plane c axis, as shown in Fig. 1c, d and simulated in Sup-
plementary Figs. 1, 2. This microstructural transition is accompanied 
by a relaxation of the lattice parameters to a single intermediate value 
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Fig. 1 | Period-dependent changes in the symmetry of STO–CTO 
superlattices. a, Superlattice structures calculated from DFT with 
coloured-bar schematics denoting the chemically (left) and structurally (right) 
defined interfaces. Here green, blue and cyan rectangles correspond to STO, 
CTO and interface layers, respectively; the same colours are used in e, f, h, i, k, l. 
Green, blue, grey and red circles in a, e, f, h, i, k correspond to Sr, Ca, Ti and O 
atoms, respectively. b–d, The [100] zone-axis SADP for SL27 (b), SL4 (c) and SL2 
(d) grown on NGO. The coloured arrows correspond to ordered reflections 
from the three possible domains. The solid arrows indicate ordered reflections 
that exist and the hollow arrows indicate absences. Insets: ball-and-stick 
models of the orientations present with border colours matching the arrows. 
The red and blue arrows and insets are viewed along an out-of-phase tilt axis 
and the yellow are viewed along an in-phase tilt axis. In c, d, superlattice 
reflections are seen in the 001 direction. In b, closely spaced superlattice 

reflections appear as streaking of the fundamental reflections. e–m, ADF 
images (e, h, k), iDPC images (f, i, l) and octahedral tilt angles (g, j, m) of SL27 
(e–g), SL4 (h–j) and SL2 (k–m). The legend in g illustrates the in-plane (green) 
and out-of-plane (black) tilt angles (θ), which are defined as half of the 
projected O–Ti–O bond angle . The tilt angles for a one unit-cell column are 
overlayed in each iDPC image to demonstrate the changing in-plane (green 
triangles) and out-of-plane (grey triangles) tilt angles. In g, j, m, solid and 
dashed curves are from experimental measurements and calculations, 
respectively. The error bars represent one standard deviation. Chemically 
abrupt interfaces are illustrated to the left of the ADF images (e, h, k) and model 
structures (a), illustrating the abrupt change between STO (green) and CTO 
(blue) layers. Chemically diffuse interfaces are illustrated to the right of the 
iDPC images (f, i, l) and model structures (a), illustrating the non-abrupt 
symmetry changes that are occurring as a result of octahedral coupling.
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Experimental observation of localized interfacial
phonon modes
Zhe Cheng 1,10,11, Ruiyang Li2,11, Xingxu Yan 3,4,11, Glenn Jernigan5, Jingjing Shi 1, Michael E. Liao 6,
Nicholas J. Hines 1, Chaitanya A. Gadre7, Juan Carlos Idrobo 8, Eungkyu Lee 9, Karl D. Hobart5,
Mark S. Goorsky6, Xiaoqing Pan 3,4,7✉, Tengfei Luo 2✉ & Samuel Graham 1✉

Interfaces impede heat flow in micro/nanostructured systems. Conventional theories for

interfacial thermal transport were derived based on bulk phonon properties of the materials

making up the interface without explicitly considering the atomistic interfacial details, which

are found critical to correctly describing thermal boundary conductance. Recent theoretical

studies predicted the existence of localized phonon modes at the interface which can play an

important role in understanding interfacial thermal transport. However, experimental vali-

dation is still lacking. Through a combination of Raman spectroscopy and high-energy-

resolution electron energy-loss spectroscopy in a scanning transmission electron microscope,

we report the experimental observation of localized interfacial phonon modes at ~12 THz at a

high-quality epitaxial Si-Ge interface. These modes are further confirmed using molecular

dynamics simulations with a high-fidelity neural network interatomic potential, which also

yield thermal boundary conductance agreeing well with that measured in time-domain

thermoreflectance experiments. Simulations find that the interfacial phonon modes have an

obvious contribution to the total thermal boundary conductance. Our findings significantly

contribute to the understanding of interfacial thermal transport physics and have impact on

engineering thermal boundary conductance at interfaces in applications such as electronics

thermal management and thermoelectric energy conversion.
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Experimental observation of localized interfacial
phonon modes
Zhe Cheng 1,10,11, Ruiyang Li2,11, Xingxu Yan 3,4,11, Glenn Jernigan5, Jingjing Shi 1, Michael E. Liao 6,
Nicholas J. Hines 1, Chaitanya A. Gadre7, Juan Carlos Idrobo 8, Eungkyu Lee 9, Karl D. Hobart5,
Mark S. Goorsky6, Xiaoqing Pan 3,4,7✉, Tengfei Luo 2✉ & Samuel Graham 1✉

Interfaces impede heat flow in micro/nanostructured systems. Conventional theories for

interfacial thermal transport were derived based on bulk phonon properties of the materials

making up the interface without explicitly considering the atomistic interfacial details, which

are found critical to correctly describing thermal boundary conductance. Recent theoretical

studies predicted the existence of localized phonon modes at the interface which can play an

important role in understanding interfacial thermal transport. However, experimental vali-

dation is still lacking. Through a combination of Raman spectroscopy and high-energy-

resolution electron energy-loss spectroscopy in a scanning transmission electron microscope,

we report the experimental observation of localized interfacial phonon modes at ~12 THz at a

high-quality epitaxial Si-Ge interface. These modes are further confirmed using molecular

dynamics simulations with a high-fidelity neural network interatomic potential, which also

yield thermal boundary conductance agreeing well with that measured in time-domain

thermoreflectance experiments. Simulations find that the interfacial phonon modes have an

obvious contribution to the total thermal boundary conductance. Our findings significantly

contribute to the understanding of interfacial thermal transport physics and have impact on

engineering thermal boundary conductance at interfaces in applications such as electronics

thermal management and thermoelectric energy conversion.
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proved to be capable of simulating semiconductor materials and
predicting thermal properties with accuracy comparable to first-
principles calculations25,26. Using MD simulations with this
NNP, PDOS at different locations throughout the simulation
domain along the direction perpendicular to the Si-Ge interface is
calculated (see “Methods” section and SI for details).

As shown in Fig. 3b, each panel is the PDOS of the atoms at a
certain location shown in Fig. 3a. The interfacial region is com-
posed of the mixed region and the first layer away from the
mixture on each side. For the regions that are 10 nm away from
the interface, the PDOS of both Si and Ge are converged to the
ones of bulk materials and are not affected by the interface. The
PDOS peaks of the Si and Ge optical phonons are ~15 THz and

~9 THz, which are consistent with the Raman peaks. Near the
interface, a peak at ~11.4–12.8 THz emerges for both the Si and
Ge atoms, which corresponds well with the interfacial modes
detected from the Raman and EELS measurements. This calcu-
lated interfacial mode peak agrees better with our experiments
compared to other results of MD simulations using empirical
potentials. Chalopin et al.16 obtained such a peak at ~13.5 THz
using a Stinger-Weber potential, while Gordiz et al.17 found the
peak between 12–13 THz using a Tersoff potential. Our calculated
peak is similar to that calculated from first-principles force con-
stants (~12 THz), which, however, used Si force constants to
approximate those for Ge and interfacial interactions18. We note
that all these previous studies modeled sharp interfaces without
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Fig. 2 Electron energy-loss spectroscopy (EELS) in a scanning transmission electron microscope (STEM) spatially resolves the interfacial phonon
modes. a Schematic diagram of EELS measurements of vibrational modes around the Si-Ge interface and the path of a line-scan. ZLP is zero-loss peak and
HAADF is high-angle annular dark field. b The line profile of the vibrational spectra across the interface. c Three representative vibrational spectra with a
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Technical challenge: Engineering WBG and UWBG materials 
to enhance the contribution to these modes
The “digital alloy” – can we chemically order “defects”?

• Digital alloys of 
varying 
periodicity 
grown by Khan 
and measured 
by Goorsky

• Thickness 
varying from a 
few nanometers 
to ~200 nm
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Technical challenge: Engineering WBG and UWBG materials 
to enhance the contribution to these modes

High quality SLs and the “digital alloy”

Sub unit cell
ordered
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Technical challenge: spectrally resolve the contribution of 
these modes to thermal transport

Can we measure the 
contribution to thermal 

conductivity from 
individual phonon 

modes?
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Technical challenge: spectrally resolve the contribution of 
these modes to thermal transport

Can we measure the 
contribution to 

thermal conductivity 
from individual 

phonon modes?

Collaboration under ARO funding
Caldwell (Vanderbilt), Maria (PSU)
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Technical challenge: Move beyond phonon engineering and 
enhance TBC with electronic mechanisms
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Recall: electron-electron TBC is ultrahigh compared to 
phonon-phonon TBC: how can we embrace this for 

UWBG material cooling?



Goals for talk today: Major technical challenges in 
measurement and understanding of electron and phonon 
transport across WBG and UWBG interfaces

• Technical challenge – Interfaces: Designing interfaces to reduce TBR
• Can we move beyond intrinsic phonon limitations in materials? 

The “interfacial modes” and the “superlattice modes”
• Can we create new pathways for heat flow? Electron “thermal 

short circuits” and thermal diodes

• Technical challenge – Measurements: Thermal conductivity and TBR 
measurements at device relevant length scales
• Thermoreflectance-based techniques offer current state of the art
• Limitations for measuring certain device-scale resistances
• Need for turn-key thermal conductivity measurement tool for thin 

films that dos not require expert in thermoreflectance
20



But how do we measure nano to macro HX processes?

after pump pulse heating as well as the phase shift induced from
the modulated temperature change at f , FDTR can utilize a variety
of pulsed or continuous wave (cw) lasers to monitor the phase
shift in thermoreflectance signals solely as a function of f . When
f becomes low enough, the material of interest will reach steady-
state conditions during periods of the modulation event. In this
regime, a third technique has recently emerged. “Steady-State
Thermoreflectance” (SSTR) operates like FDTR only in the low
frequency limit,59 monitoring the thermoreflectance of the surface
at increasing pump powers and inducing a Fourier-like response
in the material. Ulitmately, SSTR offers an alternative method to
measure the thermal conductivity of materials via optical
pump-probe metrologies. The characteristic pump excitations and
responses for each of these techniques are presented in Fig. 1.
We review the recent advances in SSTR in Sec. IV.

In addition to their noncontact nature, these optical metrol-
ogies are advantageous relative to many other thermometry plat-
forms in the relatively small volume and near-surface region in
which they measure. By using proper laser wavelengths to ensure
nanoscale optical penetration depths, the thermal penetration
depth (i.e., the depth beneath the surface in which these tech-
niques measure the thermal properties), δthermal, can be limited to
the focused spot size, or much less, depending on the modulation
frequency. Furthermore, given that the pump and probe spot
sizes can be readily focused to length scales on the order of micro-
meters, thermoreflectance techniques allow for spatially resolved
surface measurements of thermal properties with micrometer-
resolution and the ability to create thermal property areal “maps” or
“images.” We review the pertinent length scales of TDTR, FDTR,
and SSTR in Sec. II, followed by the advances toward areal thermal
property “mapping” in Sec. III.

The change in reflectivity of a given material is related to both
the change in temperature of the material (i.e., the thermoreflec-
tance, which is ultimately of interest for the measurements of tem-
perature changes and thermal properties) and the change in the
number density of the carriers excited by the optical perturbation.
Thus, the total photoreflectance signal change that is measured in
TDTR, FDTR, or SSTR can be expressed as the sum of these two
components,60

ΔR ¼ @R
@T

ΔT þ @R
@N

ΔN , (1)

where @R=@T is the temperature reflectance coefficient, @R=@N is
the free-carrier reflectance coefficient, and ΔT and ΔN are the
changes in temperature and free carriers from the pump excitation,
respectively. In the majority of thermoreflectance measurements
reported in the literature, samples of interest are coated with a thin
metal film transducer, in which the change in reflectivity is directly
related to the change in temperature. This comes with the advan-
tage that the optical penetration depth in metals is confined to
,20 nm over a wide range of optical wavelengths, resulting in a
“near-surface” heating event. An additional advantage of using a
metal film transducer is that the @R

@N ΔN term in Eq. (1) is much
smaller than @R

@T ΔT , except for when pump excitations induce inter-
band transitions and their contributions become comparable.
Even so, the contribution to ΔR from @R

@N ΔN lasts only for !1 ps
for most metals.61,62 This is unlike nonmetals where not only tem-
perature, but also conduction band carrier population can change
the reflectivity significantly for lifetimes much longer than a
picosecond.63–65 However, if the optical and thermal penetration
depths of the pump and probe beams are properly accounted for,

FIG. 1. Characteristic excitations and corresponding responses for (a) TDTR, (b) FDTR, and (c) SSTR techniques. In TDTR, the magnitude of the thermoreflectance is
monitored as a function of pump-probe delay time, while in FDTR, the thermally-induced phase lag between the pump and probe is monitored as a function of frequency.
In SSTR, the steady-state induced magnitude of the thermoreflectance is monitored for given changes in heat flux. Notice the increase in thermal penetration depth,
δ thermal, in SSTR resulting from the lower modulation frequencies employed as compared to TDTR and FDTR.
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approach to predict the thermal conductivity of porous disor-
dered materials with no a priori knowledge of the corre-
sponding bulk phase, unlike DEM theory.

II. EXPERIMENTAL DETAILS

Our experimental technique to determine the thermal
conductivity of the aerogel films is TDTR, a pump-probe
technique in which the change in the thermoreflectance sig-
nal from a sample of interest is monitored in the time domain
by delaying the probe pulse with respect to the heating event,
or pump pulse. Several groups have discussed various exper-
imental configurations to detect the thermoreflectance signal
in the time domain.8,9,11–14 It is important to note that in this
work, we use an 80 MHz oscillator which ensures pulse
accumulation in our signal, therefore yielding the modulated
heat transfer event that is unique to TDTR; this is also neces-
sary for our specific test geometry. We adopt the test geome-
try similar to the approach discussed by Schmidt et al.9 and
Ge et al.,10 as we have described in detail previously.8 In
these works, the samples were fabricated on a transparent
substrate coated with a thin metal film. The pump and probe
laser pulses were reflected by the metal transducer through
the glass, and the change in the TDTR signal was used to
deduce the thermal conductivity of the adjacent sample.
Only the metal film interacts with the laser radiation, and the
thermal energy from the laser pulse is partially absorbed in
only the first !9 nm of the Al film before the thermal energy
propagates through the Al film and then through the adjacent
structures. The analysis of the TDTR signal in this geometry
is described in detail elsewhere.8 A schematic of our experi-

mental geometry is shown in Fig. 1. In our experiments, we
restrict the laser power incident on the sample to less than
!15 mW to ensure minimal DC heating.

To prepare the aerogel samples, we evaporate 85 nm of
Al on VWR micro cover glass (No. 48368040). We then fab-
ricate the aerogel thin films on the surface of the Al film.
The thin aerogel films were prepared using identical proce-
dures as previously described.15 Briefly, silica sols were pre-
pared from a stock solution (tetraethoxysilane, EtOH, H2O,
HCl in a 1.0:3.8:1.1:7.0" 10#14 molar ratio), refluxed
(60 $C, 90 min) and gelled at 50 $C. Surface hydroxyls were
partially replaced with methyl groups using hexamethyldisi-
lazane (HMDS) as the derivatizing agent and sonicated to
reliquify the solution. The solution was spin coated
(2000 rpm, 30 s) onto the Al coated glass. During evapora-
tion, the film gels shrink due to drying stresses and spring
back to create a high porosity aerogel film. We refer to these
films as “aerogel”. After initial TDTR measurements, the
aerogel films were calcined (500 $C, 3 h) to remove the
methyl groups. We refer to these films as “calcined-aerogel”.
We also perform TDTR measurements on Al coated glass
with no silica film as a calibration. This allows us to accu-
rately determine the thermal conductivity, j, of the cover
glass and the thermal boundary conductance, hK, between
the Al film and cover glass, thereby reducing the number of
free parameters in the thermal model needed to determine
the thermal conductivity of the aerogel samples. Scanning
electron microscopy images of an uncalcined, carbon-coated
thin film aerogel are shown in Fig. 1. We note that
calcination did not substantially change the thickness of the
film.

FIG. 1. Scanning electron microsocpy
image of the (a) cross section and (b) top
view of a thin film aerogel. The scale
bars are 500 nm. (c) Schematic of our
experimental geometry. (d) TDTR data
from the EISA and aerogel films along
with data from the sample with no film
(i.e., air). The solid lines represent the
predictions from the thermal model for
various reductions in the SiO2 sample
thermal conductivity.
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ABSTRACT

Thermoreflectance techniques, namely, time- and frequency-domain thermoreflectance (TDTR and FDTR, respectively), are ubiquitously
used for the thermophysical characterization of thin films and bulk materials. In this perspective, we discuss several recent advancements in
thermoreflectance techniques to measure the thermal conductivity of solids, with emphasis on the governing length scales and future direc-
tions in expanding these advances to different length scales and material structures. Specifically, the lateral resolution of these techniques,
typically on the order of several micrometers, allows for an understanding of the spatially varying properties for various materials. Similarly,
limitations of TDTR and FDTR with respect to their volumetric probing regions are discussed. With a recently developed steady-state
thermoreflectance technique, these limitations are overcome as probing volumes approach spot sizes. Finally, recent pushes toward the
implementation of these techniques without the use of a thin metal transducer are presented, with guidelines for future avenues in the
implementation under these specimen configurations.
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I. INTRODUCTION

Thermoreflectance-based techniques,1–4 such as time- and
frequency-domain thermoreflectance (TDTR5 and FDTR,6 respec-
tively), have emerged as powerful thermometry platforms to
measure and interrogate the thermal properties of a wide range of
bulk materials and nanosystems.7–9 For example, TDTR and/or
FDTR have been used to measure the thermal conductivity of
bulk solids6,10,11 and exceptionally low thermal conductivity thin
films,12–17 volumetric heat capacity,17–19 and thermal transport
properties of nanocomposites, such as superlattices,20–24 alloys,
and nanowire matrices.25–27 These techniques have also shown to
have capabilities in the realm of interfacial conductances across
material interfaces,28 including structurally/compositionally
varying interfaces,29–36 interfaces adjacent to low dimensional
structures (e.g., self-assembled monolayers and graphene),37–41

and solid/liquid interfaces.42–46 Iterations of these TDTR/FDTR

techniques have demonstrated the potential to go beyond measuring
the thermophysical properties of systems and are capable of provid-
ing insight into the vibrational mean free path spectra of solids (i.e.,
relating to the “thermal conductivity accumulation function”)47–55

and the spectral coupling of phonons across interfaces (i.e., relating
to the “thermal boundary conductance accumulation function”).10

Thermoreflectance techniques, by definition, rely on the prin-
ciple of thermoreflectance,1,56–58 measuring a material’s change in
reflectivity due to the change in its temperature. In a typical modu-
lated pump-probe thermoreflectance experiment such as TDTR or
FDTR, a pump beam is used to thermally excite the surface of the
sample at some frequency, f . The change in the intensity of a
reflected probe beam is related to the temperature change on the
surface as a function of either f or the delay time between the
pump and probe pulses in the case of short pulsed-based experi-
ments. Where TDTR utilizes short, typically subpicosecond, pulses
to monitor the thermoreflectance decay as a function of delay time
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I. INTRODUCTION

Thermoreflectance-based techniques,1–4 such as time- and
frequency-domain thermoreflectance (TDTR5 and FDTR,6 respec-
tively), have emerged as powerful thermometry platforms to
measure and interrogate the thermal properties of a wide range of
bulk materials and nanosystems.7–9 For example, TDTR and/or
FDTR have been used to measure the thermal conductivity of
bulk solids6,10,11 and exceptionally low thermal conductivity thin
films,12–17 volumetric heat capacity,17–19 and thermal transport
properties of nanocomposites, such as superlattices,20–24 alloys,
and nanowire matrices.25–27 These techniques have also shown to
have capabilities in the realm of interfacial conductances across
material interfaces,28 including structurally/compositionally
varying interfaces,29–36 interfaces adjacent to low dimensional
structures (e.g., self-assembled monolayers and graphene),37–41

and solid/liquid interfaces.42–46 Iterations of these TDTR/FDTR

techniques have demonstrated the potential to go beyond measuring
the thermophysical properties of systems and are capable of provid-
ing insight into the vibrational mean free path spectra of solids (i.e.,
relating to the “thermal conductivity accumulation function”)47–55

and the spectral coupling of phonons across interfaces (i.e., relating
to the “thermal boundary conductance accumulation function”).10

Thermoreflectance techniques, by definition, rely on the prin-
ciple of thermoreflectance,1,56–58 measuring a material’s change in
reflectivity due to the change in its temperature. In a typical modu-
lated pump-probe thermoreflectance experiment such as TDTR or
FDTR, a pump beam is used to thermally excite the surface of the
sample at some frequency, f . The change in the intensity of a
reflected probe beam is related to the temperature change on the
surface as a function of either f or the delay time between the
pump and probe pulses in the case of short pulsed-based experi-
ments. Where TDTR utilizes short, typically subpicosecond, pulses
to monitor the thermoreflectance decay as a function of delay time

Journal of
Applied Physics PERSPECTIVE scitation.org/journal/jap

J. Appl. Phys. 126, 150901 (2019); doi: 10.1063/1.5120310 126, 150901-1

© Author(s) 2019

Review of
Scientific Instruments ARTICLE scitation.org/journal/rsi

FIG. 3. Schematic of the Steady-State Thermoreflectance (SSTR) experiment.
PBS: polarizing beam splitter, �/2, �/4: half- and quarter-wave plates, respec-
tively, 90:10 BS: 90% transmission/10% reflection beam splitter, PD: photodetec-
tor, BPD: balanced photodetector, ND: neutral density filter. The inset shows a
representative pump waveform vs. time.

pump onto the sample using an objective lens. The focused
pump and probe diameters were adjusted with lenses to be
equivalent sizes. Using 20⇥ and 10⇥ objective lenses, the 1/e2
diameters are 11 µm and 20 µm, respectively, as measured
via a scanning slit beam profiler (Thorlabs BP209-VIS). The
probe is back-reflected to a balanced photodetector (Thor-
labs PDB410A) along with the path-matched reference beam
to minimize common noise in the probe. The powers of the
reference and sample beams going into the photodetector
are adjusted to be equivalent via the half-wave plate to min-
imize noise. Samples tested in this study include two types
of a-SiO2, a plain glass microscope slide (Fisherbrand) and a
3 mm thick borosilicate glass (BK7) optical window (Thorlabs
WG10530); a 1 mm thick quartz wafer (Precision Micro Optics);
two types of Al2O3, a 300 µm thick wafer (UniversityWafer)
and a 3 mm thick window (Thorlabs WG30530); two types of
Si, a 300 µm thick wafer (UniversityWafer) and a 3 mm thick
window (Thorlabs WG80530); a 300 µm thick nitrogen-doped,
n-type 4H–silicon carbide (4H–SiC) wafer (MTI Corporation);
and a 300 µm thick polycrystalline diamond wafer (Element
Six TM200).

When using the 10⇥ objective lens, we typically use a
higher order ND filter to further reduce power going into
the pump photodetector. This is done to compensate for the
increased power needed to heat the sample to similar tem-
peratures to those achieved with the 20⇥ objective. Using a
lock-in amplifier (Zurich Instruments UHFLI) synced to the
chopper frequency, the magnitude (�V) of the probe signal
divided by the DC probe signal (V) is recorded simultaneously
with the lock-in magnitude of the pump photodetector (�P).
�P as determined by the LIA is proportional to the amplitude
of the sinusoidal component of the pump waveform. Likewise,
�V corresponds to only the sinusoidal component of the probe
waveform. LIA detection thus allows for modulation of the
pump with an arbitrary periodic waveform (square, sine, trian-
gle, etc.) and with any offset power to obtain the same relation
between the lock-in pump power and the lock-in probe mag-
nitude. The pump power is increased linearly so that a linear
relation between �V/V with pump power is obtained. The
slope of this relation, after determining the appropriate pro-
portionality constant, is used to determine thermal conductiv-
ity by comparing it to the thermal model given in Appendix B.
Alternatively, a PWA with a boxcar averager is used to record
both the pump and probe waveforms over several periods of
temperature oscillation by again syncing to the chopper fre-
quency. Using this approach, we can visualize the sample tem-
perature rise vs. time to determine the steady-state regime of
the temperature rise.

Comparing the two detection schemes, the LIA approach
allows for faster data acquisition, allows for full automation
of both data acquisition and analysis, and is independent
of the waveform used as only the sinusoidal component is
recorded. However, because sinusoidal modulation can only
achieve a quasi steady-state, for accurate determination of
low-diffusivity materials, (i) the modulation frequency must
be lower compared with the PWA case or (ii) the thermal
model must include the modulation frequency as an input
parameter. The PWA approach, on the other hand, extracts the
total waveform of the probe reflectivity vs. time. As such, the
square wave reflectivity waveform that results from a square
wave pump input can be deduced. Furthermore, data anal-
ysis is performed by manually choosing the time range in
which the “on” and “off” state occur, ensuring we can pick the
true steady-state temperature rise for determining thermal
conductivity.

V. SIGNAL ANALYSIS
The probe reflectivity response measured by using the

photodetector, �V/V, is proportional to the normalized
change in reflectivity, �R/R, which is related to the change in
temperature of the sample surface by the thermoreflectance
coefficient � so that

�R

R
=

 
1
R

@R

@T

!
�T = � �T. (1)

In general, � is temperature dependent. For Al, � is
1.14 ⇥ 10�4 K�1 and varies at a rate of 0.22 ⇥ 10�4/100 K21
near our probe wavelength of 786 nm. Keeping temperature

Rev. Sci. Instrum. 90, 024905 (2019); doi: 10.1063/1.5056182 90, 024905-5

Published under license by AIP Publishing

Rev. Sci. Instrum.
90, 024905

22



Review of
Scientific Instruments ARTICLE scitation.org/journal/rsi

FIG. 5. Probe waveforms obtained using a periodic waveform analyzer, shown for (a) a-SiO2, (b) quartz, (c) Al2O3, (d) Si, (e) 4H–SiC, and (f) diamond. The difference
between the upper and lower dashed lines indicates the �V (proportional to temperature rise) used to determine thermal conductivity in each case.

A. Periodic waveform analyzer/boxcar averager

We first collect data using the PWA via a digital boxcar
averager while modulating the pump beam with a chopper at
100 Hz. Using two independent oscillators, we simultaneously
record the pump and probe waveforms over a phase space
divided into 1024 bins. The reference frequency is provided by
the chopper. The resulting waveforms, which have been con-
verted from phase space to time, are shown for the pump in
Fig. 4, while those of the probe are shown in Fig. 5. The six sam-
ples shown include (a) an a-SiO2 glass slide, (b) z-cut quartz, (c)
Al2O3, (d) Si, (e) 4H–SiC, and (f) diamond. The modulation fre-
quency was kept at 100 Hz in all cases, and a 20⇥ objective lens
was used, corresponding to 1/e2 pump/probe diameters of

11 µm. Each waveform was generated by averaging over 5 min
of real time data acquisition.

As expected, the pump waveform shows a perfect on/off
square wave. Note that the magnitude is increased when mov-
ing to higher thermal conductivity materials to allow for the
probe waveform to reach approximately the same magnitude
in each sample. The probe waveforms reveal that for all sam-
ples except a-SiO2, a clear steady-state temperature rise is
obtained as indicated by the near-square waveform. By com-
parison, a-SiO2 has a relatively long-lived transient temper-
ature rise but reaches our steady-state threshold by the end
of the waveform. The advantage of PWA analysis is that the
signal difference between “on” and “off” state (�V) is chosen
manually so that we can neglect the transient portions of the

FIG. 6. Measured �V /V vs. �P (/ pump power) shown
for (a) 10⇥ objective lens (pump and probe 1/e2 diame-
ters of 20 µm) and (b) 20⇥ objective lens (pump and probe
1/e2 diameters of 11 µm). Measured samples include glass
slide (squares), BK7 glass (open squares), quartz (trian-
gles), sapphire wafer (circles), sapphire window (open cir-
cles), silicon wafer (inverted triangles), silicon window (open
inverted triangles), 4H–SiC (pentagons), and diamond (dia-
monds). Gray lines show the predicted slopes for materials
having thermal conductivities 1, 10, 100, and 1000 W m�1

K�1. A different neutral density filter was used to filter pump
power detected when the objective lens changed from
10⇥ to 20⇥, so the x-axes are not comparable between
(a) and (b).
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SSTR: Capabilities for thermal conductivity measurements

Extremely conductive (diamond) and
insulative (PCBM) materials
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SSTR: Capabilities for thermal conductivity measurements

Thermal conductivity of dielectric films as thin as 1 nm
• Verified over three 

materials systems using 
SSTR-F

• Matches existing TDTR 
measurements

• Measuring resistance 
from interfaces and from 
material resistance in 
this case

APL Materials 6, 058302 (2018)
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SSTR: Capabilities for thermal conductivity measurements

In-plane thermal conductivity of thin films
i.e., anisotropy effects in AlN thin films

ACS Nano 15, 9588

enriched cubic boron nitride, and boron phosphide also have
high thermal conductivity in bulk form.16,19,20 Shrinking the
length scales of these materials may lead to thermal
conductivity reduction issues similar to those of diamond.
Two-dimensional (2D) materials, on the other hand, have a
small cross-sectional area in the in-plane direction by design.
Therefore, in order to increase the thermal conductance and
use them as efficient heat spreaders, the thickness of the 2D
materials may need to be increased.4,21 Moreover, the thermal
boundary conductance between 2D layers and substrates can
be an additional crucial parameter that controls the heat
spreading efficiency as it can reduce the effective thermal
conductivity due to mode scattering and suppression.4

Compared to the other III−V compound semiconductors,
bulk, high-purity aluminum nitride (AlN) crystals have
advantageous electronic properties, requisite transparency
and higher thermal conductivity, making them suitable for
use in optoelectronics, light-emitting diodes and high-power
RF devices.4,22−30 However, the use of AlN as heat spreaders
in high-power electronic devices comes with the challenge of
achieving high thermal conductivities in thin film forms.
Recently, Koh et al.31 reported bulk-like cross-plane thermal
conductivities in high-quality AlN films with thicknesses
ranging from 3 to 22 μm. These promising results suggest
that high-quality micrometer-thick films of AlN could act as
heat spreaders in high-power devices depending on their in-
plane transport properties.
While extensive literature exists on the cross-plane thermal

conductivity of AlN,23,32−40 reports on the in-plane thermal
conductivity are almost non-existent. It is well-known that, in
thin films, in-plane thermal transport is much less impacted by
boundary scattering compared to cross-plane transport.41−43

The intrinsic phonon thermal conductivity22,23,28,40,44 of AlN
suggests it may exhibit exceptional heat spreading character-
istics and high in-plane thermal conductivity in its thin film
form. Thus, measurement of the in-plane thermal conductivity
of high-quality AlN thin films is paramount to realizing its
potential as a radial heat sink.
The optical pump−probe technique steady-state thermore-

flectance (SSTR)45 provides an ideal platform to measure the
in-plane thermal conductivity of high-quality thin films. This
recently developed noncontact technique has several advan-
tages over traditional pump−probe spectroscopies such as

time-domain thermoreflectance (TDTR)46−49 and frequency-
domain thermoreflectance (FDTR).50 For example, SSTR is a
direct measure of thermal conductivity, and thus, unlike TDTR
and FDTR, it does not require prior knowledge of heat
capacity due to the steady-state nature of the measure-
ments.45,51,52 Also, the measurement length scales (i.e., thermal
penetration depths) allow SSTR to probe deeper beneath a
sample surface compared to TDTR and FDTR.45 As a result,
SSTR can measure thermal conductivity of a buried layer when
the thermal resistance offered by this layer is much higher than
those of the top layer and substrate.53,54 Depending on the
sample geometries, SSTR can measure the in-plane thermal
conductivity of thin films, whereas TDTR and FDTR in typical
operating conditions are mostly limited to cross-plane
measurements.
In this study, we use SSTR to measure and understand the

phonon heat transport mechanisms that drive the high in-plane
thermal conductivities of 3.05, 3.75, and 6 μm thick AlN films
grown on sapphire substrates. At room temperature, the in-
plane thermal conductivities of these high-quality AlN films are
much less impacted by boundary and defect scattering as
compared to graphite and diamond thin films. As temperature
decreases, phonon−phonon scattering continues to dominate
the in-plane thermal conductivities of the AlN thin films. This
is in contradiction to the phonon scattering mechanisms
commonly observed in other thin film materials, such as
diamond, where phonon−boundary and phonon−defect
scattering processes dominate the thermal conductivity with
a reduction in temperature. As a result, at low temperatures,
the in-plane thermal conductivities of the AlN films are
surpassed only by graphite among all thin film materials of
equivalent length scale. Moreover, we find that the point- and
line-defect scattering due to the presence of a nucleation layer
near the AlN/sapphire interface can cause a large temperature-
dependent anisotropy ratio (the ratio of in-plane to cross-plane
thermal conductivity) in the AlN thin films.

RESULTS AND DISCUSSION
The AlN thin films used in this work are grown on sapphire
substrates using metal−organic chemical vapor deposition
(MOCVD).55,56 We study three AlN films with thicknesses of
3.05, 3.75, and 6 μm. The AlN films of this study and those of
Koh et al.31 were grown in the same batch. Scanning

Figure 1. (a) Schematic of the AlN thin film samples measured in this study: Al transducer/AlN film/sapphire substrate. The AlN films are
3.05, 3.75, and 6 μm thick. The Al transducer thicknesses of the samples are tabulated in Table S1. (b) Reflected probe laser intensity change
as a function of pump photodetector voltage for SSTR fitting of bulk Si, and 3.05 μm AlN film thermal conductivities. For bulk Si, SSTR
measures the geometric mean of in-plane and cross-plane thermal conductivities. However, for the AlN thin films on sapphire substrates,
SSTR directly measures the in-plane thermal conductivities of the AlN films.
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In Figure 4d, the thickness-normalized in-plane thermal
conductivity of micrometer-thick diamond,17 Si,76 graph-
ite,80,95 GaN,81 hBN,84 and AlN films at ∼120 K are presented.
These results show that, along with graphite, the AlN films
examined in this study possess the highest thickness-
normalized in-plane thermal conductivity reported to date.
Figure 4d provides evidence that, at 120 K, only graphite
possesses higher thermal conductivity than the AlN films
among all thin film materials of micrometer length scale. These
exceptionally high in-plane thermal conductivities of the AlN
films at low temperatures are consequences of in-plane heat
transport mechanism being driven by phonon−phonon
scattering and not being significantly restricted by boundary
and defect scattering.
In Figure 5a, we have plotted the in-plane and cross-plane

thermal conductivities of the 3.05 μm thin film as a function of
temperature. The in-plane and cross-plane thermal conductiv-
ities are measured by SSTR and TDTR, respectively. Above
160 K, the in-plane and cross-plane thermal conductivities are
nearly the same. Below this temperature, however, the cross-
plane thermal conductivity decreases compared to that of in-
plane, leading to a pronounced anisotropy. To conclusively
show this anisotropy, we extend the temperature-dependent
measurements to 105 K. The observed anisotopy cannot be
explained from the AlN crystal structure as that would lead to
the in-plane thermal conductivity being ∼10−14% higher than
the cross-plane thermal conductivity at low temperatures.28

This anisotropy is also not due to the failure of TDTR
technique as TDTR has been shown to measure AlN thermal
conductivity accurately down to 80 K.31 To explain this
anisotropy, we review the thermal transport mechanisms along
the in-plane and cross-plane directions of the 3.05 μm AlN
film. For simplicity, we have considered an interface to exist
between the single crystal and nucleation layer. The resistance
at this interface represents the equivalent resistance from
point- and line-defect scattering at the nucleation layer starting
region.
As conceptually illustrated in Figure 5b, in the single crystal

layer, the phonons carrying heat in the in-plane direction travel
relatively uninterrupted, whereas the phonons carrying heat in
the cross-plane direction scatter at the single crystal/nucleation
layer interface. This is supported by the fact that interface
scattering is more dominant in cross-plane transport compared
to in-plane.41,97,100−103 At low temperatures, phonon−phonon
scattering rates decrease and the thermal transport shifts to
lower frequency phonons relative to that of room temperature.
While carrying heat in the cross-plane direction, the majority of
these low-frequency, long-wavelength phonons scatter at the
single crystal/nulceation layer interface. This leads to a
significant decrease in the cross-plane thermal conductivity of
the single crystal layer. For the phonons carrying heat in the in-
plane direction, the scattering at the single crystal/nucleation
layer interface and subsequent thermal conductivity reduction
are much smaller. As a result, in the single crystal AlN layer,

Figure 5. (a) Temperature-dependent in-plane and cross-plane thermal conductivities of the 3.05 μm AlN thin film. (b) Phonon heat
transport mechanisms along the in-plane and cross-plane directions of the 3.05 μm film. The top layer is single crystal AlN, and the bottom
layer is the nucleation region with high Si, C, and O impurities, and dislocation density. (c) Thermal conductivity anisotropy ratios (k∥/k⊥)
as a function of temperature for the 3.05 μm AlN film, graphite,96 black phosphorus (in-plane thermal conductivity is taken along the zigzag
direction),97 4.2 μm Si on insulator (SOI),98,99 Si/Ge superlattice,100 and InN film (dislocation density 1.1 × 1010 cm−2).101 In panels a and
c, filled symbols represent measurements taken in this study and open symbols represent literature values.
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ABSTRACT: High thermal conductivity materials show promise for thermal mitigation
and heat removal in devices. However, shrinking the length scales of these materials often
leads to significant reductions in thermal conductivities, thus invalidating their
applicability to functional devices. In this work, we report on high in-plane thermal
conductivities of 3.05, 3.75, and 6 μm thick aluminum nitride (AlN) films measured via
steady-state thermoreflectance. At room temperature, the AlN films possess an in-plane
thermal conductivity of ∼260 ± 40 W m−1 K−1, one of the highest reported to date for any
thin film material of equivalent thickness. At low temperatures, the in-plane thermal
conductivities of the AlN films surpass even those of diamond thin films. Phonon−phonon
scattering drives the in-plane thermal transport of these AlN thin films, leading to an
increase in thermal conductivity as temperature decreases. This is opposite of what is
observed in traditional high thermal conductivity thin films, where boundaries and defects that arise from film growth cause a
thermal conductivity reduction with decreasing temperature. This study provides insight into the interplay among boundary,
defect, and phonon−phonon scattering that drives the high in-plane thermal conductivity of the AlN thin films and
demonstrates that these AlN films are promising materials for heat spreaders in electronic devices.
KEYWORDS: AlN thin films, in-plane thermal conductivity, steady-state thermoreflectance, phonon−phonon scattering, anisotropy ratio

Thermal dissipation from hot spots presents a bottle-
neck to the efficient and reliable operation of
electronic devices, ranging from low-power logic

devices to high-power RF high electron mobility transistors.1−7

Different techniques, such as power management,8 improved
packaging technology,6,9 thermoelectric cooling,10 heat sink
design,11,12 and lateral heat spreaders,4,5,9 have been
implemented to circumvent this problem. However, these
solutions often require departure from the most efficient
electronic device geometry to allow for gains in thermal
dissipation. An ideal solution to this problem would be the
development of high in-plane thermal conductivity nonmetallic
materials that are able to easily remove heat from hot spots.
These materials would also need to remain in thin film form to
continue to allow current device architectures and form factors.
To this end, high thermal conductivity crystals (e.g., diamond,
cubic boron nitride, boron arsenide, aluminum nitride, and
gallium nitride) and two-dimensional layered materials (e.g.,
graphene and hexagonal boron nitride) have received
significant attention in recent years.4,13 Thin films of these
nonmetallic materials can be implemented as heat spreaders
when their thicknesses are larger than the hot-spot length

scales3,4,14,15 in devices. This implementation also requires that
the thin films have adequate length scales and crystal qualities
to ensure bulk or near-bulk thermal conductivities. However,
this is paradoxical, since defects and boundaries arising from
thin film growth commonly result in much reduced thermal
conductivities as compared to the respective bulk values.
Among bulk solids, diamond has the highest thermal
conductivity, above 2000 W m−1 K−1 at room temperature.4,16

However, implementation of diamond thin films as heat
spreaders has several limitations. For example, the thermal
conductivities of diamond thin films are much lower than the
bulk value due to microstructural features and defects during
growth.17,18 Additionally, heterogeneous integration of materi-
als onto diamond can lead to poor crystal quality due to lattice
constant mismatch. Cubic boron arsenide, isotopically

Received: November 25, 2020
Accepted: April 22, 2021
Published: April 28, 2021

A
rtic

le

www.acsnano.org

© 2021 American Chemical Society
9588

https://doi.org/10.1021/acsnano.0c09915
ACS Nano 2021, 15, 9588−9599

D
ow

nl
oa

de
d 

vi
a 

U
N

IV
 O

F 
V

IR
G

IN
IA

 o
n 

Ju
ly

 2
5,

 2
02

1 
at

 2
1:

34
:3

2 
(U

TC
).

Se
e 

ht
tp

s:/
/p

ub
s.a

cs
.o

rg
/sh

ar
in

gg
ui

de
lin

es
 fo

r o
pt

io
ns

 o
n 

ho
w

 to
 le

gi
tim

at
el

y 
sh

ar
e 

pu
bl

ish
ed

 a
rti

cl
es

.

26



SSTR: Capabilities for thermal conductivity measurements

Sub-surface defect detection
(e.g., measure thermal conductivity of thin region with 

point defects 7 µm under diamond surface)

J. Appl. Phys. 15, 9588

serves as a mechanism to perturb the mass defect scattering term
in well established phonon scattering models [12e14], allowing us
to build-upon the current understanding of phonon defect
interactions.

While there have been numerous investigations of ion implan-
tation effects in diamond, a limited number have reported associ-
ated measured thermal conductivities, with most focusing on
electron or neutron irradiation [15e17]. However, in the case of
neutron irradiation, thermal conductivities as low as 71Wm!1 K!1

are reported for samples implanted at a dose of 4.5" 1018 cm!2

[15]. A number of studies have investigated the role of point defects
in diamond in the form of isotopic impurities, such as 13C content in
12C diamond crystals [10,18e21]. Among these studies, the thermal
conductivity can be reduced by hundreds of Wm!1 K!1 for isotopic
impurity concentrations less than 1%, demonstrating the strong
influence of impurity scattering on the thermal conductivity of the
lattice. In this study, at the highest dose, we ultimately find the
implanted mass impurity concentration to be much lower than 1%
within the regions measured, but in combination with other forms
of residual lattice defects generated during the implantation pro-
cedure, these defects are capable of reducing the thermal conduc-
tivity by two orders of magnitude.

In short, ion implantation is a bombardment procedure inwhich
ionized atoms are accelerated into a targetmaterial. In industry, it is
a fundamental process used in the manufacture of transistors and
integrated circuits, traditionally utilized to implant semiconductors
with acceptor or donor dopants [22,23]. However, ion implantation
is also capable of producing material modification in the form of
surface modification or amorphous layer formation [24,25]. A
simple schematic of the process is represented in Fig. 1. Prior to
implantation, the target, in this case diamond, maintains the peri-
odicity of its lattice as a polycrystalline material. Upon bombard-
ment of the lattice, ions of C3þ, N3þ, or O3þ are accelerated into the
lattice at an energy of 16.5MeV. At some point during the implant,
the accelerated ions will come into contact with an atom at rest,
and transfer a portion of the kinetic energy, creating what is known
as a primary knock-on atom, whichwill in turn collidewith another
atom at rest [26]. Throughout the implantation, this process will
happen repeatedly, yielding recoil cascades within the lattice,
potentially generating high degrees of damage. When the

accelerated ions no longer have sufficient energy to move a lattice
atom from its equilibrium position, it comes to rest at its projected
range. With doses and energies high enough, an amorphous layer
will be produced at the end of range [27e29] with residual damage
remaining above this layer in the form of point defects including
vacancies, interstitials, substitutional impurities, as well as
extended defects such as vacancy clusters. In this manuscript, we
quantify the role of this residual damage in the layer above the end
of range on the thermal conductivity of ion irradiated diamond.

2. Experimental

2.1. Sample fabrication and SRIM

Polycrystalline diamond substrates (with grain sizes extending
up to 65e75% of the sample thickness) were purchased from
Element Six and laser diced into quarters, yielding dimensions of
5mm " 5mm in area and 0.3mm in thickness. Polycrystalline
substrates were selected due to their prevalence in high-power
heat-sink applications [2,30]. Samples were then implanted,
normal to the surface, at Sandia National Laboratories with either
C3þ, N3þ, or O3þions at a beam energy of 16.5MeV using a 6MV
Tandem Van de Graaf accelerator. Fluences of 4" 1014, 4" 1015, and
4" 1016 cm!2 were used for each ion, yielding a total of nine
implanted samples. To ensure spatial uniformity of the implant, the
beam was rastered across the sample surface during the
implantation.

To estimate the longitudinal projected range of implantation
depth, simulations were performed with Stopping and Range of
Ions in Matter (SRIM) software. SRIM is a widely accepted Monte
Carlo simulation software capable of modeling a number of features
related to ion implantation including implant depths and concen-
trations on scales that would be prohibitively large for other
modeling techniques such as molecular dynamics, for example
[31,32]. We utilize detailed calculations with full damage cascades
to predict damage profiles following implantation at a beam energy
of 16.5MeV for each ion. In each case, we specify the beam energy
as 16.5MeV and diamond substrate density as 3.515 g/cm3 [33]. We
utilize an average displacement energy of 37.5 eV [34,35], a lattice
binding energy of 7.5 eV [36e38], and a surface binding energy of

Fig. 1. Visualization of ion implantation. Prior to bombardment of the accelerated ions (a), the substrate maintains a diamond cubic crystal structure. Upon impingement of the
lattice (b), the kinetic energy of the accelerated ions is transferred to the carbon atoms at rest, which become primary knock-on atoms, and are then launched further into the lattice
until collision with other atoms at rest. This process repeats to create recoil cascades. Following implantation (c), the ions come to rest at the projected range, creating an amorphous
region, and above this layer, leave behind both point and extended defects.

E.A. Scott et al. / Carbon 157 (2020) 97e10598

of the DLC film/substrate was treated as infinite as there was little
sensitivity to the interface. Results of the DLC measurements are
displayed in Fig. 5(b); in general, the thermal conductivity was
found to be relatively constant within the measured thickness range
with an average of 1:5+ 0:2Wm!1 K!1, which is in close compar-
ison to the thermal conductivity of the amorphous layer within the
irradiated diamond. For comparison, SSTR was also used (with
10" and 20" objectives) to measure the thermal conductivity of
the PECVD DLC films. For the two thinnest films of 24 and 60
nm, there was little sensitivity to the thermal conductivity of the
films; however, results could be obtained on thicker films
(.100 nm) and were found to be within good agreement (,12%
difference) of the TDTR measurements, as shown in Fig. 5(b).

Despite the similarity in the measured thermal conductivity of
the amorphous diamond layer and amorphous PECVD carbon
films, it is important to note that the thermal conductivity of amor-
phous carbon has been shown to be highly dependent upon film
density.35–37,40,41 This is closely linked to the type of bonding most
prevalent to the film. For example, a higher fraction of C–C sp3

bonds (as compared to H-terminated bonds) provides for enhanced
stiffness and density. For these films, the corresponding thermal
conductivity has been shown to span over an order of magnitude,
ranging from less than 1Wm!1 K!1 to nearly 10Wm!1 K!1,
depending upon the density. For reference, we plot the reported
thermal conductivities of amorphous carbon films from Arlein et al.,34

Bullen et al.,36 and Shamsa et al.35 as a function of film density
in Fig. 5(c). The density of the PECVD films in this study was
measured with Rutherford backscattering spectrometry (RBS)
analysis (1.8 g cm!3). The corresponding thermal conductivity of
1.5 Wm!1 K!1 is within the range of that from amorphous
carbon films from the literature with similar density.

We find this correlation between density and thermal conduc-
tivity to also be applicable for amorphous carbon produced
through ion irradiation of diamond. For example, in a prior report
by Fairchild et al.,13 the formation of an amorphous band was like-
wise observed in diamond following implantation with Heþ at
0.5 MeV. A threshold density value of 2.95 g cm!3 was determined,
below which amorphization was found to occur. Within the amor-
phous band, densities ranging from 2.95 to 2.1 g cm!3 were
observed. With an average value of 2.53 g cm!3, a thermal conduc-
tivity of 1.39Wm!1 K!1 could be interpolated from the data of
Shamsa et al.35 and 1.85Wm!1 K!1 from Bullen et al.,36 which is
within the range of the thermal conductivity of the irradiation-induced
amorphous carbon of the present study.

For insight into the density of the amorphous region in the
present study, electron energy loss spectroscopy (EELS) analysis
was performed, from which shifts in the peak of the plasmon spec-
trum were used to calculate the density from a cross section of the
sample. Specifics on the density calculations are elaborated on in
the supplementary material. Maps of the plasmon peak position
could then be used to provide visualization of the spatial density
variation, such as that shown in Fig. 6, where a density map 6(b) is
contrasted to the corresponding HAADF STEM image 6(a). From
this analysis, the density of the damaged region pre-end-of-range
was found to be approximately 3.4 g cm!3, whereas the amorphous
layer was reduced to a density ranging from 1.9 to 2.1 g cm!3. For
comparison, the thermal conductivity of the amorphous carbon
induced through ion implantation is plotted with the PECVD
amorphous carbon films in Fig. 5(c). In general, the thermal con-
ductivity is in agreement with amorphous carbon films fabricated
through PECVD, which serves to highlight the critical role of
density in dictating the thermal conductivity of carbon and also
lends credence to the measurement.

FIG. 5. (a) Measured thermal conductivity of the amorphous region (κ3) of the
ion-implanted diamond sample, considering the material system as a four-layer
model. (b) Measured thermal conductivity of amorphous carbon in a thickness
series of diamond-like carbon films. (c) Thermal conductivity of amorphous
carbon as measured with TDTR and SSTR. For reference, experimental values
are included from literature as a function of density,34–36 originally compiled in a
work by Arlein et al.34 Reproduced from Arlein et al., J. Appl. Phys. 104,
033508 (2008). Copyright 2008 AIP Publishing LLC.

FIG. 6. (a) HAADF STEM image of an FIB cross section of the irradiated
diamond. (b) displays the corresponding spatially resolved density of the region
as determined from the EELS analysis.
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thermal properties of subsurface thin films. The latter contributes
to our fundamental understating of vibrational thermal transport
in ion irradiated solids in the disordered layers about the average
ion termination depth (i.e., the longitudinal projected range).

The localized nature of damage that can be achieved in crys-
tals at the longitudinal projected range through ion implantation
offers an ideal platform to test the capabilities of SSTR as distinct
amorphous layers can be produced by ions at sufficiently high flu-
ences. This depth can be tuned based on a number of parameters,
including the energy and species of the ion, and thus, we design an
experiment in which we ion implant polycrystalline diamond with
N3þ so that the end of range is at a distance under the surface that
is inaccessible with TDTR, but accessible for the measurement
with SSTR.

A single-side polished polycrystalline diamond sample, com-
mercially available from Element Six (TM200), was selected as the
target medium in order to produce regions of localized amorphiza-
tion about the projected range, which has been previously demon-
strated in diamond for ions with sufficient energy.11–14 Localization
of damage through ion implantation can be represented with the
Stopping and Range of Ions in Matter (SRIM) software15,16 through
simulation of the ion concentration and displacements-per-atom
(dpa) profiles. An example is provided in Fig. 1(a), which displays the
result of diamond implanted with N3þ at 16.5MeV. For this calcula-
tion, we utilize a full damage cascade, with nitrogen as the selected
ion, and carbon as the target. The carbon target is modified such that
its properties are reflective of diamond:11 density of 3.51 g cm"3, dis-
placement energy of 37.5 eV,17,18 lattice binding energy of 7.5 eV,19–21

and a surface binding energy of 3.69 eV.22,23 The dpa is calculated
from the vacancy output of the calculation, assuming a fluence of
4# 1016 cm"3. As can be seen from Fig. 1(a), the ion concentration
and dpa associated with these implant conditions yield profiles that
are localized about the longitudinal projected range, with limited lon-
gitudinal straggle. In comparison, other materials, such as silicon, will
yield amorphous regions in response to implantation with heavy ions
but with more spatially diffuse damage profiles.24,25 The unique local-
ization of damage about the longitudinal projected range in diamond
has allowed for advanced lift-out techniques [via focused ion beam
(FIB) milling] of the material above the projected range, which lever-
ages the differences in mechanical properties between diamond and
amorphous carbon.14,26,27

II. EXPERIMENTAL

Ion implantation was carried out at Sandia National
Laboratories with a 6MV Tandem Van de Graaff accelerator. The
diamond was adhered with a conductive carbon tape onto a silicon
substrate and loaded into the implant chamber that was pumped to
1# 10"6 Torr. The diamond was subsequently exposed, at normal
incidence, to a fluence of 4# 1016 cm"2 N3þ. To provide for spatial
uniformity during the implantation, the beam was rastered across
the sample surface.

Localization of damage from the N3þ implantation is con-
firmed through high angle annular dark field scanning transmis-
sion electron microscopy (HAADF STEM) imaging of a cross
section of the sample produced from an FEI Titan electron micro-
scope. Figure 1(b) displays a visibly darker region beginning at a

depth of 7.03 μm from the sample surface; a higher resolution
image of the region is provided in Fig. 1(c). We note that the longi-
tudinal projected range observed from STEM is slightly larger than
that predicted through SRIM simulation, which could be attributed
to the fact that the crystalline structure and dynamic changes in
composition are not accounted for in the model.28–30 Selected area
electron diffraction is used to validate crystallinity of the region,
where diffraction is observed directly outside of the region, but

FIG. 1. (a) SRIM simulations of the ion concentration (gray) and dpa profile
(red) for N3þ implanted diamond, exposed to a dose of 4# 1016 cm"2 and ion
energy of 16.5 MeV. (b) and (c) HAADF STEM images of a cross section of the
implanted diamond with the same conditions from the SRIM simulation. (c) dis-
plays a higher resolution image centered about the longitudinal projected range.
The dark band at the projected range is amorphous, confirmed by the lack of
diffraction in selected area diffraction measurements. The images in (b) and (c)
are included from the previous study.11 Reproduced with permission from Scott
et al., Carbon 157, 97–105 (2020). Copyright 2020 Elsevier.
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SSTR: Capabilities for thermal conductivity measurements

Sub-surface interfaces and heat sinks
e.g., measure thermal conductivity of buried interfaces, 
sub-mounts & substrates under GaN and AlN thin films

Rev. Sci. Intrum. 92, 064906

Figure 7: Schematics of the 3-layer samples measured by SSTR: (a) ∼130 nm SiO2 thin film on Si substrate, (b) ∼2.05 µm
GaN thin film on n-GaN substrate, and (c) ∼2 µm AlN thin film on sapphire substrate. Figures (d), (e), and (f) represent

the sensitivity calculations as a function of effective radius,
√

r2
o + r2

1 for the three samples shown in Figures (a), (b), and (c)

respectively.

to the same.43 The SSTR-measured thermal conductivity of the GaN substrate is 194 ± 27 W m−1 K−1

when the spot sizes are 10 µm. Using spot sizes of 20 µm, the thermal conductivity of the GaN substrate
is measured with a lower uncertainty to be 185 ± 16 W m−1 K−1.

The thermal conductivity of the sapphire substrate is measured by SSTR in the ∼2 µm AlN thin
film on sapphire sample. The sensitivity calculation for this sample is shown in Figure 7(f). SSTR
measurement of the sapphire substrate thermal conductivity is most sensitive to the in-plane thermal
conductivity of the AlN thin film. The cross-plane thermal conductivity of this AlN thin film is measured
by TDTR. As the anisotropy in the AlN thermal conductivity of is very small at room temperature,44 the
in-plane and cross-plane thermal conductivities of the 2 µm AlN thin film can be assumed to be the
same. Using SSTR, the thermal conductivity of the sapphire substrate is measured to be 35.1 ± 5.9 W
m−1 K−1 with 1/e2 pump and probe radii of 10 µm. Similar to the other two samples, with 20 µm spot
sizes, the sapphire thermal conductivity can be determined with a lower uncertainty, 34.5 ± 4.2 W m−1

K−1.

In Table 2, we present the measured substrate thermal conductivities for the two spot sizes. The
uncertainty of the measured values incorporate the uncertainty associated with the γ value (sapphire ref-
erence), Al transducer and thin film thermal conductivity, thin film thickness, and the thermal boundary
conductances. The values of these parameters are tabulated in Table 1. As shown in Table 2, the SSTR-
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Table 2: SSTR-measured substrate thermal conductivity (
√

krkz) of the samples shown in Figure 7

Substrates
Thermal conductivity (W m−1 K−1)

spot size 10 µm spot size 20 µm literature

Si 141 ± 27 140 ± 18 14030

GaN 194 ± 27 185 ± 16 19541

Sapphire 35.1 ± 5.9 34.5 ± 4.2 3542

measured substrate thermal conductivities are in excellent agreement with literature. This proves the
ability of SSTR to accurately measure the thermal conductivities of buried substrates that are typically
inaccessible by TDTR and FDTR.

2.7 Experimental measurement of the thermal conductivity of buried films by SSTR

Figure 8: Sensitivity calculation as a function of effective radius,
√

r2
o + r2

1 for the 4-layer sample: 85 nm Al transducer/2.5

µm Si film/1 µm SiO2 layer/Si substrate.

We now discuss the required criteria for SSTR to measure the thermal conductivity of a buried film
in a 4-layer system: metal transducer/thin film/buried film/substrate. Measurement of such a buried
film is possible when the thermal resistance of this layer is much greater those of the top thin film and
substrate. This stems from the fact that for SSTR to measure the thermal conductivity of any layer in
a multilayered material system, a significant steady-state temperature gradient must exist in that layer,
either in cross-plane or in-plane direction. As the top thin film is in contact with the metal transducer, the
temperature gradient of this layer is often large unless the film thickness is very low. On the other hand,
since the substrate is a semi-infinite medium, a measurable temperature gradient exists in the substrate
when large pump and probe radii are used. For a buried film, however, unless the thermal resistance
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• Automated variable spot size in 
SSTR-F allow for control over 
sample depth

• Measurement of layer-by-layer 
thermal conductivity in 
electronic device stack
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SSTR-F: Recently commercialized for turn-key, fiber-optically 
integrated thermal conductivity microscope

The typical thermoreflectance set up
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A LOT of optics, upkeep and expertise for analysis



SSTR-F: Commercialized for turn-key thermal conductivity 
microscope for bulk materials, thin films and interfaces
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• Key Take Away #2: New metrologies can measure 
spatial, temporal and spectral contribution of 
electron and phonon transport

• Challenge: Measure and manipulate interfacial 
modes to enhance thermal transport

• Challenge: Measure and manipulate coupled 
carrier’s contribution to thermal transport across 
interface

• Challenge: Translate thermal metrologies to 
materials and device labs and industry

Summary and key challenges
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• Key Take Away #1: Defects and interfaces can be developed to 
enhance electron and phonon thermal transport

• Challenge: Growth of thin films with controlled spatial 
arrangements of defects and interfaces

• Challenge: Harness coupled carriers (e.g., electron-phonon, 
polaritons) to bypass large phonon transport and directionally 
control thermal transport


