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Several prior reviews have also highlighted some of the 
important advancements made in the understanding of Kapitza 
conductance at the nanoscale. The seminal article by Swartz 
and Pohl published in 1989 summarized the measurements 
conducted at cryogenic temperatures and presented the physical 
insights in terms of the acoustic mismatch model (AMM) and 
the diffuse mismatch model (DMM) and the phonon radiation 
limit that are still being used to interpret experimental results 
and provide key insights into the physical mechanisms dictating 
hK. More recently, Hopkins[39] has summarized various experi-
mental factors and near-interfacial defects and imperfections 
that drive hK, mainly focusing on metal/nonmetal interfaces 
that are ubiquitous in time domain thermoreflectance (TDTR) 
and frequency domain thermoreflectance (FDTR) experiments. 
Monachon et al.[40] presented the materials perspective on hK 
and reviewed various experimental techniques used to measure 
hK from the past 30 years.

In this current review, we discuss the significant advances 
in understanding thermal boundary conductance both from 
experimental and computational fronts. We present the flaws 
that accompany the basic assumptions driving the theoretical 
models used extensively in literature to understand experi-
mental results for hK across various types of interfaces. Specifi-
cally, we highlight experiments and computational works that 
have challenged the use of the phonon gas models such as 
the DMM and AMM in interpreting the physical mechanisms 
driving interfacial energy transport. We start with the concep-
tual foundations that have shaped the conventional knowledge 
of interfacial conductance at the nanoscale. Then we present 
experimental works that have challenged these conventional 
theories and follow this with recent computational works that 

have provided a deeper understanding of thermal boundary 
conductance and support the experimental findings. Then we 
present some of the recent advancements in understanding and 
controlling hK across various material systems with different 
types of energy carriers. Finally, we present the main conclu-
sions and provide an outlook for future research directions.

2. Commonly Invoked Semiclassical Formalisms 
for Predicting Thermal Boundary Conductance
A mathematical representation of heat flux across an interface 
from side 1 to side 2, in the most general form, is traditionally 
given in terms of the Landauer formalism as[41,42]
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where the transport is in the z-direction perpendicular to the 
interface, j is the polarization, θ1 and φ1 are the azimuthal and 
elevation angles of the heat flux, !k  is the wave-vector (where 
x, y, and z subscripts indicate individual Cartesian direc-
tions of this vector), E is the energy, ζ1 → 2 is the transmission 
coefficient from side 1 to 2, f is the distribution function for 
the energy carrier, and !v j  is the carrier group velocity. Solving 
the full Equation (1) to calculate interfacial flux requires knowl-
edge of spectral contributions from the energy carriers. Further-
more, due to the fact that thermal transport occurs when the 
system is driven out of equilibrium, it is technically incorrect to 
assume that the energy distribution can be approximated with 
an equilibrium distribution function such as the Fermi–Dirac 
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Figure 1. Illustration of various technologies reliant on dissipating or confining energy more efficiently through engineering nanoscale interfaces.Giri and Hopkins, Adv. Funct. Mat. 30,1903857 (2020)

Nanoscale structure 
and interfaces



Thermal conductivity of materials – Macro/Microscopic

PRL 110, 015902 (2013)

The Fourier 
Law

q = �
@T

@z
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

T

z

temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
J. C. D. and P. E. H. acknowledge funding from the

National Science Foundation (CBET-1134311). Y. S. and
M.C.G. would like to thank the NASA Langley Professor
Program, NSF I/UCRC program, and the University of
Virginia Energy Initiative for financial support. This
work was supported in part by the Laboratory Directed
Research and Development (LDRD) program at Sandia
National Laboratories.

*phopkins@virginia.edu
†mgupta@virginia.edu

[1] D. G. Cahill, MRS Bull. 37, 855 (2012).
[2] A. Einstein, Ann. Phys. (Berlin) 340, 679 (1911).
[3] P. Debye, Ann. Phys. (Berlin) 344 789 (1912).
[4] C. Kittel, Introduction to Solid State Physics (Wiley,

Hoboken, New Jersey, 2005), 8th ed.
[5] W. Kim, R. Wang, and A. Majumdar, Nano Today 2, 40

(2007).
[6] K. E. Goodson, Science 315, 342 (2007).
[7] D. G. Cahill and R.O. Pohl, Annu. Rev. Phys. Chem. 39,

93 (1988).

1022 1023

0.01

0.1

1

10

100

1000

Atomic Density (cm-3)

T
he

rm
al

 C
on

du
ct

iv
ity

 (W
 m

-1
 K

-1
)

Amorphous
Crystalline

Diamond
Copper

Aluminum
Silicon

Germanium
Lead

SiO2

Aerogels PCBM

C60/C70WSe2

α:carbon
P3HT

5000

0.005

FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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ABSTRACT: We investigate the heat transport mechanisms responsible in
driving the characteristic temperature-dependent thermal conductivities of C60
and PCBM crystals via molecular dynamics simulations. We find that the thermal
conductivity of PCBM is “ultralow” across the temperature range studied in this
work. In contrast, the temperature-dependent thermal conductivity of C60
crystals exhibits two regimes: “crystal-like” behavior at low temperatures where
thermal conductivity increases rapidly with decreasing temperature and
temperature-independent thermal conductivities at higher temperatures. The
spectral contributions to thermal conductivity for C60 suggest that the majority of
heat is carried by modes in the low-frequency regime (<2 THz), which is a
consequence of intermolecular interactions. Unlike for C60, these modes are not
responsible for heat conduction in PCBM due to the mismatch in density of
states introduced by the addition of low-frequency modes from the alkyl chains
that are attached to the fullerene moieties.

The capability of fabricating carbon nanostructures (e.g.,
C60) in macroscopic quantities1,2 has triggered their use in

a plethora of applications such as photovoltaics,3,4 thermo-
electrics,5,6 and phase change memory devices.7 Common to
these applications, the management of heat and thermal
characterization in fullerenes and their derivatives is critical
for their commercialization. For example, the complete
understanding of thermal transport has significance in properly
accounting for Joule heating in photovoltaic and phase change
memory devices,7−9 and likewise, knowledge of heat transport
mechanisms is necessary for thermoelectric applications where
materials with ultralow thermal conductivities and high electron
mobilities are desirable.6,10

Considering the impact that thermal characterization of C60-
based materials has on their device-driven applications,
relatively few studies have focused on investigating their
thermal properties. In this context, it has been shown that
bulk C60 crystals demonstrate low thermal conductivities, ∼0.4
W m−1 K−1 measured via the static one-heater, two-
thermometer method and the 3ω technique.11,12 Moreover,
the temperature dependence of the thermal conductivity
revealed an abrupt jump at 260 K as a result of an
orientational-order transition in C60 crystals. Similarly, molec-
ular dynamics (MD) simulations have revealed that at
temperatures greater than 200 K C60 molecules rotate
unhindered at high frequencies, whereas at lower temperatures,
orientational freezing is observed.13,14

The attachment of alkyl chains, or other such moieties, on
the fullerene (as in the case of the semiconducting PCBM,
[6,6]-phenyl C61-butyric acid methyl ester) can have a
significant change in structural and physical properties,15,16

including alteration of the characteristic thermal transport
mechanisms driving their thermal conductivities. Experimental

investigations of thermal properties of fullerenes and their
derivatives have revealed almost an order of magnitude
difference between the thermal conductivities of hexagonal
PCBM and face-centered cubic C60.

17−21 Using time domain
thermoreflectance, Duda et al.17,18 reported ultralow thermal
conductivities (0.03−0.06 W m−1 K−1 at room temperature) for
PCBM, which marked the lowest ever measured thermal
conductivity for fully dense solids. They attributed the reduced
thermal conductivity to vibrational scattering resulting from the
addition of molecular moieties on the fullerene molecules.
Recently, Chen et al.22 performed nonequilibrium molecular
dynamics (NEMD) simulations on PCBM at 300 K and
ascribed the reason for the ∼63% decrease in thermal
conductivity (from the addition of the molecular tails) to
localization of vibrational states and reduced group velocities of
heat carrying vibrations in PCBM as compared to bare C60
structures. They also demonstrated that the mismatch of the
vibrational density of states (DOS) between the alkyl chain and
the fullerene could potentially result in the scattering of low-
frequency vibrations. However, a thorough understanding of
thermal transport, which includes the mode-level details of the
amount of heat carried by different frequencies and the
characteristic temperature dependence of thermal conductiv-
ities in C60 and PCBM, is still lacking. In particular, the
important questions that need to be addressed to gain more
insight into the thermal transport properties of fullerenes and
their derivatives are (i) what frequencies carry heat in the C60
crystal and how do these spectral contributions differ with the
addition of the alkyl chain on the fullerene moiety and (ii) how
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ABSTRACT: We investigate the heat transport mechanisms responsible in
driving the characteristic temperature-dependent thermal conductivities of C60
and PCBM crystals via molecular dynamics simulations. We find that the thermal
conductivity of PCBM is “ultralow” across the temperature range studied in this
work. In contrast, the temperature-dependent thermal conductivity of C60
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consequence of intermolecular interactions. Unlike for C60, these modes are not
responsible for heat conduction in PCBM due to the mismatch in density of
states introduced by the addition of low-frequency modes from the alkyl chains
that are attached to the fullerene moieties.

The capability of fabricating carbon nanostructures (e.g.,
C60) in macroscopic quantities

1,2 has triggered their use in
a plethora of applications such as photovoltaics,3,4 thermo-
electrics,5,6 and phase change memory devices.7 Common to
these applications, the management of heat and thermal
characterization in fullerenes and their derivatives is critical
for their commercialization. For example, the complete
understanding of thermal transport has significance in properly
accounting for Joule heating in photovoltaic and phase change
memory devices,7−9 and likewise, knowledge of heat transport
mechanisms is necessary for thermoelectric applications where
materials with ultralow thermal conductivities and high electron
mobilities are desirable.6,10

Considering the impact that thermal characterization of C60-
based materials has on their device-driven applications,
relatively few studies have focused on investigating their
thermal properties. In this context, it has been shown that
bulk C60 crystals demonstrate low thermal conductivities, ∼0.4
W m−1 K−1 measured via the static one-heater, two-
thermometer method and the 3ω technique.11,12 Moreover,
the temperature dependence of the thermal conductivity
revealed an abrupt jump at 260 K as a result of an
orientational-order transition in C60 crystals. Similarly, molec-
ular dynamics (MD) simulations have revealed that at
temperatures greater than 200 K C60 molecules rotate
unhindered at high frequencies, whereas at lower temperatures,
orientational freezing is observed.13,14

The attachment of alkyl chains, or other such moieties, on
the fullerene (as in the case of the semiconducting PCBM,
[6,6]-phenyl C61-butyric acid methyl ester) can have a
significant change in structural and physical properties,15,16

including alteration of the characteristic thermal transport
mechanisms driving their thermal conductivities. Experimental

investigations of thermal properties of fullerenes and their
derivatives have revealed almost an order of magnitude
difference between the thermal conductivities of hexagonal
PCBM and face-centered cubic C60.

17−21 Using time domain
thermoreflectance, Duda et al.17,18 reported ultralow thermal
conductivities (0.03−0.06 W m−1 K−1 at room temperature) for
PCBM, which marked the lowest ever measured thermal
conductivity for fully dense solids. They attributed the reduced
thermal conductivity to vibrational scattering resulting from the
addition of molecular moieties on the fullerene molecules.
Recently, Chen et al.22 performed nonequilibrium molecular
dynamics (NEMD) simulations on PCBM at 300 K and
ascribed the reason for the ∼63% decrease in thermal
conductivity (from the addition of the molecular tails) to
localization of vibrational states and reduced group velocities of
heat carrying vibrations in PCBM as compared to bare C60
structures. They also demonstrated that the mismatch of the
vibrational density of states (DOS) between the alkyl chain and
the fullerene could potentially result in the scattering of low-
frequency vibrations. However, a thorough understanding of
thermal transport, which includes the mode-level details of the
amount of heat carried by different frequencies and the
characteristic temperature dependence of thermal conductiv-
ities in C60 and PCBM, is still lacking. In particular, the
important questions that need to be addressed to gain more
insight into the thermal transport properties of fullerenes and
their derivatives are (i) what frequencies carry heat in the C60
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temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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different phonon modes and reduce thermal conductivity. A 
schematic diagram is shown in  Figure    5   capturing these var-
ious phonon scattering mechanisms, along with the electrical 
transport within a thermoelectric material.  

 Thus, in certain cases nanodots clearly play a very signifi cant 
role in reducing lattice thermal conductivity, probably by effec-
tively scattering phonons that otherwise would have relatively 
long mean free paths. In many of these cases it has been clearly 
demonstrated that the reduction in thermal conductivity far 
exceeds any concomitant reduction in the power factor caused 

of Sb. [  73  ]  In contrast, similar fractions of nanoparticles of Bi or 
Pb (two elements that have the same atomic mass as the Pb ions 
in the rock salt lattice) were found to have no such effect. [  73  ,  81  ]  
ErAs:InGaAs is another interesting example to study along 
these lines since the size distribution of ErAs nanoparticles in 
the matrix is not a strong function of the growth parameters 
and they are typically 2–4 nm in diameter [Figure  3 c]. [  82  ]  The 
volume fraction of the embedded nanoparticles can be easily 
changed from 0.01-6% without introducing defects or disloca-
tions. Thermal conductivity measurements show a reduction by 
as much as a factor of 3 compared to the bulk 
alloy [Figure  4 b].  

 The question remains as to why the inclu-
sion of nanodots can reduce the thermal 
conductivity below the alloy limit. Detailed 
calculations of phonon transport have been 
performed for ErAs:InGaAs materials, 
although the principles developed through 
these studies are fairly general and apply for 
other nanodot material systems as well. [  72  ,  82  ]  
Atomic scale defects in alloys scatter pho-
nons due to differences in mass or due to 
generation of strain fi elds, and the scattering 
cross-section follows Rayleigh scattering as 
 d  6 /  λ   4 , where  d  is the nanodot diameter and 
  λ   is the phonon wavelength. Hence, short 
wavelength phonons are effectively scattered 
in alloys, but the mid-to-long wavelength 
phonons can propagate without signifi cant 
scattering and thereby still contribute to heat 
conduction. By inclusion of nanoparticles, 
signifi cant reduction in lattice thermal con-
ductivity can be achieved by the additional 
scattering of mid- and long-wavelength pho-
nons by the nanoparticles. Calculations show 
that a wide size distribution of nanoparticles 
is preferable since it can effectively scatter 

      Figure  5 .     Schematic diagram illustrating various phonon scattering mechanisms within a ther-
moelectric material, along with electronic transport of hot and cold electrons. Atomic defects 
are effective at scattering short wavelength phonons, but larger embedded nanoparticles are 
required to scatter mid- and long-wavelength phonons effectively. Grain boundaries can also 
play an effective role in scattering these longer-wavelength phonons.  

Nanoparticle

Short wavelength phonon

Mid/long wavelength phonon

Atomic 
defect

Grain
boundary

Hot Electron

Cold Electron

      Figure  4 .     Lattice thermal conductivity as a function of temperature for: (a) various PbTe-based alloys (x  =  0.1) and nanostructured samples. The value of 
x  =  0.1 was chosen because these samples have the same concentration of added component to PbTe as those in LAST-18 and SALT-20. (b) InGaAs with 
and without embedded ErAs nanodots. It is seen in both cases that the inclusion of nanodots into the microstructure results in a signifi cant reduction 
to the lattice thermal conductivity. In the PbTe system solid solution alloying is effective around room temperature (see black dotted arrow) but not at 
high temperature. Nanostructuring is shown to be effective both at room temperature and at high temperatures (see brown dotted arrows).  
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FIG. 3. Thickness dependent thermal conductivity of GaN at varying (colored bands) dislo-

cation densities and impurity levels compared to (symbols) published values of GaN’s thermal

conductivity.12–18,39,59–70. Filled symbols are from the present effort. Diamonds correspond to

GaN nanowires. Dotted line is guide to the eye. All values correspond to a measurement temper-

ature of ∼ 300 K.

power diodes possessing thicknesses of 20 µm dictates that a bulk thermal conductivity228

will not be realized even if made of “perfect” GaN. Rather, thermal conductivities less229

than 200 W/mK are more likely. No film less than 100 µm has been reported to have a230

thermal conductivity greater than 215 W/mK. Second, compensation of intrinsic doping231

using counter-doping implants is benign to thermal transport as long as total impurity232

levels remain below 1019 cm−3 . Third, the impact of doping and dislocations on thermal233

conductivity lessens as the device layer becomes thinner. It is size instead that dictates the234

thermal transport.235

IV. CONCLUSIONS236

From measurements of epilayer films having varying free carrier concentration, size effects237

are shown to dominate the thermal conductivity of GaN. Quantitatively, GaN’s thermal238

conductivity reduces by half relative to its bulk value for films 1 µm in thickness. GaN device239

layers are typically on this order and will therefore exhibit thermal conductivities reduced240

relative to bulk values even if of pristine quality. Fully capitalizing upon the large intrinsic241
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TABLE I. Summary of thermal properties for the ALD high-k dielectrics investigated in this study along with relevant sample
details.  is the intrinsic thermal conductivity of the high-k dielectric film and TBR is the total interfacial resistance across
both interfaces of the film. Note: NM = not measurable (too thin). For these films, we assume the nominal thickness value
with 5% uncertainty.

Film  (W m 1 K 1) TBR (m2 K GW 1) Density (g cm 3) Nominal thickness (nm) Thickness (XRR) (nm)

Al2O3 1.50 ± 0.09 6.92 ± 0.50 3.33 ± 0.06

1 NM
3 NM
5 4.67
10 9.39

HfO2 1.00 ± 0.06 9.03 ± 0.66 10.33 ± 0.36

1 NM
3 3.11
5 5.07
10 9.74

TiO2 2.52 ± 0.07 8.01 ± 0.71 4.1 ± 0.14
1 NM
3 NM
10 10.11

deviation in the measurement of the thickness of the aluminum transducer and thickness of the ALD
film. By applying a series resistor model that treats the total resistance as a summation of the film
and interfacial resistances,47 the intrinsic film thermal conductivity and total interfacial resistance are
then deconvolved from the effective thermal conductivity with the following expression:

eff =
i

1 +
iRtot

d

, (1)

where i is the intrinsic thermal conductivity of the film, Rtot is the total interfacial resistance (i.e.,
the total TBR across both the Al/film and film/Si interfaces), and d is the film thickness. A non-linear
least squares model fit was applied to the experimental data with i and Rtot as the fitting parameters
for each film. The intrinsic thermal conductivities and thermal boundary resistances for the films
determined via Eq. (1) are listed in Table I. The corresponding uncertainties are obtained by fitting
for these parameters at the experimental upper and lower bounds for Eff .

We find good agreement between the model and experimentally measured values for effective
thermal conductivity. The resultant intrinsic thermal conductivities of the Al2O3 films are within the
range of previous measurements of amorphous ALD-grown Al2O3.8–11 While several reports on the
thermal conductivity of HfO2 thin films exist in the literature (for a review, see Ref. 8), they range
in deposition technique and crystallinity. We are only aware of one previous work on the thermal

FIG. 1. Measured effective thermal conductivities of TiO2 (triangles), Al2O3 (circles), and HfO2 (squares) films ranging from
1 to 10 nm. A series thermal resistor model [Eq. (1)] is applied to the data for which the intrinsic thermal conductivity and
total thermal boundary resistance are the fitting parameters. The best fits are shown as the lines in the plot.
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resistance we measure, due to the thickness of the film stacks, is
the total resistance between the Ru and Si. Using different
thicknesses of a-GST, which varies the relative contribution of
each resistor to the overall measured conductance, allows us to
assess the relative contribution of each thermal resistance to the
overall device thermal transport.

Figure 1b shows the thermal conductance between Ru and Si,
including all intermediate layers (spacer/a-GST/spacer), as a
function of a-GST thickness. The spacers we utilize are W, with
thickness of 2 and 5 nm, amorphous SiO2 (5 nm), and amorphous
SiNx (5 nm), where the spacers’ thicknesses are identical on either
side of the a-GST. As the thickness of a-GST increases, the effect of
the spacers on the overall thermal transport becomes negligible
owing to the fact that the a-GST layer becomes the dominant
resistor. Based on Fig. 1b, for thicknesses greater than ~10 nm,
thermal conductance is largely governed by the a-GST layer
regardless of the adjacent material, whereas for thicknesses less
than 10 nm, the effect of TBC becomes appreciable. Note, for SiNx
and SiO2 spacers, their thermal conductances are similar and lower
than that of W. This is expected as the thermal conductivities of
SiNx and SiO2 are similar and more than an order of magnitude
lower than that of W28. However, it is important to note that the
thermal conductance of the stack with the 5 nmW spacer is greater
than that with 2 nm spacer. This is contrary to expectations when
considering diffusive thermal transport processes, where thermal
conductance decreases linearly with an increase in thickness of the

material. The observed reduction in thermal conductance for 2 nm
W is attributed to the scattering of electrons and phonons at its
boundaries. Similar TBC dependencies on the thickness of
intermediate layer have been observed across Au/Ti/sapphire29,
Au/Cr/sapphire30, and Au/Cu/sapphire30 interfaces. The thermal
conductivity of a-GST is determined from these measurements
by fitting a linear regression to the slope of the measured
thermal resistance as a function of thickness, depicted in the inset
of Fig. 1b. The thermal conductivity of a-GST is determined to
be 0.15 ± 0.02Wm−1 K−1, in good agreement with previously
reported values12,13,31.

GST morphology at different phases. In order to confirm phase
transformation and the quality of the crystal structure associated
with each phase, we perform TEM on the 40 and 160 nm GST
with in situ heating (Figs. 2a–f). The transition from diffuse rings
in the selected area diffraction (SADP) to sharp diffraction rings
denotes the transformation from a-GST to polycrystalline cubic
GST (c-GST), as shown in Figs. 2g and h, respectively. This is in
agreement with previous results showing that GST transforms
from an amorphous phase to a face-centered cubic lattice at
~155 °C32–34. The 160 nm GST film thickness was measured as
160, 152, and 149 nm at 25, 240, and 400 °C, respectively, and
similarly the 40 nm GST film thickness as 38.7, 36.9, and 33.7 nm
at 25, 240, and 400 °C. On average, the thickness of our GST films

Fig. 1 Thin GST films and contacts. a Schematic of a confined phase change memory cell along with corresponding TEMs for a 40-nm a-GST and h-GST
film sandwiched between 5 nm tungsten spacers, b thermal conductance across Ru/spacer/GST/spacer/Si for different spacer compositions as a function
of GST thickness. The inset shows thermal resistance as a function of thickness where the inverse of the slope for the fitted line corresponds to the a-GST
thermal conductivity. The average thermal conductivity estimated for a-GST is 0.15 ± 0.02Wm−1 K−1. The error bars are calculated based on 7%
uncertainty in the Ru transducer thickness, and c a schematic of the thermal resistances in series for the multilayer configurations studied here.
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Several prior reviews have also highlighted some of the 
important advancements made in the understanding of Kapitza 
conductance at the nanoscale. The seminal article by Swartz 
and Pohl published in 1989 summarized the measurements 
conducted at cryogenic temperatures and presented the physical 
insights in terms of the acoustic mismatch model (AMM) and 
the diffuse mismatch model (DMM) and the phonon radiation 
limit that are still being used to interpret experimental results 
and provide key insights into the physical mechanisms dictating 
hK. More recently, Hopkins[39] has summarized various experi-
mental factors and near-interfacial defects and imperfections 
that drive hK, mainly focusing on metal/nonmetal interfaces 
that are ubiquitous in time domain thermoreflectance (TDTR) 
and frequency domain thermoreflectance (FDTR) experiments. 
Monachon et al.[40] presented the materials perspective on hK 
and reviewed various experimental techniques used to measure 
hK from the past 30 years.

In this current review, we discuss the significant advances 
in understanding thermal boundary conductance both from 
experimental and computational fronts. We present the flaws 
that accompany the basic assumptions driving the theoretical 
models used extensively in literature to understand experi-
mental results for hK across various types of interfaces. Specifi-
cally, we highlight experiments and computational works that 
have challenged the use of the phonon gas models such as 
the DMM and AMM in interpreting the physical mechanisms 
driving interfacial energy transport. We start with the concep-
tual foundations that have shaped the conventional knowledge 
of interfacial conductance at the nanoscale. Then we present 
experimental works that have challenged these conventional 
theories and follow this with recent computational works that 

have provided a deeper understanding of thermal boundary 
conductance and support the experimental findings. Then we 
present some of the recent advancements in understanding and 
controlling hK across various material systems with different 
types of energy carriers. Finally, we present the main conclu-
sions and provide an outlook for future research directions.

2. Commonly Invoked Semiclassical Formalisms 
for Predicting Thermal Boundary Conductance
A mathematical representation of heat flux across an interface 
from side 1 to side 2, in the most general form, is traditionally 
given in terms of the Landauer formalism as[41,42]

1
2

cos sin1 2
3 1 ,1 1 1

1 2
1 1

00

2

0

/2

,1,1,1

! ! ! !
!!! ∫∫∫∫∫∑π

θ θ ζ θ φ( )=
ππ→ →

>
q E v f dk dk dk d dz j x y z

kkkj zyx

 (1)

where the transport is in the z-direction perpendicular to the 
interface, j is the polarization, θ1 and φ1 are the azimuthal and 
elevation angles of the heat flux, !k  is the wave-vector (where 
x, y, and z subscripts indicate individual Cartesian direc-
tions of this vector), E is the energy, ζ1 → 2 is the transmission 
coefficient from side 1 to 2, f is the distribution function for 
the energy carrier, and !v j  is the carrier group velocity. Solving 
the full Equation (1) to calculate interfacial flux requires knowl-
edge of spectral contributions from the energy carriers. Further-
more, due to the fact that thermal transport occurs when the 
system is driven out of equilibrium, it is technically incorrect to 
assume that the energy distribution can be approximated with 
an equilibrium distribution function such as the Fermi–Dirac 
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Figure 1. Illustration of various technologies reliant on dissipating or confining energy more efficiently through engineering nanoscale interfaces.

interface with a 2 × 2 × 2 supercell where an energy cutoff of 500 eV was used. The
calculated phonon dispersions for h-GST and c-GST are given in Figs. 5c, d.
However, the calculated IFCs at 0 K resulted in imaginary modes for a-GST
indicating that harmonic IFCs are not sufficient to describe the lattice dynamics of
a-GST.

The finite-element simulations of the strain wave propagation shown in Fig. 5
were implemented using Structural Mechanics and Acoustics module in COMSOL
Multiphysics. To form a symmetric coherent wave, periodic boundary conditions
were used for the top and bottom boundary along the Y-axis and low reflecting
boundary condition on both ends along the X-axis. The material properties input
for these simulations are density, Young’s modulus, and Poisson’s ratio. The density
for the amorphous and crystalline state is assumed to be 5870 and 6200 kgm−3. The
Young’s modulus is obtained from our empirical sound speed measurement where
we calculate 32 GPa for a-GST and 50 GPa for h-GST. The thickness of the layers
are chosen to replicate the experimental values, i.e. for Ru, W, GST, and Si the
thicknesses are 80, 5, 40 nm, and semi-infinite, respectively. To create the strain
waves, a short displacement pulse (half-sine) is applied to the surface of the Ru and
the resulting echoes, generated due to the reflection of strain waves off of different
interfaces, are probed at the Ru surface in temporal resolution.

Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available from the corresponding
author upon reasonable request.
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Figure 3 | Structural and microstructural characterization of superlattice 
samples from both series. High-resolution, short angular-range q‑2q XRD 
scan of a, an (STO)6/(CTO)6 superlattice centred on the NGO 220 substrate 
peak and b, (STO)74/(BTO)1 superlattice peaks centred on the STO 002 
substrate peak. Both the superlattice peaks and the thickness fringes suggest 
the high degree of interface abruptness in the samples. c, A high-resolution 
reciprocal space map of the (STO)2/(CTO)2 superlattice centred on the NGO 
332 substrate peak. The map clearly shows that the superlattice film is 
coherently strained to the substrate. d, Surface topography of a 200 nm (STO)2/
(CTO)2 thick superlattice film on an STO 001 substrate. The image clearly 
shows the presence of smooth step edges with unit cell height. STEM images of 
e, (STO)2/(CTO)2  and f, STEM-EELS image (dimensions 35 nm X 3.6 nm) of a 
(STO)30/(BTO)1 superlattice revealing the presence of atomically sharp 
interfaces with minimal intermixing in the samples studied along with a 
schematic of the crystal structures on the right. Chemical formulas of the 
component materials of the superlattice are colour-coded to match the false-
colour of the STEM-EELS image on the left (Sr – orange, Ba – purple, Ti – 
green). 

Nano Lett. 11, 107 (2011) Nature Materials 13, 168 (2013)
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LATTICE DYNAMICS HEAT CONDUCTION IN SUPERLATTICES 111

Figure 2. Dispersion curves of acoustic phonons in the (a) in-plane direction of a (2 ´ 2) Si/Ge superlattice,
(b) the cross-plane direction of a (2 ´ 2) Si/Ge superlattice, (c) bulk silicon, and (d) the in-plane direction of
a 4-atomic layer Si quantum well. Frequency [xs]max denotes the maximum acoustic phonon frequency of the
bulk material “S” calculated using a fcc model. The open circles in (c) represent the experimentally measured
data [23].
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Theme: Atomic properties at interfaces can change 
the nature and behavior of heat transfer via 

phonons, electrons and photons

• Thermal boundary conductance
• Overview
• How we measure (thermoreflectance)

• Phonon coherence in the thermal conductivity of oxide superlattices

• Electron and phonon thermal resistance at interfaces in thin film 
phase change materials (GST, GSST)

• Interfacial heat transfer control of the IR properties of solids: long 
lived plasmon modulation
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How do we measure the thermal properties? TDTR
2

(a) TDTR (b) FDTR (c) SSTR

FIG. 1. Characteristic excitations and corresponding responses for (a) TDTR, (b) FDTR, and (c) SSTR techniques. In TDTR,
the magnitude of the thermoreflectance is monitored as a function of pump-probe delay time, while in FDTR the thermally-
induced phase lag between the pump and probe is monitored as a function of frequency. In SSTR, the steady-state induced
magnitude of the thermoreflectance is monitored for given changes in heat flux. Notice the increase in thermal penetration
depth, �thermal, which is proportional to the spot size in a SSTR experiment, resulting from the lower modulation frequencies
employed in SSTR.

viding insight into the vibrational mean free path spectra
of solids (i.e., relating to the “thermal conductivity ac-
cumulation function”)47–55 and the spectral coupling of
phonons across interfaces (i.e., relating to the “thermal
boundary conductance accumulation function”).10

Thermoreflectance techniques, by definition, rely on
the principle of thermoreflectance,1,56–58 measuring a
material’s change in reflectivity due to the change in its
temperature. In a typical modulated pump-probe ther-
moreflectance experiment such as TDTR or FDTR, a
pump beam is used to thermally excite the surface of
the sample at some frequency, f . The change in in-
tensity of a reflected probe beam is related to the tem-
perature change on the surface as function of either f
or the delay time between the pump and probe pulses
in the case of short pulsed-based experiments. Where
TDTR utilizes short, typically sub-picosecond, pulses to
monitor the thermoreflectance decay as a function of de-
lay time after pump pulse heating as well as the phase
shift induced from the modulated temperature change
at f , FDTR can utilize a variety of pulsed or continu-
ous wave (cw) lasers to monitor the phase shift in ther-
moreflectance signals solely as a function of f . When f
becomes low enough, the material of interest will reach
steady-state conditions during on periods of the modula-
tion event. In this regime, a third technique has recently
emerged. “Steady-State Thermoreflectance” (SSTR) op-
erates like FDTR only in the low frequency limit,59 mon-
itoring the thermoreflectance of the surface at increasing

pump powers and inducing a Fourier-like response in the
material. Ulitmately, SSTR o↵ers an alternative method
to measure the thermal conductivity of materials via op-
tical pump-probe metrologies. The characteristic pump
excitations and responses for each of these techniques is
presented in Fig. 1. We review the recent advances in
SSTR in Section IV.
In addition to their non-contact nature, these opti-

cal metrologies are advantageous relative to many other
thermometry platforms in the relatively small volume
and near-surface region in which they measure. By us-
ing proper laser wavelengths to ensure nanoscale optical
penetration depths, the thermal penetration depth (i.e.,
the depth beneath the surface in which these techniques
measure the thermal properties), �thermal, can be lim-
ited to the focused spot size, or much less, depending on
the modulation frequency. Further, given the pump and
probe spot sizes can be readily focused to length scales on
the order of micrometers, thermoreflectance techniques
allow for spatially-resolved surface measurements of ther-
mal properties with micrometer-resolution, and the abil-
ity to create thermal property areal “maps” or “images”.
We review the pertinent length scales of TDTR, FDTR,
and SSTR in Section II, followed by the advances towards
areal thermal property “mapping” in Section III.
The change in reflectivity of a given material is related

to both the change in temperature of the material (i.e.,
the thermoreflectance, which is ultimately of interest for
the measurements of temperature changes and thermal

Thin film or “near surface” measurements

Sub-ps
thermal 

excitation

TDTR Reviews and Analyses
Rev. Sci. Instr. 75, 5119;

Rev. Sci. Instr. 79, 114902
J. Heat Trans. 132, 081302;

Ann. Rev. Heat Trans. 16, 159
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Thermal conductivity ultrathin films

Collaboration w/ Van Dyck and Detavernier
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Local thermal conductivity measurements and spatial maps
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the maximum temperature of the underlying composite. Charac-
terization of the thermal transport behavior of T-EBC systems is
therefore an area of considerable current interest.

State-of-the-art EBC systems utilize a silicon bond coat with a
low silica activity, rare-earth disilicate top coat [5e8]. In the
absence of a Si bond coat, SiC will form gaseous oxidation products,
such as gaseous CO, which will introduce interfacial porosity and
ultimately result in coating spallation. Thus, the primary function of
the Si bond coat is to prevent oxidation of the SiC by preferentially
forming a SiO2 TGO on its exterior surface [1], as the very low ox-
ygen activity at the interior silicon-SiO2 interface greatly reduces
the oxidizer flux that reaches the SiC surface. The bond coat’s co-
efficient of thermal expansion (CTE) of 4! 10"6 #C"1 is similar to
that of the SiC composite (CTE of 4e5! 10"6 #C"1), and thus re-
duces the driving force for delamination arising from mismatch in
thermal strain between the CMC and bond coat during thermal
cycling. Unfortunately, the TGO layer of the bond coat crystallizes at
elevated temperatures to form b-cristobalite. On cooling through $
240e270 #C, it transforms to the a-phase with a 4e7% reduction in
volume [9e12]. The large elastic strain created by this trans-
formation then creates a driving force for delamination at the Si-
TGO interface that increases with TGO thickness [6].

The rare-earth silicate top coat serves multiple purposes. It re-
duces the oxidizer flux that permeates to the bond coat, thereby
reducing the rate of SiO2 scale formation and consumption of the
bond coat [31]. In addition to a high resistance to the permeation of
oxidizing species, this exterior layer must have a low steam vola-
tility since its outer surface is in contact with the combustion gas
flow [32,33]. To reduce the risk of coating failure by thermo-
mechanical mechanisms, the rare earth silicate CTE needs to be
well matched to the SieSiC composite on which it is attached.

Top coats with a low thermal conductivity are preferred since
they are then able to decrease the temperature of the Si bond coat
to prevent melting and reduce the rate of thermally-activated TGO
thickening. The low thermal conductivity also helps to reduce the
temperature of the SiC CMC, whose strength is reduced as the
temperature approaches 1500 #C [7,34,35]. Ytterbium disilicate (b-
phase Yb2Si2O7; YbDS) is widely used and such a Si-YbDS system,
schematically illustrated in Fig. 1, has exhibited good thermo-
mechanical stability and resistance to volatilization for up to 2000 h
of steam cycling between 110 and 1316 #C [6]. Its CTE match to SiC
and moderately low thermal conductivity of 5e7 W m"1 K"1 at
room temperature make it a strong candidate for top coats as a T-
EBC system.

YbDS top coats are applied using atmospheric plasma spray
(APS) deposition of nominally pure YbDS powders [6]. However, a
second ytterbium monosilicate (Yb2SiO5; YbMS) phase is usually
present either from contamination of the powder or by loss of SiO2
during the thermal spray process [36]. As a result, the ytterbium
silicate top coat typically consists of a two-phase system with
10e15% YbMS as elongated solidified droplets in a YbDS matrix
[37]. This has significant implications on the operating performance
of the coating as the thermal conductivity, CTE, and steam volatility
resistance of the two phases are very different, shown in Table 1. On
one hand, a coating consisting entirely of the YbDS phase has been
thought to be preferable since its CTE is well matched with the a-
SiC substrate. However, the steam volatility resistance of YbMS is
much greater than that of YbDS alone [18,38,39]. In practice, the
presence of some YbMS in YbDS coatings appears unavoidable, the
coating’s effective thermo-physical properties are then determined
by the volume fractions and dispersion (i.e., microstructure) of the
two phases. In addition, as the EBC is thermally cycled in steam,
SiO2 loss from the YbDS transforms the outer surface to more
slowly volatilized eroded YbMS [6].

From a CMC thermal protection perspective, low thermal

conductivity ($2.5 Wm"1 K"1 at room temperature) YbMS offers a
higher thermal resistance compared to YbDS ($5e7 W m"1 K"1 at
room temperature [7,13,14,40]). Considerations, however, have not
been made for the anisotropic nature of these materials. We have
previously determined the anisotropic thermal conductivity tensor
of b-Y2Si2O7 [41], and expect YbDS to have similar anisotropy based
on its similarity in elastic constants [13]. At the atomic scale, Zhou
et al. [14] and Xiang et al. [40] have argued that the thermal con-
ductivities of YbMS and YbDS can be attributed to the heterogenous
bonding environment of the crystal, where weaker YbeO bonding
results in low sound velocities and Debye temperatures and, ulti-
mately, low thermal conductivity. Indeed, the sound velocity and
Debye temperature are smaller in YbMS compared to YbDS, despite
YbMS possessing a higher atomic density [14,40]. At the micro-
scopic scale, additional scattering of phonons occurs at grain
boundaries, a mechanism that has been shown to reduce the
thermal conductivity of materials relative to their bulk counter-
parts [42,43].

In addition, due to the anisotropic CTE of YbMS [22] and YbDS
[14,16], it is generally thought that the small grain size formed
during the thermal spray deposition process is preferable so that
large variations in CTE anisotropy at the microscopic scale are
averaged out. This results in a reduction of local strain and a
reduced chance of coating cracks. However, small YbDS grain size
provides a fast transport path for molecular oxygen and hydroxyl
group diffusion to the bond coat, and is therefore not desirable for
slowing the rate of TGO growth [44]. In practice, during the high
temperature use of an EBC, retention of the small grain size is un-
likely, and the system’s microstructure dynamically evolves. An
understanding of the microstructural evolution of a thermally
cycled ytterbium silicate coating and its influence on the associated
thermal profile would be helpful during the design of coatings for
the hot sections of a gas turbine engine. To design coatings with a
reliable use life, an understanding of the dynamic behavior of the
EBC phase fractions and microstructure during its use in high
temperature, oxygen and steam cyclic conditions, and implications
for thermophysical properties, is therefore needed.

Here, we characterize the evolution of the phase fractions and
microstructure of a model APS deposited Si-YbDS EBC and measure
the thermal conductivity distribution of the EBC system subjected
to varying periods of thermal cycling in a flowing oxygen/steam
environment. This is accomplished by combining scanning electron
microscopy techniques with spatially resolved time-domain ther-
moreflectance (TDTR) thermal conductivity measurements. We

Fig. 1. Schematic illustration of a Si-ytterbium silicate EBC system applied to an a-SiC
substrate. The ytterbium silicate top coat consists of ytterbium disilicate (YbDS) and
ytterbium monosilicate (YbMS).
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After During steam cycling, the SEM images reveal the devel-
opment of a surface region with substantially reduced YbDS. This
resulted from differential steam volatilization rates for the YbDS
and YbMS phases in the coating. Costa and Jacobsen [38] have
shown that mixtures of Yb2O3 þ Yb2SiO5 have a lower silica activity
than Yb2Si2O7 þ Yb2SiO5 mixtures. As a result, during the reaction
of water vapor with these silica rich compounds in which
SiO2 þ H2O # Si(OH)4, silica loss at 1316 "C is approximately 100-
fold higher from the YbDS compared to YbMS under equilibrium
conditions. The loss of SiO2 from the YbDS phase is accompanied by
a partially constrained #26% volume reduction [6], resulting in a
porous silica depleted YbMS reaction product layer. The combina-
tion of underlying YbDS constrained lateral shrinkage during the
reaction and the higher CTE of the reaction product results in
channel cracking and local reaction product delamination upon
cooling, reducing its subsequent utility for resisting inward

permeation of oxidizers towards the bond coat [6].
After 500 h of steam cycling, the outer YbDS surface region

shows evidence of this volatilization, resulting in the formation of a
thin (#5 mm thick) YbMS layer at the steam-exposed surface of the
coating. Not only does this result in a porous YbMS layer, the YbMS
fraction rose from#25 to#67%within 10 mmof the coating surface.
The remainder of the coating matrix was predominantly a YbDS
matrix containing a fine distribution of YbMS particulates. The
average YbMS fraction was #20% but could vary significantly from
0 to 50% from one splat to another, see Table 2.

The specimen cycled for 2000 h, Fig. 2(c), shows the presence of
a 10e15 mm thick steam volatilized region near the outer surface of
the coating. This layer was both porous and had suffered channel
cracking. Its YbMS phase fraction, as indicated by the profile in
Fig. 2(c), indicated the YbMS volume fraction was on average #70%
within 10 mm of the coating surface. The YbDS volume fraction in

Fig. 2. Cross-section back-scattered electron (BSE) micrographs, thermal conductivity micrographs, and normalized phase counts and depth-dependent thermal conductivity for
the (a) stabilization-annealed specimen and specimens cycled for (b) 500 and (c) 2000 h in a steam environment. In the thermal conductivity/phase profiles, red and black lines
correspond to the darker/lighter area fractions in micrographs corresponding to the YbDS and YbMS phases, respectively, while the blue band corresponds to the range of thermal
conductivity measured as a function of depth.

D.H. Olson, J.A. Deijkers, K. Quiambao-Tomko et al. Materials Today Physics 17 (2021) 100304
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can be periodically decreased by nearly 10%. On the other hand,
upon applying optical heating using a laser with a spot size of 12
μm in diameter, the PZO thermal conductivity increases by nearly
25%. Figure 5c, d show this transition is repeatable for a number
of cycles. Although switching thermal conductivity using electric
field shows some drift from one cycle to another, we attribute this
to the existence of a small sensitivity to the film thermal
conductivity rather than inherent changes in the film due to
cycling or due to different domain structures upon each field
cycle. On the other hand, we observe a small decay in thermal
conductivity of PZO as well as reflectivity signal after multiple
switching cycles with the laser source, which is attributed to
gradual degradation in the SRO transducer due to heating cycles.
In Supplementary Note 4 we provide an estimated temperature
rise on the surface of SRO using previously developed models.

In summary, we demonstrated the thermal conductivity of
antiferroelectric PZO can be bidirectionally switched by −10%
and +25% upon application of electric field and thermal
excitation, respectively. Similar to ferroelectric materials where
the application of electric field increases the domain-wall density
and reduces the thermal conductivity, we observe that the thermal
conductivity of antiferroelectric PZO decreases upon applying
an electrical bias across the sample. Furthermore, we take
advantage of PZO’s relatively low Curie temperature (220 °C)
and, using optical heating, we induce the orthorhombic to cubic
phase transition, resulting in higher crystal symmetry and
increased thermal conductivity in PZO. According to our results,
the net thermal conductivity switching ratio that can be
obtained in PZO is around 38%.

Methods
Chemical solution deposition (CSD). Polycrystalline PbZrO3 films were prepared
by chemical solution deposition using an inverted mixing order chemistry41. The
solution comprised zirconium butoxide (80 wt.% in butanol, Sigma Aldrich), lead
(IV) acetate (Sigma Aldrich), methanol, and acetic acid. A 0.35 M solution was
used with 35 mol% excess Pb to account for loss to the substrate and atmosphere
during high-temperature annealing. The PZO film was coated on a 100 nm Pt/40
nm ZnO/300 nm SiO2/(001) Si substrate by spin casting at 4000 RPM for 30 s
followed by a pyrolysis step at 350 °C for 1 min42. After four coating and pyrolysis
steps, an additional layer of a 0.1 M PbO solution was coated onto the surface to
provide a PbO overpressure and the film was annealed at 700 °C for 10 min in a
preheated box furnace43. The final PbZrO3 film thickness was 300 nm. X-ray
diffraction was performed using a PanAlytical Empyrean diffractometer in a
Bragg–Brentano geometry with a GaliPIX detector and Cu Kα radiation, and
scanning electron microscopy was performed using a FEI Quanta 650 with a
concentric backscatter detector and an acceleration voltage of 15 kV44.

Time-domain thermoreflectance (TDTR). The thermal conductivity of the PZO
samples was measured using time-domain thermoreflectance (TDTR). The details
of the measurement technique and thermal model that relates the experimental
data to thermal properties are given elsewhere45–49. In short, and related to the
current manuscript, the output of a pulsed Ti:sapphire laser (80 MHz, 14 nm
FWHM, and 808 nm center wavelength) is split into a pump and a probe path
where the pump path is electro-optically modulated at a frequency of 8.4 MHz to
create an oscillatory heating event on the surface of the sample. The probe path is
directed to a mechanical delay stage to capture the temporal change in the ther-
moreflectivity of the sample which can be related to the changes in temperature. In
order to facilitate the detection of changes in thermoreflectivity of the surface, we
deposit 80 nm of metallic transducer on top of the sample prior to taking the
measurements. For thermal conductivity measurements at elevated temperatures,
we use (i) resistive heating with a commercial temperature control stage (Linkam
model HFS600E-PB4) and (ii) optical heating with a CW laser operating at 532 nm
wavelength. The temperature control stage enables uniformly heating the entire
sample to a known temperature, while the laser heating allows for rapid (sub-
second) temperature rise by hundreds of degrees on the sample’s surface.

Fig. 5 Real-time switching of epitaxial PZO to low and high thermal conductivity using electrical and thermal stimuli. Switching thermal conductivity of
PZO as a function of time measured at 500 ps delay time for (a) electric fields of 210, 330, 420, and 670 kV cm−1, and (b) heater laser powers of 20, 40,
and 60 mW. c, d Repeatability of switching thermal conductivity upon applying maximum electric field and laser power before damaging the sample. The
dashed lines represent the weighted average of the data points corresponding to that line. These measurements were performed at a single location on the
sample. The uncertainty is calculated based on a 10% change in transducer thickness.

NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-022-29023-y ARTICLE

NATURE COMMUNICATIONS | ��������(2022)�13:1573� | https://doi.org/10.1038/s41467-022-29023-y | www.nature.com/naturecommunications 7

exist. This cubic symmetry leads to an increase in thermal
conductivity. The increase in thermal conductivity, however, is
likely smaller than we would anticipate for such a dramatic change
in crystal symmetry (i.e. an 8X reduction in unit cell volume). The
existence of local lead-ion disorder, which occurs on the length
scales of phonon wavelengths, impacts the overall achievable
thermal conductivity in the cubic phase.

This increase in thermal conductivity is related to the structural
transition to a higher symmetry crystal structure in the PZO. The
complex orthorhombic unit cell of PZO at room temperature
transforms into a cubic unit cell above the phase-transition
temperature. This transition into a simpler, higher symmetry
cubic crystal structure reduces the number of atoms (N) in the
conventional unit cell and, as a result, leads to less phonon
scattering33. We confirm the phase transition for both epitaxial
and polycrystalline films using scanning transmission electron
microscopy (STEM). The lower magnification image shown in
Fig. 4d shows the layers in the epitaxial PZO sample. High-
resolution Z-contrast images and selected-area diffraction
patterns (SADP) (Figs. 4e, f, respectively) show that the grains
are oriented with pseudo-cubic axes out-of-plane. Ordered
reflections occurring in the room temperature SADP that indicate
the presence of octahedral rotations disappear when the sample is
heated to 400 °C, as shown in Figs. 4f, g with further annotation
in Supplementary Note 2. The disappearance of the ordered
reflections confirms the AFE-to-PE phase transition. In contrast
to the AFE-to-PE phase transition observed here, our thermal
conductivity measurements on bulk commercial PZO using the
transient plane source technique show no change in thermal
conductivity above room temperature. As we show

in Supplementary Note 3, this is due to the existence of porosity,
disorder, and impurity in the bulk PZO sample.

We repeat high-temperature measurements using a focused
laser source to locally heat the PZO and measure the thermal
properties within the laser-heated region. For this experiment, we
use epitaxial 60 nm PZO and perform the experiment on the SRO
contacts. Unlike resistive stage heating where the entire sample is
raised to the temperature of interest, laser heating creates a
temperature gradient across the sample where the maximum
temperature is on the surface and in the middle of the focused
laser spot with a Gaussian intensity profile. The existence of a
temperature gradient in the heated area is closer to an actual
device configuration and allows us to capture a more realistic
change in thermal conductivity. Given that, after measuring the
thermal conductivity as a function of laser power, similar to
resistive heating, we observe a gradual increase in thermal
conductivity with laser power. This gradual increase is consistent
with the static temperature measurements where the continuously
increasing thermal conductivity with temperature was observed.

Thus far, we have demonstrated that the thermal conductivity
of PZO decreases upon exposure to an electric field and increases
upon raising the temperature to the Curie temperature. Now, we
demonstrate how these field and thermal effects can be used in
tandem to create a bidirectional thermal conductivity switch. For
this, we periodically apply electrical and optical excitation to the
60-nm-thick epitaxial PZO sample and switch the material
between low- and high-thermal conductivity states. Figure 5a, b
show the switching mechanism in real-time when the PZO is
under periodic electric field and heating, respectively. For an
electric field amplitude of 670 kV cm−1 the thermal conductivity

Fig. 4 Thermal conductivity of PZO upon phase transformation as a result of electric field and thermal stimuli. a Thermal conductivity as a function of
electric field for PZO measured at room temperature. b Thermal conductivity as a function of temperature, measured on a resistive heating stage. The
uncertainty in (a, b) is based on standard deviation across multiple scans. c Thermal conductivity as a function of laser power. The uncertainty in (c) is
calculated based on 10% variations in the transducer thickness, and the inset shows the schematic of the layers configuration studied here. d Annular
bright-filed STEM image showing the corresponding layers in the epitaxial PZO at room temperature, (e) and the high-resolution TEM showing the high
degree of order in the studied sample. Selected-area diffraction patterns of epitaxial PZO at (f) 25 °C and (g) 400 °C showing that our PZO film has
undergone a phase transition from orthorombic space group Pbam to cubic Pm!3m (see Supplementary Note 2).
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can be periodically decreased by nearly 10%. On the other hand,
upon applying optical heating using a laser with a spot size of 12
μm in diameter, the PZO thermal conductivity increases by nearly
25%. Figure 5c, d show this transition is repeatable for a number
of cycles. Although switching thermal conductivity using electric
field shows some drift from one cycle to another, we attribute this
to the existence of a small sensitivity to the film thermal
conductivity rather than inherent changes in the film due to
cycling or due to different domain structures upon each field
cycle. On the other hand, we observe a small decay in thermal
conductivity of PZO as well as reflectivity signal after multiple
switching cycles with the laser source, which is attributed to
gradual degradation in the SRO transducer due to heating cycles.
In Supplementary Note 4 we provide an estimated temperature
rise on the surface of SRO using previously developed models.

In summary, we demonstrated the thermal conductivity of
antiferroelectric PZO can be bidirectionally switched by −10%
and +25% upon application of electric field and thermal
excitation, respectively. Similar to ferroelectric materials where
the application of electric field increases the domain-wall density
and reduces the thermal conductivity, we observe that the thermal
conductivity of antiferroelectric PZO decreases upon applying
an electrical bias across the sample. Furthermore, we take
advantage of PZO’s relatively low Curie temperature (220 °C)
and, using optical heating, we induce the orthorhombic to cubic
phase transition, resulting in higher crystal symmetry and
increased thermal conductivity in PZO. According to our results,
the net thermal conductivity switching ratio that can be
obtained in PZO is around 38%.

Methods
Chemical solution deposition (CSD). Polycrystalline PbZrO3 films were prepared
by chemical solution deposition using an inverted mixing order chemistry41. The
solution comprised zirconium butoxide (80 wt.% in butanol, Sigma Aldrich), lead
(IV) acetate (Sigma Aldrich), methanol, and acetic acid. A 0.35 M solution was
used with 35 mol% excess Pb to account for loss to the substrate and atmosphere
during high-temperature annealing. The PZO film was coated on a 100 nm Pt/40
nm ZnO/300 nm SiO2/(001) Si substrate by spin casting at 4000 RPM for 30 s
followed by a pyrolysis step at 350 °C for 1 min42. After four coating and pyrolysis
steps, an additional layer of a 0.1 M PbO solution was coated onto the surface to
provide a PbO overpressure and the film was annealed at 700 °C for 10 min in a
preheated box furnace43. The final PbZrO3 film thickness was 300 nm. X-ray
diffraction was performed using a PanAlytical Empyrean diffractometer in a
Bragg–Brentano geometry with a GaliPIX detector and Cu Kα radiation, and
scanning electron microscopy was performed using a FEI Quanta 650 with a
concentric backscatter detector and an acceleration voltage of 15 kV44.

Time-domain thermoreflectance (TDTR). The thermal conductivity of the PZO
samples was measured using time-domain thermoreflectance (TDTR). The details
of the measurement technique and thermal model that relates the experimental
data to thermal properties are given elsewhere45–49. In short, and related to the
current manuscript, the output of a pulsed Ti:sapphire laser (80 MHz, 14 nm
FWHM, and 808 nm center wavelength) is split into a pump and a probe path
where the pump path is electro-optically modulated at a frequency of 8.4 MHz to
create an oscillatory heating event on the surface of the sample. The probe path is
directed to a mechanical delay stage to capture the temporal change in the ther-
moreflectivity of the sample which can be related to the changes in temperature. In
order to facilitate the detection of changes in thermoreflectivity of the surface, we
deposit 80 nm of metallic transducer on top of the sample prior to taking the
measurements. For thermal conductivity measurements at elevated temperatures,
we use (i) resistive heating with a commercial temperature control stage (Linkam
model HFS600E-PB4) and (ii) optical heating with a CW laser operating at 532 nm
wavelength. The temperature control stage enables uniformly heating the entire
sample to a known temperature, while the laser heating allows for rapid (sub-
second) temperature rise by hundreds of degrees on the sample’s surface.

Fig. 5 Real-time switching of epitaxial PZO to low and high thermal conductivity using electrical and thermal stimuli. Switching thermal conductivity of
PZO as a function of time measured at 500 ps delay time for (a) electric fields of 210, 330, 420, and 670 kV cm−1, and (b) heater laser powers of 20, 40,
and 60 mW. c, d Repeatability of switching thermal conductivity upon applying maximum electric field and laser power before damaging the sample. The
dashed lines represent the weighted average of the data points corresponding to that line. These measurements were performed at a single location on the
sample. The uncertainty is calculated based on a 10% change in transducer thickness.
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μm in diameter, the PZO thermal conductivity increases by nearly
25%. Figure 5c, d show this transition is repeatable for a number
of cycles. Although switching thermal conductivity using electric
field shows some drift from one cycle to another, we attribute this
to the existence of a small sensitivity to the film thermal
conductivity rather than inherent changes in the film due to
cycling or due to different domain structures upon each field
cycle. On the other hand, we observe a small decay in thermal
conductivity of PZO as well as reflectivity signal after multiple
switching cycles with the laser source, which is attributed to
gradual degradation in the SRO transducer due to heating cycles.
In Supplementary Note 4 we provide an estimated temperature
rise on the surface of SRO using previously developed models.

In summary, we demonstrated the thermal conductivity of
antiferroelectric PZO can be bidirectionally switched by −10%
and +25% upon application of electric field and thermal
excitation, respectively. Similar to ferroelectric materials where
the application of electric field increases the domain-wall density
and reduces the thermal conductivity, we observe that the thermal
conductivity of antiferroelectric PZO decreases upon applying
an electrical bias across the sample. Furthermore, we take
advantage of PZO’s relatively low Curie temperature (220 °C)
and, using optical heating, we induce the orthorhombic to cubic
phase transition, resulting in higher crystal symmetry and
increased thermal conductivity in PZO. According to our results,
the net thermal conductivity switching ratio that can be
obtained in PZO is around 38%.

Methods
Chemical solution deposition (CSD). Polycrystalline PbZrO3 films were prepared
by chemical solution deposition using an inverted mixing order chemistry41. The
solution comprised zirconium butoxide (80 wt.% in butanol, Sigma Aldrich), lead
(IV) acetate (Sigma Aldrich), methanol, and acetic acid. A 0.35 M solution was
used with 35 mol% excess Pb to account for loss to the substrate and atmosphere
during high-temperature annealing. The PZO film was coated on a 100 nm Pt/40
nm ZnO/300 nm SiO2/(001) Si substrate by spin casting at 4000 RPM for 30 s
followed by a pyrolysis step at 350 °C for 1 min42. After four coating and pyrolysis
steps, an additional layer of a 0.1 M PbO solution was coated onto the surface to
provide a PbO overpressure and the film was annealed at 700 °C for 10 min in a
preheated box furnace43. The final PbZrO3 film thickness was 300 nm. X-ray
diffraction was performed using a PanAlytical Empyrean diffractometer in a
Bragg–Brentano geometry with a GaliPIX detector and Cu Kα radiation, and
scanning electron microscopy was performed using a FEI Quanta 650 with a
concentric backscatter detector and an acceleration voltage of 15 kV44.

Time-domain thermoreflectance (TDTR). The thermal conductivity of the PZO
samples was measured using time-domain thermoreflectance (TDTR). The details
of the measurement technique and thermal model that relates the experimental
data to thermal properties are given elsewhere45–49. In short, and related to the
current manuscript, the output of a pulsed Ti:sapphire laser (80 MHz, 14 nm
FWHM, and 808 nm center wavelength) is split into a pump and a probe path
where the pump path is electro-optically modulated at a frequency of 8.4 MHz to
create an oscillatory heating event on the surface of the sample. The probe path is
directed to a mechanical delay stage to capture the temporal change in the ther-
moreflectivity of the sample which can be related to the changes in temperature. In
order to facilitate the detection of changes in thermoreflectivity of the surface, we
deposit 80 nm of metallic transducer on top of the sample prior to taking the
measurements. For thermal conductivity measurements at elevated temperatures,
we use (i) resistive heating with a commercial temperature control stage (Linkam
model HFS600E-PB4) and (ii) optical heating with a CW laser operating at 532 nm
wavelength. The temperature control stage enables uniformly heating the entire
sample to a known temperature, while the laser heating allows for rapid (sub-
second) temperature rise by hundreds of degrees on the sample’s surface.

Fig. 5 Real-time switching of epitaxial PZO to low and high thermal conductivity using electrical and thermal stimuli. Switching thermal conductivity of
PZO as a function of time measured at 500 ps delay time for (a) electric fields of 210, 330, 420, and 670 kV cm−1, and (b) heater laser powers of 20, 40,
and 60 mW. c, d Repeatability of switching thermal conductivity upon applying maximum electric field and laser power before damaging the sample. The
dashed lines represent the weighted average of the data points corresponding to that line. These measurements were performed at a single location on the
sample. The uncertainty is calculated based on a 10% change in transducer thickness.
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P lasmas have long been used for the synthesis1 and
manipulation2–4 of materials because of their unique ability
to deliver both energy and chemically-active species to the

surface of materials (Fig. 1)—an attribute that separates them
from other approaches to materials processing. Indeed, the energy
flux serves to drive the surfaces out of thermal equilibrium with
the bulk material, thus enabling local physicochemical processes
that can be harnessed to remove (etch) substrate material, deposit
different material, or chemically modify the surface. Aside from
intentional material modifications, understanding energy delivery
at the plasma-surface interface is critical for an array of tech-
nologies such as nuclear fusion, where plasma-facing materials
must meet complex, yet strict, requirements to avoid degradation
from the aforementioned energetic processes5. While the benefits
or detriments of energy delivery are commonly associated with an
increase in temperature, the temperature, is in fact, the net result
of the difference between energy delivered to and released from
the surface. This can be understood by considering the power
balance at the surface6,

Pin ! Pout ¼ Pheat ð1Þ

where the power delivered to (Pin) and released from (Pout) the
surface is determined by the flux of energetic particles and
radiation arriving at and leaving the surface, along with endo-
thermic and exothermic reactions occurring on the material
surface. The difference between Pin and Pout is absorbed by the
material (Pheat), with a temperature determined by the thermo-
physical properties of the material. Of course, this power balance
does not dictate that the energy delivered to the surface must
exceed that released from the surface. The complex array of
incident plasma species and chemical reactions at the surface
could, in theory, enable local temperatures to both increase or
decrease during plasma irradiation. This potential for plasma-
induced cooling, or the decrease in the temperature of a surface
during plasma irradiation, could provide avenues for structure
and device cooling, refrigeration, and temperature-controlled
material processing.

Our current understanding of energy delivery from a plasma
to a material surface and its response is guided using a variety

of ancillary plasma diagnostics7, steady-state temperature
measurements8,9, models10,11, and post-treatment ex-situ sur-
face characterization to “re-construct” energy deposition and
absorption6,12,13. More recently, in-situ materials character-
ization techniques have been developed that allow for real-time
or quasi-real-time analysis14,15. While certainly of value, none
of these approaches provide a direct measure of the response
associated with the flux of species at the surface required to
separate the localized and transient energy transport
mechanisms from the spatially and temporally averaged net
power transfer and temperature rise.

In this work, we experimentally demonstrate the ability of an
incident plasma to cool the surface of a material. This cooling is
enabled by exposing a surface to a pulsed plasma, which allows
the broad range of different energetic processes associated with
plasma exposure to be parsed in time. This cooling is then
measured through time-resolved, relative temperature changes in
the plasma-exposed material with nanosecond resolution.

Results
In our experiment, we expose a grounded 80-nm gold (Au, 3-nm
RMS roughness) film supported by a sapphire substrate to a
pulsed, atmospheric plasma jet (Fig. 1) and simultaneously
measure the reflectance of a continuous wave laser from the Au
surface at the point of contact. The entire system is exposed to the
ambient, with room temperature at a constant 20−24°C and
relative humidity of 35−45%. A simplified schematic of our
experimental configuration is shown in Supplementary Fig. 1.

For the operating conditions in this work, there are negligible
laser-plasma interactions, and the reflected beam is not affected
by any direct interactions. Rather, we rely on the strong ther-
moreflectance coefficient of Au at visible wavelengths16,17 to
directly measure the plasma-induced temperature change on the
Au surface by means of lock-in detection at the plasma jet
repetition frequency, to obtain nanosecond time resolution.
While we do not observe any changes in the static reflectivity of
the Au surface, plasma effects are further isolated by measuring
the differential reflectivity, which is the change in reflectivity of
the Au surface relative to the reflectance when no plasma is

Fig. 1 Atmospheric jet interactions with metallic surface. Left. Photograph of the atmospheric plasma jet interacting with a thin Au film on sapphire
substrate. Right. Cartoon schematic of the various species and physical processes and resulting species produced within the jet along with their respective
interactions with the metal film.
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is well-known that plasma jets lead to the modification of a
material surface. In fact, when the jet used in this work is oper-
ated at higher power (much greater than reported here), erosion
of the Au surface is observed. Alternatively, adsorbate desorption
could be the underlying mechanism for observed cooling. Despite
the inert nature of Au, water will adsorb on Au surfaces even
under ultra-high vacuum conditions28, albeit in a weakly bound
physisorbed state (<< 1 eV). In such a case, many species ema-
nating from the plasma jet would deliver enough energy to lib-
erate water molecules. This process is effectively plasma-induced
evaporative cooling of the surface.

The second potential mechanism is similar to the Nottingham
effect, whereby cooling results from the loss of electrons via field
emission29. In this work, electrons removed from the surface of
the gold during the neutralization of ions as they approach the
metal surface30 or via photoemission may lead to cooling.

To elucidate which of these potential mechanisms is respon-
sible for plasma-induced surface cooling, it is important to con-
sider the magnitude of temperature reduction upon cooling. To
gain insight into this, we note that during the observed cooling,
the peak differential reflectivity is measured to be ΔRf/Rf ≈ 3 ×
10−5. Based on previous works16,17, the thermoreflectance
coefficients of thin Au films are of a similar order, ΔRf/ΔT ≈
2−4 × 10−5, indicating the observed cooling is on the order
of ~1 K.

If we consider the possibility that this temperature reduction is
due to the sublimation of the Au film, then only a monolayer-
equivalent number of Au atoms would need to be ejected from
the film within the plasma-irradiated region to achieve the
observed degree of cooling (see Supporting Information for cal-
culations and further discussion on this topic). Similarly, if we
consider that the observed cooling is induced by the removal of

adsorbed water, which has a significantly greater heat capacity
than that of Au, a similar temperature decrease requires sub-
monolayer, or non-uniform distributions, of water to be removed
from the surface within the probed volume. This is certainly
plausible given our measurements are conducted at standard
temperature and pressure28, where re-absorption occurs on
timescales orders of magnitude shorter than the period between
plasma pulses (tens of nanoseconds to microseconds for con-
taminant adsorption, compared to the hundreds of microseconds
between each measured plasma pulse). Likewise, a mixture of
adsorbed hydrocarbons (e.g., adventitious carbon) and gas would
be expected under these conditions. We note that our approx-
imation is likely an overestimation of the average energy-per
particle. Owing to the finite coverage of the adsorbed layers, the
phonon population is restricted for measurements at room
temperature and is likely restricted to a classical equipartition
limit. In addition, adsorbate–adsorbate and adsorbate-substrate
interactions (e.g., binding energies) will likely play enough of a
role that the energy-per-particle is altered.

We can repeat a similar analysis for the number of electrons
that would need to be emitted for a 1 K temperature reduction
within the probed volume of the Au; at the timescales measured
here, the electron and phonon temperatures can be considered in
equilibrium, and thus the energy requirement for a temperature
decrease remains dominated by the phononic heat capacity of Au,
as used above. Nonetheless, one must consider the energy lost per
electron; the average energy of an electron in a metallic system is
~3/5 of the Fermi energy (≈5.5 eV for Au). Thus, for a 1 K
temperature decrease at room temperature, ~7 × 108 electrons
would need to be emitted from the Au surface.

To gain further insight into which of these mechanisms, or
combination of mechanisms, is driving the observed cooling

Fig. 2 Transport measurements of an atmospheric plasma jet. a The measured surface current of the Au film and b the measured thermoreflectance
of the Au surface as a function of time for a 5 μs plasma pulse. The laser probe wavelength is 654 nm. c Measured surface current (solid red line)
overlaid with the temporal derivative of the measured changed in reflectivity due to the plasma pulse (open circles). The laser probe wavelength here is
405 nm. The two are in reasonable agreement, aside from the reduction in surface temperature ~1 μs, indicating Joule heating to be the primary
mechanism of energy transfer from the plasma to the Au surface. d Measured thermoreflectance data from b due to the plasma pulse (black dots) and
two-temperature model calculations for the sample system (solid blue line). The observed cooling is attributed to the removal of adsorbed species on
the Au surface.
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a ceramic tube (r¼ 0.8 mm) that extends out of the end of a
grounded cylindrical metal casing. The metal tubing (pow-
ered electrode) is connected to a high-voltage source through
an electrical feedthrough in the wall of the grounded metal
casing. The end of the casing necks down to effectively form
a ground ring near the end of the ceramic tube. A discharge
is thus generated within the gas flow between the metal tube
driven at high voltage and the ground ring at the end of the
tube. A plasma plume emerges from the end of the ceramic
tube and passes through the ambient before termination at
adjacent surfaces. The gas concentration changes rapidly as
the helium mixes with air. The jet can be driven by a vari-
ety of power supplies. In this work, both AC (36 kHz, Vpp
¼ 1–3 kV) and pulsed DC (1–5 ls pulse width, 1%–10%
duty factor, V¼ 2 kV) are employed. The carrier gas is He
and typical gas flows are 5–10 l/min. Note that at these vol-
tages, a plasma is only produced when the helium is flow-
ing. High voltage probes (North Star High Voltage; Model
# PVM-5) are used to measure the instantaneous applied
voltage and current transformers (Pearson Electronics, Inc.;
Model #4100) are used to measure the currents delivered to
the driven electrode and surface in contact with the plasma
plume.

In these experiments, the optically excited carrier
dynamics within a thin gold film deposited by electron-beam
evaporation on a fused quartz or silicon substrate was moni-
tored using TDTR as the plasma jet operating parameters
were varied to change the flux of species delivered to the Au
surface, as well as the position with respect to the plasma jet
point of contact (see Fig. 1 for schematics of the experi-
ments). The thickness of the Au film was determined via pro-
filometry (Bruker Dektak XT). The electrical resistivity of
the Au film was measured via a four-point probe to be 2.926
" 10#6 X-cm, resulting in a calculated thermal conductivity
of 246 W m#1 K#1 via the Wiedemann-Franz law. An elec-
trical probe in contact with the Au thin film provides a path
to ground for the plasma current. The plasma source voltage,
source current, and surface current were all captured through

oscilloscope (Lecroy Corp; Model # LC584AL) traces. The
laser spots used for TDTR were focused onto the sample sur-
face and easily fit within the area irradiated by the plasma
jet. The 1/e2 radii of the pump and probe laser spots were 18
and 9 lm, respectively, and were determined using a
ThorLabs scanning slit optical beam profiler. TDTR scans
spanning delay times of #2 to 3 ps were collected with and
without the plasma operating over a range of conditions.
Note that a pump-probe time delay of t¼ 0 ps corresponds to
the maximum TDTR signal after pulse absorption, roughly
equivalent to the maximum electron temperature in the
metal; thus, pulse absorption occurs before t¼ 0 ps using our
nomenclature. The plasma source was mounted on a micro-
meter stage allowing the plasma jet point of contact to be
varied with respect to the TDTR measurement.

III. RESULTS AND DISCUSSION

Plasma jets, like the one employed here, are typically
produced in a noble gas flowing through a cylindrical DBD
configuration using either AC or pulsed DC voltage wave-
forms and then allowed to expand into the ambient at the end
of the tube.20–22 The approach yields a plasma plume that
extends from the exit of the tube. The plume, however, is not
uniform but rather varies strongly in both time and space
according to the applied voltage, driving frequency, and
downstream gas mixing.23,24 Thus, any interactions with sur-
faces will have similarly strong temporal dependencies.
Figures 2 and 3 show the applied power and surface currents
measured in this work. The AC jet (Fig. 2) employs a 36 kHz
AC high voltage (Vpp$ 2 kV) signal. The “no jet” signals
are acquired in the absence of a helium flow and represent
the displacement currents within the circuit, which can be
used to determine the plasma currents by subtracting them
from the measured current when the plasma is operating.
When the gas is turned on, indicated as “jet” in the plots, a
small bump on the current trace at about 2 ls indicates the
ignition of the plasma. Shortly after, a large increase in

FIG. 1. The experimental layout. (Left) A schematic of the plasma jet, TDTR lasers, and surface along with (Center) an image of the setup. (Right) Plasma jet
schematic showing the driving circuit and electrical diagnostics.
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ABSTRACT

Thermoreflectance techniques, namely, time- and frequency-domain thermoreflectance (TDTR and FDTR, respectively), are ubiquitously
used for the thermophysical characterization of thin films and bulk materials. In this perspective, we discuss several recent advancements in
thermoreflectance techniques to measure the thermal conductivity of solids, with emphasis on the governing length scales and future direc-
tions in expanding these advances to different length scales and material structures. Specifically, the lateral resolution of these techniques,
typically on the order of several micrometers, allows for an understanding of the spatially varying properties for various materials. Similarly,
limitations of TDTR and FDTR with respect to their volumetric probing regions are discussed. With a recently developed steady-state
thermoreflectance technique, these limitations are overcome as probing volumes approach spot sizes. Finally, recent pushes toward the
implementation of these techniques without the use of a thin metal transducer are presented, with guidelines for future avenues in the
implementation under these specimen configurations.

© 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5120310

I. INTRODUCTION

Thermoreflectance-based techniques,1–4 such as time- and
frequency-domain thermoreflectance (TDTR5 and FDTR,6 respec-
tively), have emerged as powerful thermometry platforms to
measure and interrogate the thermal properties of a wide range of
bulk materials and nanosystems.7–9 For example, TDTR and/or
FDTR have been used to measure the thermal conductivity of
bulk solids6,10,11 and exceptionally low thermal conductivity thin
films,12–17 volumetric heat capacity,17–19 and thermal transport
properties of nanocomposites, such as superlattices,20–24 alloys,
and nanowire matrices.25–27 These techniques have also shown to
have capabilities in the realm of interfacial conductances across
material interfaces,28 including structurally/compositionally
varying interfaces,29–36 interfaces adjacent to low dimensional
structures (e.g., self-assembled monolayers and graphene),37–41

and solid/liquid interfaces.42–46 Iterations of these TDTR/FDTR

techniques have demonstrated the potential to go beyond measuring
the thermophysical properties of systems and are capable of provid-
ing insight into the vibrational mean free path spectra of solids (i.e.,
relating to the “thermal conductivity accumulation function”)47–55

and the spectral coupling of phonons across interfaces (i.e., relating
to the “thermal boundary conductance accumulation function”).10

Thermoreflectance techniques, by definition, rely on the prin-
ciple of thermoreflectance,1,56–58 measuring a material’s change in
reflectivity due to the change in its temperature. In a typical modu-
lated pump-probe thermoreflectance experiment such as TDTR or
FDTR, a pump beam is used to thermally excite the surface of the
sample at some frequency, f . The change in the intensity of a
reflected probe beam is related to the temperature change on the
surface as a function of either f or the delay time between the
pump and probe pulses in the case of short pulsed-based experi-
ments. Where TDTR utilizes short, typically subpicosecond, pulses
to monitor the thermoreflectance decay as a function of delay time
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FIG. 3. Schematic of the Steady-State Thermoreflectance (SSTR) experiment.
PBS: polarizing beam splitter, �/2, �/4: half- and quarter-wave plates, respec-
tively, 90:10 BS: 90% transmission/10% reflection beam splitter, PD: photodetec-
tor, BPD: balanced photodetector, ND: neutral density filter. The inset shows a
representative pump waveform vs. time.

pump onto the sample using an objective lens. The focused
pump and probe diameters were adjusted with lenses to be
equivalent sizes. Using 20⇥ and 10⇥ objective lenses, the 1/e2
diameters are 11 µm and 20 µm, respectively, as measured
via a scanning slit beam profiler (Thorlabs BP209-VIS). The
probe is back-reflected to a balanced photodetector (Thor-
labs PDB410A) along with the path-matched reference beam
to minimize common noise in the probe. The powers of the
reference and sample beams going into the photodetector
are adjusted to be equivalent via the half-wave plate to min-
imize noise. Samples tested in this study include two types
of a-SiO2, a plain glass microscope slide (Fisherbrand) and a
3 mm thick borosilicate glass (BK7) optical window (Thorlabs
WG10530); a 1 mm thick quartz wafer (Precision Micro Optics);
two types of Al2O3, a 300 µm thick wafer (UniversityWafer)
and a 3 mm thick window (Thorlabs WG30530); two types of
Si, a 300 µm thick wafer (UniversityWafer) and a 3 mm thick
window (Thorlabs WG80530); a 300 µm thick nitrogen-doped,
n-type 4H–silicon carbide (4H–SiC) wafer (MTI Corporation);
and a 300 µm thick polycrystalline diamond wafer (Element
Six TM200).

When using the 10⇥ objective lens, we typically use a
higher order ND filter to further reduce power going into
the pump photodetector. This is done to compensate for the
increased power needed to heat the sample to similar tem-
peratures to those achieved with the 20⇥ objective. Using a
lock-in amplifier (Zurich Instruments UHFLI) synced to the
chopper frequency, the magnitude (�V) of the probe signal
divided by the DC probe signal (V) is recorded simultaneously
with the lock-in magnitude of the pump photodetector (�P).
�P as determined by the LIA is proportional to the amplitude
of the sinusoidal component of the pump waveform. Likewise,
�V corresponds to only the sinusoidal component of the probe
waveform. LIA detection thus allows for modulation of the
pump with an arbitrary periodic waveform (square, sine, trian-
gle, etc.) and with any offset power to obtain the same relation
between the lock-in pump power and the lock-in probe mag-
nitude. The pump power is increased linearly so that a linear
relation between �V/V with pump power is obtained. The
slope of this relation, after determining the appropriate pro-
portionality constant, is used to determine thermal conductiv-
ity by comparing it to the thermal model given in Appendix B.
Alternatively, a PWA with a boxcar averager is used to record
both the pump and probe waveforms over several periods of
temperature oscillation by again syncing to the chopper fre-
quency. Using this approach, we can visualize the sample tem-
perature rise vs. time to determine the steady-state regime of
the temperature rise.

Comparing the two detection schemes, the LIA approach
allows for faster data acquisition, allows for full automation
of both data acquisition and analysis, and is independent
of the waveform used as only the sinusoidal component is
recorded. However, because sinusoidal modulation can only
achieve a quasi steady-state, for accurate determination of
low-diffusivity materials, (i) the modulation frequency must
be lower compared with the PWA case or (ii) the thermal
model must include the modulation frequency as an input
parameter. The PWA approach, on the other hand, extracts the
total waveform of the probe reflectivity vs. time. As such, the
square wave reflectivity waveform that results from a square
wave pump input can be deduced. Furthermore, data anal-
ysis is performed by manually choosing the time range in
which the “on” and “off” state occur, ensuring we can pick the
true steady-state temperature rise for determining thermal
conductivity.

V. SIGNAL ANALYSIS
The probe reflectivity response measured by using the

photodetector, �V/V, is proportional to the normalized
change in reflectivity, �R/R, which is related to the change in
temperature of the sample surface by the thermoreflectance
coefficient � so that

�R

R
=

 
1
R

@R

@T

!
�T = � �T. (1)

In general, � is temperature dependent. For Al, � is
1.14 ⇥ 10�4 K�1 and varies at a rate of 0.22 ⇥ 10�4/100 K21
near our probe wavelength of 786 nm. Keeping temperature
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SSTR: Capabilities for thermal conductivity measurements

Thermal conductivity of dielectric films as thin as 1 nm
• Verified over three 

materials systems using 
SSTR-F

• Matches existing TDTR 
measurements

• Measuring resistance 
from interfaces and from 
material resistance in 
this case
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SSTR: Capabilities for thermal conductivity measurements

In-plane thermal conductivity of thin films
i.e., anisotropy effects in AlN thin films

ACS Nano 15, 9588

enriched cubic boron nitride, and boron phosphide also have
high thermal conductivity in bulk form.16,19,20 Shrinking the
length scales of these materials may lead to thermal
conductivity reduction issues similar to those of diamond.
Two-dimensional (2D) materials, on the other hand, have a
small cross-sectional area in the in-plane direction by design.
Therefore, in order to increase the thermal conductance and
use them as efficient heat spreaders, the thickness of the 2D
materials may need to be increased.4,21 Moreover, the thermal
boundary conductance between 2D layers and substrates can
be an additional crucial parameter that controls the heat
spreading efficiency as it can reduce the effective thermal
conductivity due to mode scattering and suppression.4

Compared to the other III−V compound semiconductors,
bulk, high-purity aluminum nitride (AlN) crystals have
advantageous electronic properties, requisite transparency
and higher thermal conductivity, making them suitable for
use in optoelectronics, light-emitting diodes and high-power
RF devices.4,22−30 However, the use of AlN as heat spreaders
in high-power electronic devices comes with the challenge of
achieving high thermal conductivities in thin film forms.
Recently, Koh et al.31 reported bulk-like cross-plane thermal
conductivities in high-quality AlN films with thicknesses
ranging from 3 to 22 μm. These promising results suggest
that high-quality micrometer-thick films of AlN could act as
heat spreaders in high-power devices depending on their in-
plane transport properties.
While extensive literature exists on the cross-plane thermal

conductivity of AlN,23,32−40 reports on the in-plane thermal
conductivity are almost non-existent. It is well-known that, in
thin films, in-plane thermal transport is much less impacted by
boundary scattering compared to cross-plane transport.41−43

The intrinsic phonon thermal conductivity22,23,28,40,44 of AlN
suggests it may exhibit exceptional heat spreading character-
istics and high in-plane thermal conductivity in its thin film
form. Thus, measurement of the in-plane thermal conductivity
of high-quality AlN thin films is paramount to realizing its
potential as a radial heat sink.
The optical pump−probe technique steady-state thermore-

flectance (SSTR)45 provides an ideal platform to measure the
in-plane thermal conductivity of high-quality thin films. This
recently developed noncontact technique has several advan-
tages over traditional pump−probe spectroscopies such as

time-domain thermoreflectance (TDTR)46−49 and frequency-
domain thermoreflectance (FDTR).50 For example, SSTR is a
direct measure of thermal conductivity, and thus, unlike TDTR
and FDTR, it does not require prior knowledge of heat
capacity due to the steady-state nature of the measure-
ments.45,51,52 Also, the measurement length scales (i.e., thermal
penetration depths) allow SSTR to probe deeper beneath a
sample surface compared to TDTR and FDTR.45 As a result,
SSTR can measure thermal conductivity of a buried layer when
the thermal resistance offered by this layer is much higher than
those of the top layer and substrate.53,54 Depending on the
sample geometries, SSTR can measure the in-plane thermal
conductivity of thin films, whereas TDTR and FDTR in typical
operating conditions are mostly limited to cross-plane
measurements.
In this study, we use SSTR to measure and understand the

phonon heat transport mechanisms that drive the high in-plane
thermal conductivities of 3.05, 3.75, and 6 μm thick AlN films
grown on sapphire substrates. At room temperature, the in-
plane thermal conductivities of these high-quality AlN films are
much less impacted by boundary and defect scattering as
compared to graphite and diamond thin films. As temperature
decreases, phonon−phonon scattering continues to dominate
the in-plane thermal conductivities of the AlN thin films. This
is in contradiction to the phonon scattering mechanisms
commonly observed in other thin film materials, such as
diamond, where phonon−boundary and phonon−defect
scattering processes dominate the thermal conductivity with
a reduction in temperature. As a result, at low temperatures,
the in-plane thermal conductivities of the AlN films are
surpassed only by graphite among all thin film materials of
equivalent length scale. Moreover, we find that the point- and
line-defect scattering due to the presence of a nucleation layer
near the AlN/sapphire interface can cause a large temperature-
dependent anisotropy ratio (the ratio of in-plane to cross-plane
thermal conductivity) in the AlN thin films.

RESULTS AND DISCUSSION
The AlN thin films used in this work are grown on sapphire
substrates using metal−organic chemical vapor deposition
(MOCVD).55,56 We study three AlN films with thicknesses of
3.05, 3.75, and 6 μm. The AlN films of this study and those of
Koh et al.31 were grown in the same batch. Scanning

Figure 1. (a) Schematic of the AlN thin film samples measured in this study: Al transducer/AlN film/sapphire substrate. The AlN films are
3.05, 3.75, and 6 μm thick. The Al transducer thicknesses of the samples are tabulated in Table S1. (b) Reflected probe laser intensity change
as a function of pump photodetector voltage for SSTR fitting of bulk Si, and 3.05 μm AlN film thermal conductivities. For bulk Si, SSTR
measures the geometric mean of in-plane and cross-plane thermal conductivities. However, for the AlN thin films on sapphire substrates,
SSTR directly measures the in-plane thermal conductivities of the AlN films.

ACS Nano www.acsnano.org Article

https://doi.org/10.1021/acsnano.0c09915
ACS Nano 2021, 15, 9588−9599

9589

In Figure 4d, the thickness-normalized in-plane thermal
conductivity of micrometer-thick diamond,17 Si,76 graph-
ite,80,95 GaN,81 hBN,84 and AlN films at ∼120 K are presented.
These results show that, along with graphite, the AlN films
examined in this study possess the highest thickness-
normalized in-plane thermal conductivity reported to date.
Figure 4d provides evidence that, at 120 K, only graphite
possesses higher thermal conductivity than the AlN films
among all thin film materials of micrometer length scale. These
exceptionally high in-plane thermal conductivities of the AlN
films at low temperatures are consequences of in-plane heat
transport mechanism being driven by phonon−phonon
scattering and not being significantly restricted by boundary
and defect scattering.
In Figure 5a, we have plotted the in-plane and cross-plane

thermal conductivities of the 3.05 μm thin film as a function of
temperature. The in-plane and cross-plane thermal conductiv-
ities are measured by SSTR and TDTR, respectively. Above
160 K, the in-plane and cross-plane thermal conductivities are
nearly the same. Below this temperature, however, the cross-
plane thermal conductivity decreases compared to that of in-
plane, leading to a pronounced anisotropy. To conclusively
show this anisotropy, we extend the temperature-dependent
measurements to 105 K. The observed anisotopy cannot be
explained from the AlN crystal structure as that would lead to
the in-plane thermal conductivity being ∼10−14% higher than
the cross-plane thermal conductivity at low temperatures.28

This anisotropy is also not due to the failure of TDTR
technique as TDTR has been shown to measure AlN thermal
conductivity accurately down to 80 K.31 To explain this
anisotropy, we review the thermal transport mechanisms along
the in-plane and cross-plane directions of the 3.05 μm AlN
film. For simplicity, we have considered an interface to exist
between the single crystal and nucleation layer. The resistance
at this interface represents the equivalent resistance from
point- and line-defect scattering at the nucleation layer starting
region.
As conceptually illustrated in Figure 5b, in the single crystal

layer, the phonons carrying heat in the in-plane direction travel
relatively uninterrupted, whereas the phonons carrying heat in
the cross-plane direction scatter at the single crystal/nucleation
layer interface. This is supported by the fact that interface
scattering is more dominant in cross-plane transport compared
to in-plane.41,97,100−103 At low temperatures, phonon−phonon
scattering rates decrease and the thermal transport shifts to
lower frequency phonons relative to that of room temperature.
While carrying heat in the cross-plane direction, the majority of
these low-frequency, long-wavelength phonons scatter at the
single crystal/nulceation layer interface. This leads to a
significant decrease in the cross-plane thermal conductivity of
the single crystal layer. For the phonons carrying heat in the in-
plane direction, the scattering at the single crystal/nucleation
layer interface and subsequent thermal conductivity reduction
are much smaller. As a result, in the single crystal AlN layer,

Figure 5. (a) Temperature-dependent in-plane and cross-plane thermal conductivities of the 3.05 μm AlN thin film. (b) Phonon heat
transport mechanisms along the in-plane and cross-plane directions of the 3.05 μm film. The top layer is single crystal AlN, and the bottom
layer is the nucleation region with high Si, C, and O impurities, and dislocation density. (c) Thermal conductivity anisotropy ratios (k∥/k⊥)
as a function of temperature for the 3.05 μm AlN film, graphite,96 black phosphorus (in-plane thermal conductivity is taken along the zigzag
direction),97 4.2 μm Si on insulator (SOI),98,99 Si/Ge superlattice,100 and InN film (dislocation density 1.1 × 1010 cm−2).101 In panels a and
c, filled symbols represent measurements taken in this study and open symbols represent literature values.
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High In-Plane Thermal Conductivity of
Aluminum Nitride Thin Films
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ABSTRACT: High thermal conductivity materials show promise for thermal mitigation
and heat removal in devices. However, shrinking the length scales of these materials often
leads to significant reductions in thermal conductivities, thus invalidating their
applicability to functional devices. In this work, we report on high in-plane thermal
conductivities of 3.05, 3.75, and 6 μm thick aluminum nitride (AlN) films measured via
steady-state thermoreflectance. At room temperature, the AlN films possess an in-plane
thermal conductivity of ∼260 ± 40 W m−1 K−1, one of the highest reported to date for any
thin film material of equivalent thickness. At low temperatures, the in-plane thermal
conductivities of the AlN films surpass even those of diamond thin films. Phonon−phonon
scattering drives the in-plane thermal transport of these AlN thin films, leading to an
increase in thermal conductivity as temperature decreases. This is opposite of what is
observed in traditional high thermal conductivity thin films, where boundaries and defects that arise from film growth cause a
thermal conductivity reduction with decreasing temperature. This study provides insight into the interplay among boundary,
defect, and phonon−phonon scattering that drives the high in-plane thermal conductivity of the AlN thin films and
demonstrates that these AlN films are promising materials for heat spreaders in electronic devices.
KEYWORDS: AlN thin films, in-plane thermal conductivity, steady-state thermoreflectance, phonon−phonon scattering, anisotropy ratio

Thermal dissipation from hot spots presents a bottle-
neck to the efficient and reliable operation of
electronic devices, ranging from low-power logic

devices to high-power RF high electron mobility transistors.1−7

Different techniques, such as power management,8 improved
packaging technology,6,9 thermoelectric cooling,10 heat sink
design,11,12 and lateral heat spreaders,4,5,9 have been
implemented to circumvent this problem. However, these
solutions often require departure from the most efficient
electronic device geometry to allow for gains in thermal
dissipation. An ideal solution to this problem would be the
development of high in-plane thermal conductivity nonmetallic
materials that are able to easily remove heat from hot spots.
These materials would also need to remain in thin film form to
continue to allow current device architectures and form factors.
To this end, high thermal conductivity crystals (e.g., diamond,
cubic boron nitride, boron arsenide, aluminum nitride, and
gallium nitride) and two-dimensional layered materials (e.g.,
graphene and hexagonal boron nitride) have received
significant attention in recent years.4,13 Thin films of these
nonmetallic materials can be implemented as heat spreaders
when their thicknesses are larger than the hot-spot length

scales3,4,14,15 in devices. This implementation also requires that
the thin films have adequate length scales and crystal qualities
to ensure bulk or near-bulk thermal conductivities. However,
this is paradoxical, since defects and boundaries arising from
thin film growth commonly result in much reduced thermal
conductivities as compared to the respective bulk values.
Among bulk solids, diamond has the highest thermal
conductivity, above 2000 W m−1 K−1 at room temperature.4,16

However, implementation of diamond thin films as heat
spreaders has several limitations. For example, the thermal
conductivities of diamond thin films are much lower than the
bulk value due to microstructural features and defects during
growth.17,18 Additionally, heterogeneous integration of materi-
als onto diamond can lead to poor crystal quality due to lattice
constant mismatch. Cubic boron arsenide, isotopically
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SSTR: Capabilities for thermal conductivity measurements

Extremely conductive (diamond) and
insulative (PCBM) materials
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SSTR-F: Recently commercialized for turn-key, fiber-optically 
integrated thermal conductivity microscope

The typical thermoreflectance set up

22
A LOT of optics, upkeep and expertise for analysis



SSTR-F: Commercialized for turn-key thermal conductivity 
microscope for bulk materials, thin films and interfaces

23

Laser Thermal, Inc. will be exhibiting 
at ALD/ALE 2022 next month!

https://Laserthermal.com



Outline

Theme: Atomic properties at interfaces can change 
the nature and behavior of heat transfer via 

phonons, electrons and photons

• Thermal boundary conductance
• Overview
• How we measure (thermoreflectance)

• Phonon coherence in the thermal conductivity of oxide superlattices

• Electron and phonon thermal resistance at interfaces in thin film 
phase change materials (GST, GSST)

• Interfacial heat transfer control of the IR properties of solids: long 
lived plasmon modulation
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Phonon thermal conductivity in superlattices: incoherent

Elastic mismatch induced reduction of the thermal conductivity of silicon
with aluminum nano-inclusions

Brian F. Donovan,1,a) Wade A. Jensen,2 Long Chen,3 Ashutosh Giri,4 S. Joseph Poon,3
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We use aluminum nano-inclusions in silicon to demonstrate the dominance of elastic modulus mis-
match induced scattering in phonon transport. We use time domain thermoreflectance to measure
the thermal conductivity of thin films of silicon co-deposited with aluminum via molecular beam
epitaxy resulting in a Si film with 10% clustered Al inclusions with nanoscale dimensions and a
reduction in thermal conductivity of over an order of magnitude. We compare these results with
well-known models in order to demonstrate that the reduction in the thermal transport is driven by
elastic mismatch effects induced by aluminum in the system. Published by AIP Publishing.
https://doi.org/10.1063/1.5019269

A fundamental understanding of the transport and inter-
actions among the carriers of energy in composite solids is
critical to applications ranging from computing, to jet engine
performance, to waste heat recovery.1–3 Thus, intricate
knowledge of thermal scattering mechanisms can be used to
design and engineer the thermal transport properties of sol-
ids. Of particular interest is the introduction of interfaces,
impurities, and other crystalline defects to manipulate pho-
non transport in nanosystems. These features have offered
dynamic flexibility in prescribing the thermal conductivity of
solids via targeting specific phonon scattering processes. As
a classic example, the theoretical formalism governing the
scattering of phonons with mass impurities4 has been rigor-
ously experimentally vetted over the past half-century.5–8

From this, novel functional nanomaterials have been
designed with tailored thermal conductivities driven, in part,
by this phonon mass-impurity interaction.9–15 Figure 1 illus-
trates the degree of tunability that has been achieved using
mass-impurity scattering in the silicon-germanium system.
Addition of germanium to the silicon crystal results in signif-
icant reductions in the thermal conductivity ranging from a
factor of four at Ge concentrations below 1 at. % (Ref. 6) to
over an order of magnitude with high Ge concentrations and
even lower with structuring into superlattices16 and nano-
structured superlattices to obtain thermal conductivities
below the minimum limit of thermal conductivity.17

Clearly, the implications of phonon-mass impurity
scattering on the thermal conductivity of solids have been
well studied. However, systematic experimental studies
that effectively focus on phonon scattering with other types
of lattice imperfections are lacking in comparison. To sys-
tematically study the role of these imperfections in phonon
transport, we must judiciously choose material systems in
which the majority of phonon scattering would be

influenced by only one type of lattice imperfection (e.g.,
elastic modulus mismatch or mass difference). This is the
case for the silicon germanium alloys in Fig. 1, where the
elastic modulus and impurity volume mismatches between
silicon and germanium effectively cancel each other out,
leaving the differences in masses between silicon and

FIG. 1. Thermal conductivity of bulk single crystalline silicon (open
circles)18 and thin film amorphous silicon (open squares)19 as well as models
for 100 nm thick films (solid line) and the minimum limit to the thermal con-
ductivity of silicon (dashed line). Also included is the thermal conductivity
of Si-Ge alloys (diamonds),6 a superlattice (upright triangles),16 a 202 nm
film (inverted triangles),7 and a nano-structured superlattice (leftward trian-
gle).17 Additionally shown is the Si-Al thin film thermal conductivity mea-
sured in this work (filled circles and squares).a)Electronic mail: bdonovan@usna.edu

0003-6951/2018/112(21)/213103/5/$30.00 Published by AIP Publishing.112, 213103-1
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Phonon thermal conductivity in superlattices: coherent

Elastic mismatch induced reduction of the thermal conductivity of silicon
with aluminum nano-inclusions
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We use aluminum nano-inclusions in silicon to demonstrate the dominance of elastic modulus mis-
match induced scattering in phonon transport. We use time domain thermoreflectance to measure
the thermal conductivity of thin films of silicon co-deposited with aluminum via molecular beam
epitaxy resulting in a Si film with 10% clustered Al inclusions with nanoscale dimensions and a
reduction in thermal conductivity of over an order of magnitude. We compare these results with
well-known models in order to demonstrate that the reduction in the thermal transport is driven by
elastic mismatch effects induced by aluminum in the system. Published by AIP Publishing.
https://doi.org/10.1063/1.5019269

A fundamental understanding of the transport and inter-
actions among the carriers of energy in composite solids is
critical to applications ranging from computing, to jet engine
performance, to waste heat recovery.1–3 Thus, intricate
knowledge of thermal scattering mechanisms can be used to
design and engineer the thermal transport properties of sol-
ids. Of particular interest is the introduction of interfaces,
impurities, and other crystalline defects to manipulate pho-
non transport in nanosystems. These features have offered
dynamic flexibility in prescribing the thermal conductivity of
solids via targeting specific phonon scattering processes. As
a classic example, the theoretical formalism governing the
scattering of phonons with mass impurities4 has been rigor-
ously experimentally vetted over the past half-century.5–8

From this, novel functional nanomaterials have been
designed with tailored thermal conductivities driven, in part,
by this phonon mass-impurity interaction.9–15 Figure 1 illus-
trates the degree of tunability that has been achieved using
mass-impurity scattering in the silicon-germanium system.
Addition of germanium to the silicon crystal results in signif-
icant reductions in the thermal conductivity ranging from a
factor of four at Ge concentrations below 1 at. % (Ref. 6) to
over an order of magnitude with high Ge concentrations and
even lower with structuring into superlattices16 and nano-
structured superlattices to obtain thermal conductivities
below the minimum limit of thermal conductivity.17

Clearly, the implications of phonon-mass impurity
scattering on the thermal conductivity of solids have been
well studied. However, systematic experimental studies
that effectively focus on phonon scattering with other types
of lattice imperfections are lacking in comparison. To sys-
tematically study the role of these imperfections in phonon
transport, we must judiciously choose material systems in
which the majority of phonon scattering would be

influenced by only one type of lattice imperfection (e.g.,
elastic modulus mismatch or mass difference). This is the
case for the silicon germanium alloys in Fig. 1, where the
elastic modulus and impurity volume mismatches between
silicon and germanium effectively cancel each other out,
leaving the differences in masses between silicon and

FIG. 1. Thermal conductivity of bulk single crystalline silicon (open
circles)18 and thin film amorphous silicon (open squares)19 as well as models
for 100 nm thick films (solid line) and the minimum limit to the thermal con-
ductivity of silicon (dashed line). Also included is the thermal conductivity
of Si-Ge alloys (diamonds),6 a superlattice (upright triangles),16 a 202 nm
film (inverted triangles),7 and a nano-structured superlattice (leftward trian-
gle).17 Additionally shown is the Si-Al thin film thermal conductivity mea-
sured in this work (filled circles and squares).a)Electronic mail: bdonovan@usna.edu

0003-6951/2018/112(21)/213103/5/$30.00 Published by AIP Publishing.112, 213103-1
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The minimum thermal conductivity of superlattices

Interfacial periodicity can 
lead to “mini-band” formation
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The phonon thermal conductivity of a multilayer is calculated for transport perpendicular to the layers.
There is a crossover between particle transport for thick layers to wave transport for thin layers. The
calculations show that the conductivity has a minimum value for a layer thickness somewhat smaller
then the mean free path of the phonons.

PACS numbers: 66.70.+f, 68.65.+g

The thermal conductivity is a fundamental transport pa-
rameter [1]. There has been much recent interest in the
thermal conductivity of semiconductor superlattices due to
their possible applications in a variety of devices. Efficient
solid state refrigeration requires a low thermal conductivity
[2]. Preliminary experimental and theoretical work sug-
gests that the thermal conductivity of superlattices is quite
low, both for transport along the planes [3,4], or perpen-
dicular to the planes [5–8]. The heat is carried by exci-
tations such as phonons and electrons. Most theories use
a Boltzmann equation which treats the excitations as par-
ticles and ignores wave interference [7,9]. These theories
all predict that the thermal conductivity perpendicular to
the layers decreases as the layer spacing is reduced in the
superlattice. The correct description using the Boltzmann
equation would be to use the phonon states of the superlat-
tice as an input to the scattering, but this has not yet been
done by anyone.
We present calculations of the thermal conductivity per-

pendicular to the layers which include the wave interfer-
ence of the superlattice. These calculations, in one, two,
and three dimensions, always predict that the thermal con-
ductivity increases as the layer spacing is reduced in the
superlattice. This behavior is shown to be caused by band
folding in the superlattice. It is a general feature which
should be true in all cases. The particle and wave calcu-
lations are in direct disagreement on the behavior of the
thermal conductivity with decreasing layer spacing. This
disagreement is resolved by calculations which include the
mean free path (mfp) of the phonons. For layers thinner
than the mfp, the wave theory applies. For layers thicker
than the mfp the particle theory applies. The combined
theory predicts a minimum in the thermal conductivity, as
a function of layer spacing. The thickness of the layers for
minimum thermal conductivity depends upon the average
mfp, and is therefore temperature dependent.
The particle theories use the interface boundary resis-

tance [10] as the important feature of a superlattice. A su-
perlattice with alternating layers has a thermal resistance
for one repeat unit of RSL ! L1!K1 1 L2!K2 1 2RB,
where "Lj , Kj# are the thickness and thermal conductiv-
ity of the individual layers, and RB is the thermal bound-
ary resistance. For simplicity assume that L1 ! L2 $ L,

which is often the case experimentally. The effective ther-
mal conductivity of the superlattice is then

KSL !
2L
RSL

!
2L

L"1!K1 1 1!K2# 1 2RB
. (1)

This classical prediction is that the thermal conductivity
decreases as the layer thickness L decreases [9].
The wave theory calculates the actual phonon modes

vl"k# of the superlattice, where l is the band index. They
are used to calculate the thermal conductivity from the
usual formula in d dimensions [1],

K"T # !
X

l

Z ddk
"2p#d h̄vl"k# jyz"k#j!l"k#

≠n"v, T #
≠T

,

(2)
where n"v, T # is the Bose-Einstein distribution function.
A rigorous treatment uses Boltzmann theory applied to
the transport in minibands to find the mean free path
!l"k#. At high temperatures, one can approximate n %
kBT!h̄vl"k#, which gives the simpler formula

K"T # ! kB

X

l

Z ddk
"2p#d jyz"k#j!l"k# . (3)

The above formula is quite general. There are two im-
portant special cases of constant relaxation time "Kt# and
constant mfp "K!#

Kt"T # ! kBt
X

l

Z ddk
"2p#d yz"k#2, (4)

K!"T # ! kB!
X

l

Z ddk
"2p#d jyz"k#j . (5)

Both of these formulas can be related to the distribution
P"yz# of phonon velocities perpendicular to the layers

P"yz# !
X

l

Z ddk
"2p#d d"yz 2 jyz"k#j# , (6)

Kt ! kBt
Z

dyzP"yz#y2
z , (7)

K! ! kB!
Z

dyzP"yz#yz . (8)

Wave interference leads to band folding [11,12]. Band
folding leads to a reduction of the phonon velocities. Both
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Figure 1 | Measured thermal conductivity values for superlattices as a function of 
interface density at room temperature. a, (STO)m/(CTO)n superlattice, b, (STO)m/
(BTO)n superlattice. The black line represents the modified Simkin-Mahan model with 
disorder correction for (STO)m/(CTO)n superlattices and the blue dots represent the 
Simkin-Mahan model with disorder and volume fraction corrections for (STO)m/(BTO)n 
superlattices. The blue line is used as a guide to eye. The dotted black horizontal lines 
refer to the alloy limits for STO/CTO 50:50 alloy and the STO/BTO 25:75 alloy.  
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Figure 3 | Structural and microstructural characterization of superlattice 
samples from both series. High-resolution, short angular-range q‑2q XRD 
scan of a, an (STO)6/(CTO)6 superlattice centred on the NGO 220 substrate 
peak and b, (STO)74/(BTO)1 superlattice peaks centred on the STO 002 
substrate peak. Both the superlattice peaks and the thickness fringes suggest 
the high degree of interface abruptness in the samples. c, A high-resolution 
reciprocal space map of the (STO)2/(CTO)2 superlattice centred on the NGO 
332 substrate peak. The map clearly shows that the superlattice film is 
coherently strained to the substrate. d, Surface topography of a 200 nm (STO)2/
(CTO)2 thick superlattice film on an STO 001 substrate. The image clearly 
shows the presence of smooth step edges with unit cell height. STEM images of 
e, (STO)2/(CTO)2  and f, STEM-EELS image (dimensions 35 nm X 3.6 nm) of a 
(STO)30/(BTO)1 superlattice revealing the presence of atomically sharp 
interfaces with minimal intermixing in the samples studied along with a 
schematic of the crystal structures on the right. Chemical formulas of the 
component materials of the superlattice are colour-coded to match the false-
colour of the STEM-EELS image on the left (Sr – orange, Ba – purple, Ti – 
green). 
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Experimental evidence of minimum thermal conductivity

was adopted to model those SLs with larger period length,
since for longer period, the phonon-phonon scattering within
each period will destroy the coherence and phonon transport
can be treated as particle transport. If the period length is
smaller, the above described treatment is not adopted since
the wave nature of phonons may be important. Instead, the
simulation domain size was increased until thermal conduc-
tivity was no longer dependent on the total length. We found
that a total length of 128 UCs is enough to make the finite
size effect marginal for SLs with period length less than
8 UCs.

To explore the effect of phonon mean free path, we assign
the SL with parameters as listed in Table I. The phonon mean
free path is evaluated from the extrapolation method de-
scribed above. Figure 1 shows the thermal conductivity of
SLs at 40 K versus period length. The period length ranges
from 2 UCs to 32 UCs. The two materials A and B have the
same equilibrium distance in the LJ potential, which means
that they have the same lattice constants and the two mate-
rials have ideal interfaces. The only difference between the
two materials is their atomic masses. The atomic mass ratio
of B to A is 1.2. The results show that if the strength of the
LJ interatomic potential is the same as that of solid argon, the
lattice thermal conductivity increases monotonically with the
period length. However, if the interatomic potential strength
is increased, the thermal conductivity will first decrease with
increasing period length, then increase, yielding a minimum
thermal conductivity in simulation case II. As shown in Table
I, larger well depths correspond to longer phonon mean free
paths. Case II shows that the value of the thermal conductiv-
ity reaches a minimum when the period length is about the
same as the phonon mean free path in the bulk materials A or
B. As the phonon mean free path of the bulk materials A and
B further increases, the minimum shifts to longer period
lengths and cannot be observed for case III in Fig. 1. This
result supports Simkin and Mahan’s lattice dynamics model,
i.e., if the layer thickness is smaller than the phonon mean
free path, SL thermal conductivity will show a minimum
with respect to period length.

If phonons are treated as waves, the thermal conductivity
reduction in SLs arises from two reasons. Both are due to

band folding or miniband formation. When zone folding oc-
curs, the overall phonon group velocity decreases with in-
creasing period length, leading to a decrease of thermal con-
ductivity as the period length increases. In addition, the zone
folding leads to stop bands in the phonon dispersions for
SLs. These stop bands filter the phonons with energies in the
stop bands and prevent their transport through the SL. The
phonon transmission coefficients can be calculated with
transfer matrix techniques.18–20 Figure 2 shows the phonon
transmission coefficients for SLs of different masses and dif-
ferent well depths. The physical parameters are listed in
Table II. In Fig. 2, the phonon transmission coefficients for
cases II, case IV and V are depicted together to compare the
width of the stop bands. The acoustic impedance difference
between the two alternating layers, which is computed from
the mass and the phonon group velocity, is the smallest for
case II, larger for case IV, and the largest for case V. The
calculated results demonstrate that the width of the stop band
increases with increasing acoustic impedance mismatch.
Wider stop bands indicate enhanced phonon reflection at the
interface and reduced energy transport.

Figure 3 shows the thermal conductivity versus period
length for the three cases listed in Table II at 40 K. The
thermal conductivities in Fig. 3 are normalized with the ther-

FIG. 3. Superlattice thermal conductivity for different mass ra-
tios and interatomic potential strength. The parameters are listed in
Table II.

FIG. 4. Period length dependence of thermal conductivity at
different temperatures.

FIG. 5. Relationship between thermal conductivity and period
length for 4% lattice mismatch.

CHEN et al. PHYSICAL REVIEW B 72, 174302 !2005"

174302-4

• More pronounced minimum at low T, thermal conductivity 
measurements show trends of mini-band formation

• MD simulation (left), mini-band = phonon bandgap (PRB 72, 174302)

Figure 2 | Measured thermal conductivity values for (STO)m/(CTO)n superlattices 
as a function of interface density at different temperatures. The minimum in 
thermal conductivity becomes deeper at lower temperatures and the interface density 
at which the minimum occurs moves to smaller values at lower temperatures as 
expected. The solid lines are guides to the eye. The shift of the minimum is shown 
using dotted lines projected onto the x-axis for different temperatures. 
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3 Results 

To evaluate the influence of interfaces, we synthesized three STO-CTO superlattices featuring 

layer thicknesses of 27, 4, and 2 unit-cells (SL27, SL4, SL2), as shown schematically in Figure 

1(a). Large-period SL27 and short-period SL2 were chosen to represent superlattices with well 

separated and closely spaced interfaces, respectively. SL4 was chosen as an intermediate. 

 

Figure 1. Period dependent changes in the symmetry of STO-CTO superlattices.  (a) 
Superlattices structures calculated from DFT with schematics of the (left) chemically and (right) 
structurally defined interfaces. Here green, blue, and cyan areas correspond to STO, CTO, and 
interface layers, respectively; the same colors are used in e,f,h,i,k, and l panels. [100] zone-axis 
SADP in (b) SL27, (c) SL4, and (d) SL2 grown on NdGaO3. Yellow, red, and blue arrows 
correspond to ordered reflections from each of the three possible domains. Solid arrows indicate 
ordered reflections that exist, and hollow arrows indicate absences. Insets in (b-c) show ball-and-
stick models of the domain orientations that are present with border colors matching the arrows 
they represent. Red and blue arrows and insets are viewed along an out-of-phase tilt-axis and the 
yellow are viewed along an in-phase tilt-axis. In (c) and (d) superlattice reflections are seen in 
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resistance we measure, due to the thickness of the film stacks, is
the total resistance between the Ru and Si. Using different
thicknesses of a-GST, which varies the relative contribution of
each resistor to the overall measured conductance, allows us to
assess the relative contribution of each thermal resistance to the
overall device thermal transport.

Figure 1b shows the thermal conductance between Ru and Si,
including all intermediate layers (spacer/a-GST/spacer), as a
function of a-GST thickness. The spacers we utilize are W, with
thickness of 2 and 5 nm, amorphous SiO2 (5 nm), and amorphous
SiNx (5 nm), where the spacers’ thicknesses are identical on either
side of the a-GST. As the thickness of a-GST increases, the effect of
the spacers on the overall thermal transport becomes negligible
owing to the fact that the a-GST layer becomes the dominant
resistor. Based on Fig. 1b, for thicknesses greater than ~10 nm,
thermal conductance is largely governed by the a-GST layer
regardless of the adjacent material, whereas for thicknesses less
than 10 nm, the effect of TBC becomes appreciable. Note, for SiNx
and SiO2 spacers, their thermal conductances are similar and lower
than that of W. This is expected as the thermal conductivities of
SiNx and SiO2 are similar and more than an order of magnitude
lower than that of W28. However, it is important to note that the
thermal conductance of the stack with the 5 nmW spacer is greater
than that with 2 nm spacer. This is contrary to expectations when
considering diffusive thermal transport processes, where thermal
conductance decreases linearly with an increase in thickness of the

material. The observed reduction in thermal conductance for 2 nm
W is attributed to the scattering of electrons and phonons at its
boundaries. Similar TBC dependencies on the thickness of
intermediate layer have been observed across Au/Ti/sapphire29,
Au/Cr/sapphire30, and Au/Cu/sapphire30 interfaces. The thermal
conductivity of a-GST is determined from these measurements
by fitting a linear regression to the slope of the measured
thermal resistance as a function of thickness, depicted in the inset
of Fig. 1b. The thermal conductivity of a-GST is determined to
be 0.15 ± 0.02Wm−1 K−1, in good agreement with previously
reported values12,13,31.

GST morphology at different phases. In order to confirm phase
transformation and the quality of the crystal structure associated
with each phase, we perform TEM on the 40 and 160 nm GST
with in situ heating (Figs. 2a–f). The transition from diffuse rings
in the selected area diffraction (SADP) to sharp diffraction rings
denotes the transformation from a-GST to polycrystalline cubic
GST (c-GST), as shown in Figs. 2g and h, respectively. This is in
agreement with previous results showing that GST transforms
from an amorphous phase to a face-centered cubic lattice at
~155 °C32–34. The 160 nm GST film thickness was measured as
160, 152, and 149 nm at 25, 240, and 400 °C, respectively, and
similarly the 40 nm GST film thickness as 38.7, 36.9, and 33.7 nm
at 25, 240, and 400 °C. On average, the thickness of our GST films

Fig. 1 Thin GST films and contacts. a Schematic of a confined phase change memory cell along with corresponding TEMs for a 40-nm a-GST and h-GST
film sandwiched between 5 nm tungsten spacers, b thermal conductance across Ru/spacer/GST/spacer/Si for different spacer compositions as a function
of GST thickness. The inset shows thermal resistance as a function of thickness where the inverse of the slope for the fitted line corresponds to the a-GST
thermal conductivity. The average thermal conductivity estimated for a-GST is 0.15 ± 0.02Wm−1 K−1. The error bars are calculated based on 7%
uncertainty in the Ru transducer thickness, and c a schematic of the thermal resistances in series for the multilayer configurations studied here.
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phonon mean free paths?
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In this respect, due to the significant impact of TBC on thermal
transport of thin film GST, it is important to study how it changes
across various phases. Figures 3c, d show the TBC between GST
and two different thicknesses of W. The TBC in h-GST is
significantly suppressed compared to c-GST. A similar reduction in
TBC has been experimentally and theoretically observed at GST/
metal interfaces, which were attributed to the formation of a 2-nm
interfacial layer49 and increased electron–phonon contribution to

the interfacial resistance50. According to our TEM images, we do
not observe an additional interfacial layer after cubic to hexagonal
phase transition. Considering the reduction of structural disorder
upon annealing GST to higher temperatures47,48, we use a
simplistic model via molecular dynamics simulations and demon-
strate that a change in atomic-scale disorder at the interface from
c-GST to h-GST can, in fact, be another possible reason behind the
suppression of thermal transport. Disorder and defects at interfaces

Fig. 3 Thermal properties of GST thin films and interfaces across different phases. a Thermal conductivity of GST layer sandwiched between 5 nm W
spacers for 40 nm (diamonds) and 160 nm (circles) GST films. The solid symbols correspond to the thermal conductivity of GST as it transitions through
different phases upon heating and hollow symbols correspond to the thermal conductivity of h-GST upon cooling. b Effective thermal conductivity
for 20-nm-thick GST film as a function of temperature across different phases of GST upon heating and cooling when annealed to 320 and 400 °C.
c, d Thermal boundary conductance for as-deposited GST upon heating and h-GST upon cooling with 5 and 2 nmW spacer, respectively. The error bars are
calculated based on 7% uncertainty in the GST film thickness. e, f Bright-field images of 40 and 160 nm GST films at 400 °C.
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In this respect, due to the significant impact of TBC on thermal
transport of thin film GST, it is important to study how it changes
across various phases. Figures 3c, d show the TBC between GST
and two different thicknesses of W. The TBC in h-GST is
significantly suppressed compared to c-GST. A similar reduction in
TBC has been experimentally and theoretically observed at GST/
metal interfaces, which were attributed to the formation of a 2-nm
interfacial layer49 and increased electron–phonon contribution to

the interfacial resistance50. According to our TEM images, we do
not observe an additional interfacial layer after cubic to hexagonal
phase transition. Considering the reduction of structural disorder
upon annealing GST to higher temperatures47,48, we use a
simplistic model via molecular dynamics simulations and demon-
strate that a change in atomic-scale disorder at the interface from
c-GST to h-GST can, in fact, be another possible reason behind the
suppression of thermal transport. Disorder and defects at interfaces

Fig. 3 Thermal properties of GST thin films and interfaces across different phases. a Thermal conductivity of GST layer sandwiched between 5 nm W
spacers for 40 nm (diamonds) and 160 nm (circles) GST films. The solid symbols correspond to the thermal conductivity of GST as it transitions through
different phases upon heating and hollow symbols correspond to the thermal conductivity of h-GST upon cooling. b Effective thermal conductivity
for 20-nm-thick GST film as a function of temperature across different phases of GST upon heating and cooling when annealed to 320 and 400 °C.
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• Thermal boundary conductance across contact 
interfaces drive overall thermal transport as thickness 
decreases

• TBC dependent on GST phase, much like k
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• Overall conductance higher for thin GST film (5 nm)
• Ballistic thermal conductance of electrons from 

contact to contact (i.e., the electrons don’t “see” the 
GST and it’s just a metal/metal TBC)

are well known to influence the TBC, and have in fact been
computationally and experimentally shown to enhance TBC51–54.
To this end, our molecular dynamics simulations suggest that
interfacial disorder plays a stronger role in the reduction of TBC
than changes in the GST crystal structure and phonon density of
states. We note that in our molecular dynamics simulations, we are
using Lennard–Jones potential that are not developed to predict
the thermal properties of W or GST. However, the simplicity of
these potentials allows us to assess our hypotheses to general
classes of materials, thus providing means to broadly study our
posits of the origin of reduction in TBC across the cubic to
hexagonal phase transition (see Supplementary Note 3). In Figs. 3c,
d, the dotted lines represent the minimum limit to the TBC by
assuming the worst-case scenario for the effective parameters based
on 10% uncertainty, which in many cases is far higher than
measured uncertainty. Lack of sensitivity in the amorphous and
cubic phases causes the reported range of TBC (best fit to
minimum limit) to be quite broad, but as the GST transitions to
hexagonal and gains more sensitivity to TBC, this range contracts.
The hollow diamonds in Figs. 3c, d show the TBC for h-GST,
which decreases by almost a factor of two as the sample is cooled
down from 400 °C to room temperature. Figures 3c, d again
demonstrate that the TBC for 5 nm W is higher than that of 2 nm
W, especially in the crystalline phase where the effect of TBC is
more pronounced.

Figures 4a, b show the thermal conductance across Ru/W/
GST/W/Si as a function of temperature for 5- and 40-nm-thick
GST film with different spacers (2 nm W, 5 nm W, and 5 nm
SiNx). The thermal conductance for a 10 nm W control is also
plotted to clarify that the TBC at Ru/W and W/Si interfaces are
relatively constant and sufficiently large compared to GST
intrinsic thermal conductivity and GST/W interface. In Fig. 4a,
we observe a linear trend for thermal conductance of 5 nm GST
film as a function of temperature after the crystallization onset
(>150 °C) for W spacer. This is in contrast with the trend
observed in Fig. 4b for 40-nm-thick GST where the thermal
conductance plateaus above 300 °C. In a fully diffusive thermal
transport regime, the effect of reduced TBC in h-GST must be
even more noticeable for 5 nm GST where the effect of intrinsic
thermal conductivity is minimum. To explain this, it has
been shown that as the thickness of the GST layer decreases to
ultra-thin, the onset of crystallization increases to higher
temperatures55. As a result, it is tempting to attribute this
increase to a crystallization lag where at 300-400 °C range the
film is gradually transitioning to h-GST. To assess this
hypothesis, we can predict the total thermal conductance of

the Ru/5 nm W/5 nm GST/5 nm W/Si stack at different phases
using thermal conductivity and TBC measured in the previous
section. Using a series resistors model, we calculate the stack
total thermal conductance at 400 °C to be 43 ± 5MWm−2 K−1,
which is almost a factor 2 lower than the measured value of 83 ±
7MWm−2 K−1. It is noteworthy to mention that the TBC for
GST/W and W/GST interfaces alone is 59 ± 7MWm−2 K−1,
which is significantly lower than the measured thermal
conductance for the entire stack. The fact that we measure
almost a factor of two higher thermal conductance for h-GST at
400 °C cannot be explained within the diffusive thermal
transport limit. On the other hand, it has been shown that in
bulk tungsten the average electron mean free paths before
scattering with phonons at room temperature can be as long as
19.1 nm56. Additionally, due to tungsten high lattice thermal
conductivity (~46Wm−1 K−1)56, it has phonons with long mean
free paths relative to other metals57. From this, we conservatively
estimate the phonon mean free path in tungsten to be on the
order of λ= 3kp/Cv= (3 × 46)/(2.58 × 106 × 5174)= 10.3 nm.
Since the thickness of 5 nm GST is within the range of the
phonons’ and electrons’ mean free paths, we attribute this
enhancement in thermal conductance to ballistic transport of
energy carriers emitted from the top W spacer to the bottom W
spacer.

We further study this hypothesis by measuring the thermal
conductance of a similar multilayer system in which we replace the
W spacer with amorphous SiNx. The SiNx spacer is widely used as a
dielectric in electronic devices due to its high electrical and thermal
resistivity28. As a result, we expect the contribution of phonons and
electrons to thermal conductance in SiNx to be negligible compared
to that of W spacer. As shown in Fig. 4a the thermal conductance
across the Ru/SiNx/5 nm GST/SiNx/Si stack is relatively constant
across all temperatures, which gives further credence to our
hypothesis regarding ballistic electron/phonon transport leading to
increased thermal conductance in the 5 nm GST films between W
contacts. In this case, no significant enhancement is observed in
thermal conductance after the crystallization temperature. This
suggests that, due to the absence of long-wavelength electrons and
phonons in amorphous SiNx, there is no ballistic transportation
from the top SiNx to the bottom SiNx layer.

Sound speed measurements. In order to gain further insight into
the thermal properties of GST layers below 40 nm, picosecond
ultrasonic measurements are used to measure the sound speed of
the GST thin films. In these measurements, the absorption of the

Fig. 4 Thermal conductance behavior of thin GST films in the ballistic and diffusive regime. Thermal conductance for a 5- and b 40-nm-thick GST in
contact with different spacers. The error bars are calculated based on 7% uncertainty in the GST film thickness. Experimental data are not available for SiNx

above 340 °C due to film delamination.
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thermal conductivity gradually increases with temperature up
to ~280 ° C after which the thermal conductivity reaches a con-
stant value of ~0.65 W m−1 K−1 up to 400 °C. For comparison,
we plot the thermal conductivity data for 160 nm GST, which
represents the intrinsic thermal conductivity of GST independent
of interfaces similar to 220 nm GSST. By comparing the thermal
conductivity of GST vs. GSST as a function of temperature, we
observe that the thermal conductivity is significantly suppressed
in the crystalline GSST by more than a factor of two. In order to
investigate how thermal properties GST change upon Se sub-
stitution from a pure vibrational mode perspective,
i.e. disregarding the contribution from electrons, both Se and Te
are 2-coordinated elements, and therefore, Se substitutions should
not alter the degree of connectivity and bonding network in the
system, leaving minimal impact on the thermal conductivity from
a topological perspective44. However, the insertion of Se as an
additional element is expected to increase the scattering rate. At
the same time, Se is a lighter element compared to Te and should
lead to an increase in thermal conductivity. As a result of these
competing events and to gain a deeper understanding of the
dominant phonon scattering mechanisms in GSST, we turn to
analytical models that provide an estimation for the thermal
conductivity based on the kinetic theory of gases, generally
referred to as the minimum limit to thermal conductivity45.
According to Cahill and Pohl46, the minimum scattering length of
vibrational carriers, in this case, phonons, is on the order of one
half of their wavelength:

κmin;P ¼ 1:21 kB n
2=3 vg ; ð1Þ

where kB is the Boltzmann constant, vg is the average sound speed of
the material, and n is the number density. We calculate the average
sound speed with respect to the longitudinal (vLA) and transverse
(vTA) modes as: v2g ¼

1
3 2v2TA þ v2LA
! "

. Assuming density of 6.20 and
5.53 g cm−3, and sound speed of 2800 and 2750 m s−1 for crys-
talline phases of GST and GSST, respectively17,32, we calculate the
minimum limit to the thermal conductivity of the GST and GSST to
be 0.36 and 0.38 W m−1 K−1, respectively. Based on this, from a
pure phononic perspective, the thermal conductivity of GST with its
higher mean atomic mass is almost similar to that of the GSST.
However, from previous studies, we know that the thermal con-
ductivity of GST in the hexagonal phase is primarily dominated by
the electronic contribution due to metal-insulator transition47–49. As
a result, we conjecture that the observed reduction in thermal

conductivity of GSST is related to the suppressed contribution of
electrons rather than phonons. To investigate this, we estimate the
electronic contribution in thermal conductivity by using the Wie-
demann−Franz (W−F) formalism that related electrical resistivity
to the thermal conductivity:

ke ¼ LT=ρ ð2Þ

where L is the Lorenz number 2.44 × 10−8 W Ω K−2, T is the
absolute temperature, and ρ is the electrical resistivity. Based on
previously measured electrical resistivity for GST and GSST as a
function of temperature16, we plot the electronic contribution in
thermal conductivity in Fig. 4a. According to these calculations, due
to higher resistivity of the GSST across all phases compared to GST,
the electronic contribution to thermal conductivity for the crystalline
phase is suppressed by more than an order of magnitude. Figure 4b
shows the electronic contribution to thermal conductivity as a
function of temperature at different annealing temperatures.
According to this plot, the electronic contribution increases
for higher annealing temperatures and reaches a maximum of
0.16 W m−1 K−1 at 383 °C. This means that, the electronic con-
tribution in thermal conductivity of GSST at 383 °C is approxi-
mately 25% which reduces to 5% near room temperature.

In order to qualitatively investigate the contribution of elec-
trons in thermal conductivity using thermal conductivity mea-
surements, we anneal the GST and GSST at different
temperatures and measure their thermal conductivity upon
cooling. Since electronic contribution in GST changes sig-
nificantly as a result of metal−insulator transition48 upon heat-
ing, we expect the thermal conductivity trend as a function of
temperature changes for higher annealing temperatures. For this
purpose, we heat an as-deposited GST sample to temperatures
close and above the phase transition, and by cooling the samples
down, we record its thermal conductivity (hollow circles in
Fig. 4c). The solid circles in Fig. 4c show the thermal conductivity
of as-deposited GST upon heating, whereas, the hollow circles
show the thermal conductivity of GST at different annealing
temperatures upon cooling. According to these results, for
annealing temperatures of 160 and 240 °C, the thermal con-
ductivity of GST remains constant upon cooling to room tem-
perature. However, when the annealing temperature raises above
300 °C, the thermal conductivity trend begins to increase with
temperature (decrease upon cooling). This change in the trend of
thermal conductivity as a function of temperature cannot be

Fig. 3 Measured thermal conductivity. a GSST thermal resistance as a function of thickness in amorphous and crystalline (annealed at 300 °C) phases.
The inverse of slope for the linear fit to the experimental data corresponds to the thermal conductivity in each phase. b Thermal conductivity of as-
deposited GSST with thicknesses of 20 nm (solid circles) and 220 nm (solid squares) as a function of temperature. The thermal conductivity GST (solid
diamonds) is shown for comparison.
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regime to a purely diffusivity-dominated regime. In other words,
these frequency-dependent TDTR experiments allow us to inde-
pendently measure both the volumetric heat capacity and thermal
conductivity of our GSST films without convolution from other
thermophysical properties of the heterostructure. We choose
modulation frequencies in the range of 0.4−8.4 MHz for this
purpose and perform the experiment on the thickest (~220 nm)
amorphous and crystalline (annealed at 300 °C) samples. This
thickness is chosen because our measurements have the highest
sensitivity to its thermal conductivity and volumetric heat capa-
city. Figure 2a shows the result of these heat capacity measure-
ments where the intersection of our data at different modulation
frequencies corresponds to the volumetric heat capacity40.
Based on these data, the volumetric heat capacity for the amor-
phous and annealed cases are determined to be 1.5 ± 0.1 and
1.8 ± 0.1 MJ m−3 K−1, respectively. Phase transformation in all
the samples was independently verified using micro-Raman
measurements (Fig. 2b).

Second, we measure the longitudinal sound speed in GSST via
picosecond acoustics, the details of which are given
elsewhere17,41,42. In these measurements, the pump pulse laun-
ches strain waves on the surface of the sample that propagates
through the underlying layers with the speed of sound. These
strain waves, upon reaching an interface between the two mate-
rials, depending on the acoustic mismatch, are partially reflected
and partially transmitted. The reflected portion of the waves
travel all the way back to the surface and can be detected by our

probe beam with picosecond resolution. Figure 2c shows the
corresponding peaks and troughs due to reflection from the Al/
GSST and GSST/Si interfaces for 20 and 150 nm thick GSST. By
measuring the time between these two peaks and the knowledge
of film thicknesses, we can obtain the sound speed. Using this
technique, we measure the sound speed in GSST for the two
different phases at various thicknesses as shown in Fig. 2d. We
observe that although the sound speed in amorphous GSST
remains relatively constant across different thicknesses, the sound
speed in the crystalline phase converges to that of the amorphous
phase as the thickness of GSST film decreases. This behavior has
also been observed in GST thin films17. Although identifying the
underlying reasons behind this reduction is beyond the scope of
this work, we hypothesize that it is due to partial crystallization of
GSST near the interfaces for the thinner films.

For investigating the thermal conductivity, we begin our
experiments by measuring GSST at room temperature. For this,
we deposit different thicknesses of GSST films with 7 nm Al2O3
coating to avoid reaction between GSST film and the metal-
lic transducer. We then take samples with different thicknesses
and anneal them at 300 °C to form a uniform crystalline phase.
The thickness of GSST films studied here is selected in the range
of 20−220 nm, which captures both of its thin-film and bulk-like
thermal properties. We measure thermal resistance across
transducer-substrate (Pt/Al2O3/GSST/Si) that incorporates the
resistance due to all interfaces and interlayers17. By solely chan-
ging the thickness of GSST film, we can vary the relative

Table 1 The thermal properties of GSST studied here in amorphous and crystalline phases for 150 nm GSST.

GSST phase Thermal conductivity Specific heat Density Sound speed GSST/Al2O3 TBC

(W m−1 K−1) (MJ m−3 K−1) (g cm−3) (m s−1) (MW m−2 K−1)

Amorphous 0.20 ± 0.02 1.5 ± 0.1 5.2732 2300 ± 100 -
Crystalline 0.48 ± 0.06 1.8 ± 0.1 5.53a 2750 ± 150 20

aConsidering 5% densification upon amorphous-to-crystalline phase transformation.

Fig. 1 The structure and thickness variation in GSST upon phase transformation. Bright-field TEM images and the selected area electron diffraction
patterns for 150 nm (a, b, c, d) and 20 nm (e, f, g, h) films in amorphous and crystalline phases. Red circles indicate the selected area where diffraction
patterns are acquired. In all cases, the selected area aperture includes the Si substrate. In diffraction patterns (b, d, f, h), white arrows indicate first-order
reflections from the Si substrate and the green arrows point to the first-order GSST (b, f) amorphous ring, d polycrystalline ring, and isolated reflections.
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symbols). Similarly, Wilson and Cahill measured the highest 
ever reported hK for a solid/solid interface (≈12.1 GW m−2 K−1) 
for a Pd/Ir interface at room temperature (solid red squares). 
Cheaito et al.[36] also reported large conductances for Cu/Nb 
interfaces as shown in Figure 12 (hollow blue squares). While 
all of these studies report ultrahigh values of hK, they also report 
a linear increase in hK with temperature. They explain this linear 
trend through the DMM for electrons given as[36]

1
4

ee,1 2 1 2 e,1 F,1 1 2
1ζ ζ= = ∂

∂→ → →h C v
q
T  

(7)

where Ce,1 is the electronic heat capacity of the metal given 
as[191] ( /3) ( )e,1

2
F B

2π ε=C D k T , where kB is Boltzmann’s constant, 
q1 is the electronic flux on side 1, and ζ1 → 2 is given by[37]

1 2
F,2 F,2

F,2 F,2 F,1 F,1

ζ ε
ε ε

( )
( ) ( )=

+→
D v

D v D v  
(8)

where D(εF) is the density of states at the Fermi level and vF is 
the Fermi velocity. Figure 12 shows the calculations of the elec-
tronic DMM, which agrees qualitatively well with the experi-
mental data and the temperature trends of the experimental data 
for the three metal/metal interfaces. As the electronic DMM is 
based on the electron flux in the metals, the fact that the con-
ductance across various metal/metal interfaces can be well pre-
dicted by simple considerations of the electronic DMM could 

lead to the engineering of interfaces with tailored hee designed 
by simplistic arguments based on electronic flux and the elec-
tronic heat capacity of the metals comprising the interface.

Although the energy exchange at metal/metal interfaces 
appears simplistic from an analytical perspective, the picture 
of energy transfer at a metal/nonmetal interfaces becomes 
convoluted by the addition of different energy pathways. As 
proposed by Majumdar and Reddy,[192] the possible pathways 
for heat conduction that can occur at metal/nonmetal inter-
faces are shown in Figure 13a. These pathways are i) metal 
electron–metal phonon coupling at the metal/nonmetal inter-
face (he−mp), ii) phonon–phonon coupling across the interface 
(hp−p), and iii) metal electron–nonmetal phonon coupling 
directly across the interface (he−nmp). At a metal/nonmetal 
interface, electronic contributions to interfacial conductance 
have been mostly suggested to be nonexistent under equilib-
rium conditions.[19,34,63,70,71,193,194] The interest in this topic was 
triggered by the seminal work from Stoner and Maris where 
they reported measurements of hK between a series of metals  
and nonmetals to which they compared with various phonon–
phonon interface models and found discrepancies between 
theory and experiments.[30] This led Huberman and Over-
hauser, Sergeev, and more recently Mahan to propose theo-
retical models of he−nmp channel to explain the experimental 
results.[195–198]

Since Stoner and Maris’ experimental results, Lyeo and 
Cahill have shown that Pb and Bi, which have similar phonon 
spectrums yet different electronic densities around their 

Adv. Funct. Mater. 2019, 1903857

Figure 13. a) Schematic representation of pathways for interfacial heat flow for a metal/nonmetal interface. The electron–phonon coupling in the bulk 
of the metal presents a resistance in series with the phonon–phonon coupling across the interface. Electrons can also directly transfer their energy 
across the interface to the phonons on the nonmetal side. b) TDTR data taken from Giri et al.[70] showing the response of 40 nm Au deposited on various 
substrates with a thin Ti adhesion layer. The TDTR signal decays rapidly for the first few picoseconds after laser pulse absorption due to electronic 
relaxation in the metal. This is followed by a slow rise in the TDTR signal that is attributed to the heat flow from the Ti layer to the Au layer as most of 
the laser energy is first deposited in the Ti layer with the relatively higher electron–phonon coupling factor. The longer time regime corresponds to the 
heat flow across the interface and the diffusion of energy into the substrate.
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substrates, which could in effect change the amount of me-
tallic Ti at the interface. This would lead to a different volu-
metric coupling between electrons and the Ti lattice for the
different dielectric substrates studied in this work. At pres-
ent, we cannot conclusively rule out this possibility.
However, our experimental evidence in Fig. 3 clearly dem-
onstrates the increase in e-p coupling in Au/Ti films com-
pared to Au films, which we attribute to an increased
coupling in the interfacial Ti region and/or across the metal/
non-metal interface during e-p equilibration.

B. Thermal diffusion processes after electron-phonon
equilibration

To further understand the heat distribution and diffusion
processes in these nanosystems, we plot the TDTR data for
samples with the Ti adhesion layer (on various substrates)
for a pump-probe delay time of up to 1 ns in Fig. 6. A quali-
tative analysis of the magnitude of the TDTR signal over the
entire time scale from pump absorption to 1000 ps provides
direct insight into the various thermal processes occurring
within these temporal regimes in the metal films since the
change in the reflectivity measured in our experiments is
related to the sample surface temperature. For example, the
first few picoseconds after laser absorption is marked by a
fast transient decay of the TDTR signal, which we relate to
electronic thermalization as described previously. The fast
e-p coupling in the Ti layer leads to the increase in the ther-
mal energy of the Ti lattice at a time scale of a few picosec-
onds after laser pulse absorption (Fig. 2). After the electronic
system has equilibrated with the lattice vibrations, at time

scales from 10 to 50 ps, the heat has not yet diffused across
the metal bi-layer/substrate interface via phonon-phonon
mediated transport since energy diffusion due to this process
occurs with at least an order of magnitude larger time con-
stant (sinterface¼ dC/hK, Ref. 26). Due to the relatively larger
time constant for the heat to flow across the metal bi-layer/
substrate interface through lattice vibrations, the thermal
energy from the Ti lattice is transferred to the relatively
colder Au lattice. Consequently, the increase in the tempera-
ture of the Au layer leads to an increase in the thermoreflec-
tance signal at these time scales as shown in Fig. 6 for 40 nm
Au/Ti systems, similar to the processes discussed in Ref. 55.
In comparison to Fig. 1, where the TDTR data at time scales
of 10–100 ps are representative of longitudinal displacement
of the weakly adhered Au film on the silicon substrate driven
by strain induced from the sudden heating event created by
the laser pulses,61 the rise in the thermoreflectivity signal for
the samples with the Ti layer suggests that thermal transport
in these systems are very different compared to homogene-
ous thin films. More specifically, thermal diffusion in these
Au/Ti samples originates in the interfacial layer between the
Au and the substrate due to thermalization of the ballistic
electrons that scatter in the Ti layer and at the Ti/non-metal
interface. It should be noted that the thermoreflectance signal
for the 20 nm Au/Pt sample (as shown in Fig. 4(a)) does not
show this increase in the TDTR signal after e-p equilibration
even though Pt has a higher e-p coupling factor than Au.
This is due to the fact that the effective resistances in each
layer due to e-p scattering in the thin film limit, given as
1/Gd, are comparable, and as a result, the 20 nm Au/Pt sys-
tem is heated homogeneously. However, for the 40 nm Au/Pt
sample, the e-p resistance provided by the Au layer is lower
than that in the Pt layer, therefore, there is a slight increase
in the thermoreflectance signal from 10–100 ps as shown in
Fig. 4(b).

These results can help us understand how the increase in
e-p coupling due to the Ti adhesion layer affects the total con-
ductance (hK) across the various Au/Ti/substrate interfaces at
longer time scales when the electronic and vibrational states
in the metal are in near thermal equilibrium (pump-probe time
delays from hundreds of picoseconds to several nanoseconds).
We measure the Kapitza conductances for the samples depos-
ited on Si and Al2O3 substrates described in Table I by ana-
lyzing the TDTR data over a time scale of 100 to 1000 ps. For
the Au/Al2O3 and Au/Ti/Al2O3 samples described in Table I,
we measure hK values of 35 6 4 MW m"2 K"1 and 215
6 15 MW m"2 K"1, respectively, and for the Au/Si and Au/
Ti/Si samples, we measure hK values of 88 6 8 MW m"2 K"1

and 178 6 15 MW m"2 K"1, respectively. Although hK meas-
ured on this nanosecond time scale demonstrates a large
increase with the inclusion of the Ti layer, similar to Geff

measured on the picosecond time scale, we do not believe that
these two conductance channels are related. For example, if
electron-interface scattering from the nonequilibrium regime
was influencing our measured hK, we would expect hK to vary
with Geff, which has both thickness and fluence dependence
based on the energy of the hot, ballistically traveling electrons
that scatter in the interfacial region. Along these lines, the
measured Kapitza conductances for the 40 nm Au/Ti/Sapphire

FIG. 6. TDTR data for the initial 1000 ps after laser pulse absorption for (a)
40 nm Au/Ti/Al2O3 and (b) 40 nm Au/Ti/Si and (c) 40 nm Au/Ti/SiO2 The
TDTR signal decays rapidly for the first few picoseconds and is related to
the electron-phonon coupling process in the thin films. For the 10 to 100 ps
time range, samples with the Ti layer show a slow rise in the signal which is
attributed to the heating of the Au layer due to heat flow from the Ti layer
underneath. This is in contrast to the decreasing TDTR signal (and oscillat-
ing picosecond acoustic signal) shown in Fig. 1 for Au deposited directly on
Si without a Ti adhesion layer.

105105-7 Giri et al. J. Appl. Phys. 117, 105105 (2015)

 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:
73.177.195.44 On: Thu, 19 Mar 2015 12:11:06

substrates, which could in effect change the amount of me-
tallic Ti at the interface. This would lead to a different volu-
metric coupling between electrons and the Ti lattice for the
different dielectric substrates studied in this work. At pres-
ent, we cannot conclusively rule out this possibility.
However, our experimental evidence in Fig. 3 clearly dem-
onstrates the increase in e-p coupling in Au/Ti films com-
pared to Au films, which we attribute to an increased
coupling in the interfacial Ti region and/or across the metal/
non-metal interface during e-p equilibration.

B. Thermal diffusion processes after electron-phonon
equilibration

To further understand the heat distribution and diffusion
processes in these nanosystems, we plot the TDTR data for
samples with the Ti adhesion layer (on various substrates)
for a pump-probe delay time of up to 1 ns in Fig. 6. A quali-
tative analysis of the magnitude of the TDTR signal over the
entire time scale from pump absorption to 1000 ps provides
direct insight into the various thermal processes occurring
within these temporal regimes in the metal films since the
change in the reflectivity measured in our experiments is
related to the sample surface temperature. For example, the
first few picoseconds after laser absorption is marked by a
fast transient decay of the TDTR signal, which we relate to
electronic thermalization as described previously. The fast
e-p coupling in the Ti layer leads to the increase in the ther-
mal energy of the Ti lattice at a time scale of a few picosec-
onds after laser pulse absorption (Fig. 2). After the electronic
system has equilibrated with the lattice vibrations, at time

scales from 10 to 50 ps, the heat has not yet diffused across
the metal bi-layer/substrate interface via phonon-phonon
mediated transport since energy diffusion due to this process
occurs with at least an order of magnitude larger time con-
stant (sinterface¼ dC/hK, Ref. 26). Due to the relatively larger
time constant for the heat to flow across the metal bi-layer/
substrate interface through lattice vibrations, the thermal
energy from the Ti lattice is transferred to the relatively
colder Au lattice. Consequently, the increase in the tempera-
ture of the Au layer leads to an increase in the thermoreflec-
tance signal at these time scales as shown in Fig. 6 for 40 nm
Au/Ti systems, similar to the processes discussed in Ref. 55.
In comparison to Fig. 1, where the TDTR data at time scales
of 10–100 ps are representative of longitudinal displacement
of the weakly adhered Au film on the silicon substrate driven
by strain induced from the sudden heating event created by
the laser pulses,61 the rise in the thermoreflectivity signal for
the samples with the Ti layer suggests that thermal transport
in these systems are very different compared to homogene-
ous thin films. More specifically, thermal diffusion in these
Au/Ti samples originates in the interfacial layer between the
Au and the substrate due to thermalization of the ballistic
electrons that scatter in the Ti layer and at the Ti/non-metal
interface. It should be noted that the thermoreflectance signal
for the 20 nm Au/Pt sample (as shown in Fig. 4(a)) does not
show this increase in the TDTR signal after e-p equilibration
even though Pt has a higher e-p coupling factor than Au.
This is due to the fact that the effective resistances in each
layer due to e-p scattering in the thin film limit, given as
1/Gd, are comparable, and as a result, the 20 nm Au/Pt sys-
tem is heated homogeneously. However, for the 40 nm Au/Pt
sample, the e-p resistance provided by the Au layer is lower
than that in the Pt layer, therefore, there is a slight increase
in the thermoreflectance signal from 10–100 ps as shown in
Fig. 4(b).

These results can help us understand how the increase in
e-p coupling due to the Ti adhesion layer affects the total con-
ductance (hK) across the various Au/Ti/substrate interfaces at
longer time scales when the electronic and vibrational states
in the metal are in near thermal equilibrium (pump-probe time
delays from hundreds of picoseconds to several nanoseconds).
We measure the Kapitza conductances for the samples depos-
ited on Si and Al2O3 substrates described in Table I by ana-
lyzing the TDTR data over a time scale of 100 to 1000 ps. For
the Au/Al2O3 and Au/Ti/Al2O3 samples described in Table I,
we measure hK values of 35 6 4 MW m"2 K"1 and 215
6 15 MW m"2 K"1, respectively, and for the Au/Si and Au/
Ti/Si samples, we measure hK values of 88 6 8 MW m"2 K"1

and 178 6 15 MW m"2 K"1, respectively. Although hK meas-
ured on this nanosecond time scale demonstrates a large
increase with the inclusion of the Ti layer, similar to Geff

measured on the picosecond time scale, we do not believe that
these two conductance channels are related. For example, if
electron-interface scattering from the nonequilibrium regime
was influencing our measured hK, we would expect hK to vary
with Geff, which has both thickness and fluence dependence
based on the energy of the hot, ballistically traveling electrons
that scatter in the interfacial region. Along these lines, the
measured Kapitza conductances for the 40 nm Au/Ti/Sapphire

FIG. 6. TDTR data for the initial 1000 ps after laser pulse absorption for (a)
40 nm Au/Ti/Al2O3 and (b) 40 nm Au/Ti/Si and (c) 40 nm Au/Ti/SiO2 The
TDTR signal decays rapidly for the first few picoseconds and is related to
the electron-phonon coupling process in the thin films. For the 10 to 100 ps
time range, samples with the Ti layer show a slow rise in the signal which is
attributed to the heating of the Au layer due to heat flow from the Ti layer
underneath. This is in contrast to the decreasing TDTR signal (and oscillat-
ing picosecond acoustic signal) shown in Fig. 1 for Au deposited directly on
Si without a Ti adhesion layer.
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So why does temperature at 
surface increase when no energy 
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Ballistic thermal injection

When would we see this effect?
1. Metal/metal or metal/non-metal interfaces with large differences in 

electron-phonon coupling factor
2. Films with thicknesses less than electron-phonon mean free path
3. Interfaces with very little electron-electron thermal resistance
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Figure 1 | Doping- and temperature-dependent properties of CdO:Dy. a, Transport data for CdO:Dy grown on MgO(100) substrates summarizing carrier
concentration (cm�3), carrier mobility (µ) and conductivity (� ) as a function of dysprosium concentration. b, Temperature-dependent sheet carrier
concentration (ns) as a function of [Dy] for CdO:Dy grown on MgO(100) substrates. c, Temperature-dependent resistivity (� cm) as a function of [Dy]
grown on MgO(100) substrates. d, Residual resistivity ratio, measured thermal conductivity (t) and theoretical values for the electron contribution to
thermal conductivity (e) calculated using the Wiedemann–Franz law for CdO:Dy grown on MgO(100) substrates as a function of Dy concentration.

high-mobility material at carrier concentrations that establish
plasma frequencies in the mid-infrared (ne >1020 cm�3), which is a
recognized challenge for conventional semiconductors.

In 1969, it was shown that combinations of mobility and carrier
density approaching the needs of mid-infrared plasmonics can
be achieved in intrinsic CdO single crystals17. Vacant oxygen
sites, the preferred native defect in CdO, were the source of
carriers and were modulated by reducing anneals. However, precise
and reproducible control of electrical transport by reduction is a
challenge, particularly considering the proximity in temperature
and pressure to conditions that destabilize the entire crystal. It is
thus reasonable to expect that doping with the correct aliovalent
cation may enable further optimization. To explore this hypothesis,
we developed a plasma-assisted molecular-beam epitaxy method to
synthesize Dy-doped CdO. In a CdO host, Dy populates the Cd
sublattice with a 3+ charge, and thus acts as an electron donor. The
initial experiment produced four dopant series of epitaxial layers,
each on a di�erent substrate, thus o�ering a range of orientation
and mismatch possibilities.

Room-temperature transport properties for a doping series of
CdO:Dy grown on MgO(100) substrates are shown in Fig. 1a. Two
trends are of particular interest. First, the free-electron concen-
tration is directly proportional to the dysprosium content, and an
n-type doping range spanning 5⇥1019–1⇥1021 cm�3 is accessible.
Second, the free-carriermobility increases withDy doping, reaching
a maximum of almost 500 cm2 V�1 s�1 at 5⇥ 1019 cm�3. After this
point, mobility falls steadily until the solubility limit is reached at
5⇥1021 cm�3. This mobility dependence was observed qualitatively

on three additional substrates (MgO(111), GaN(002) and Al2O3
(006)—see Supplementary Figs 1–3), and in each case the same 3–5
times increase in mobility was found. X-ray di�raction analysis of
CdO(002) rocking curves shows no dependence onDy content until
phase separation (see Supplementary Figs 4 and 5). Consequently,
crystalline disorder cannot explain this unusual mobility trend.

To understand this dependency, we consider the defect equilibria
within the CdO–Dy system as described by the intrinsic and
extrinsic defect reactions:

CdCd
x +OO

x ()CdCd
x +VO

·· +2n+ 1
2
O2(g) (1)

Dy2O3
CdO�!2DyCd · +2OO

x +2n+ 1
2
O2(g) (2)

CdO is an intrinsic n-type semiconductor, in which electrons
originate from doubly ionized O vacancies (equation (1)). The
carrier density depends on the ratio of the O-vacancy formation
energy to kBT . Aliovalent cations, such as Dy, populate the Cd
sublattice and act as extrinsic donors (equation (2)). The interplay
between the two reactions and their cooperative equilibration is
the key to understanding the present mobility trend. Dy doping
pins the extrinsic electron concentration (ne) in proportion to its
molar fraction. This is established by flux ratios during growth. The
intrinsic reaction is now forced to equilibrate in the presence of a
potentially large ne. By Le Chatelier’s principle, the intrinsic defect
reaction will be driven to the reactant side, which in turn lowers the
concentration of O vacancies.
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Figure 1 | Doping- and temperature-dependent properties of CdO:Dy. a, Transport data for CdO:Dy grown on MgO(100) substrates summarizing carrier
concentration (cm�3), carrier mobility (µ) and conductivity (� ) as a function of dysprosium concentration. b, Temperature-dependent sheet carrier
concentration (ns) as a function of [Dy] for CdO:Dy grown on MgO(100) substrates. c, Temperature-dependent resistivity (� cm) as a function of [Dy]
grown on MgO(100) substrates. d, Residual resistivity ratio, measured thermal conductivity (t) and theoretical values for the electron contribution to
thermal conductivity (e) calculated using the Wiedemann–Franz law for CdO:Dy grown on MgO(100) substrates as a function of Dy concentration.

high-mobility material at carrier concentrations that establish
plasma frequencies in the mid-infrared (ne >1020 cm�3), which is a
recognized challenge for conventional semiconductors.

In 1969, it was shown that combinations of mobility and carrier
density approaching the needs of mid-infrared plasmonics can
be achieved in intrinsic CdO single crystals17. Vacant oxygen
sites, the preferred native defect in CdO, were the source of
carriers and were modulated by reducing anneals. However, precise
and reproducible control of electrical transport by reduction is a
challenge, particularly considering the proximity in temperature
and pressure to conditions that destabilize the entire crystal. It is
thus reasonable to expect that doping with the correct aliovalent
cation may enable further optimization. To explore this hypothesis,
we developed a plasma-assisted molecular-beam epitaxy method to
synthesize Dy-doped CdO. In a CdO host, Dy populates the Cd
sublattice with a 3+ charge, and thus acts as an electron donor. The
initial experiment produced four dopant series of epitaxial layers,
each on a di�erent substrate, thus o�ering a range of orientation
and mismatch possibilities.

Room-temperature transport properties for a doping series of
CdO:Dy grown on MgO(100) substrates are shown in Fig. 1a. Two
trends are of particular interest. First, the free-electron concen-
tration is directly proportional to the dysprosium content, and an
n-type doping range spanning 5⇥1019–1⇥1021 cm�3 is accessible.
Second, the free-carriermobility increases withDy doping, reaching
a maximum of almost 500 cm2 V�1 s�1 at 5⇥ 1019 cm�3. After this
point, mobility falls steadily until the solubility limit is reached at
5⇥1021 cm�3. This mobility dependence was observed qualitatively

on three additional substrates (MgO(111), GaN(002) and Al2O3
(006)—see Supplementary Figs 1–3), and in each case the same 3–5
times increase in mobility was found. X-ray di�raction analysis of
CdO(002) rocking curves shows no dependence onDy content until
phase separation (see Supplementary Figs 4 and 5). Consequently,
crystalline disorder cannot explain this unusual mobility trend.

To understand this dependency, we consider the defect equilibria
within the CdO–Dy system as described by the intrinsic and
extrinsic defect reactions:

CdCd
x +OO

x ()CdCd
x +VO

·· +2n+ 1
2
O2(g) (1)

Dy2O3
CdO�!2DyCd · +2OO

x +2n+ 1
2
O2(g) (2)

CdO is an intrinsic n-type semiconductor, in which electrons
originate from doubly ionized O vacancies (equation (1)). The
carrier density depends on the ratio of the O-vacancy formation
energy to kBT . Aliovalent cations, such as Dy, populate the Cd
sublattice and act as extrinsic donors (equation (2)). The interplay
between the two reactions and their cooperative equilibration is
the key to understanding the present mobility trend. Dy doping
pins the extrinsic electron concentration (ne) in proportion to its
molar fraction. This is established by flux ratios during growth. The
intrinsic reaction is now forced to equilibrate in the presence of a
potentially large ne. By Le Chatelier’s principle, the intrinsic defect
reaction will be driven to the reactant side, which in turn lowers the
concentration of O vacancies.
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which, assuming that the films behave as Drude metals, is given
by

ε ω ε
ω
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= −

+ Γ∞( )
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p
2
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where ε∞ is the high-frequency dielectric constant (4.9−5.5 for
CdO),23 Γ is the damping rate, which is inversely proportional

to mobility, and ω ε= *ne m/p
2

0 is the plasma frequency,
which is proportional to the square root of electron
concentration. For CdO, the electron effective mass m* is
0.21.33 The carrier concentrations achievable here correspond
to plasma frequencies in the near-IR, which will lead to surface
plasmon and ENZ modes in the near- to mid-IR. This approach
(i.e., using the Drude model to relate carrier concentration and
mobility to the dielectric function) is widely and successfully
used to model the mid- and near-IR optical and plasmonic
properties of highly doped oxide semiconductors.3,5−7,12,14,34

Note that the ε∞ term generally captures the response of the
charged lattice ions to incident light, as long as the energies are
far away from the optical phonon modes of the lattice, avoiding
the need to modify the dielectric function to include dispersive
lattice vibrations as in ref 35. This is not necessary for CdO,
which has optical phonon modes of energies around 300−450

cm−1,36 which is far from the spectral regions examined here.
ENZ modes at comparable energies would correspond to free
carrier concentrations of ≲5 × 1018 cm−3, about an order of
magnitude lower than measured here.
We expect F:CdO films to support an ENZ mode when the

following relation is satisfied:
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where d is film thickness, ω ε= −ωk k( )z i i c,
2 22

2 is the square of
the longitudinal (i.e., perpendicular to the film surface in the z
direction) wavenumber in layer i (1 = free space, 2 = F:CdO, 3
= sapphire), εi is the relative permittivity of the layer, and k|| is
the transverse (i.e., parallel to the film surface) wavenumber,
with Re(kz,i) + Im(kz,i) ≥ 0.37 Equation 4 results from solving
Maxwell’s equations in the absence of external excitations for
the thin film system considered here, and the (k||, ω) pair that
satisfies the equation defines the ENZ mode of the system. The
physical basis for ENZ modes in plasmonic materials is
thoroughly discussed elsewhere,37−39 but for the purposes of
this report, the ENZ mode can be considered to be the long-
range surface plasmon in the limit of very thin films well below

Figure 3. IR-VASE measurements of very thin films of F:CdO in the Kretschmann configuration, with reflectivity plotted as the ratio of p-polarized
to s-polarized light. (a) Simulated and experimentally measured reflectivity curves for a F:CdO film (sample f in Table 1), along with the simulated
real and imaginary parts of the dielectric function. (b) Experimental reflectivity curves for several F:CdO films with varying carrier concentration. For
ease of visual comparison, the data are normalized to the reflectivity minima and flat film reflectivity at 5000−6000 cm−1. The letters beneath each
curve correspond to the sample ID in Table 1, which shows the electronic and optical properties of each sample. (c) Simulated mid-IR reflectivity
map for sample f. (d) Experimental mid-IR reflectivity map for sample f. The dashed horizontal line cuts in the reflectivity maps correspond to the
simulated and experimental curves shown in part a.
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• Large electron mobility in CdO
results in large electronic thermal 
conductivity

• Doping concentration tunes 
electronic conductivity and IR 
absorption



Nonequilibrium processes at Au/CdO interfaces

3 2

1 3

2

1
Au Aui-CdO Y:CdO

Doping will control electron-electron TBC 
and electron thermal conductivity in CdO, 

vary “back heating”

42Tomko et al. Nature Nano. 16, 47 (2021)



Nonequilibrium processes at Au/CdO interfaces

1 10 100 1000
0.0

0.2

0.4

0.6

0.8

1.0

DR
/R

 (n
or

m
al

iz
ed

)

Delay Time (ps)

 Au/Al2O3
Au Sapphire

Electron-
phonon 

scattering in Au 
(ps)

Phonon-phonon interfacial 
heat transfer (ns)

Electron-phonon 
scattering in Au

Phonon-phonon 
interfacial heat transfer

~sub picosecond pulsed laser 
absorption in Au

43Tomko et al. Nature Nano. 16, 47 (2021)



Nonequilibrium processes at Au/CdO interfaces

1 10 100 1000
0.0

0.2

0.4

0.6

0.8

1.0

DR
/R

 (n
or

m
al

iz
ed

)

Delay Time (ps)

 Au/CdO
 Au/Al2O3

Au CdO
Ballistic thermal injection (fs)

Phonon-phonon interfacial 
heat transfer (ns)

Electron-
phonon 

scattering 
in CdO

(ps)

Leakage of 
electrons 

back into Au
(10’s of ps)

Heating from 
injected energy 

leaking back into  
the Au

Electron-phonon 
scattering in Au

Phonon-phonon 
interfacial heat transfer

~sub picosecond pulsed laser 
absorption in Au + charge 

injection into CdO
44Tomko et al. Nature Nano. 16, 47 (2021)



Ballistic thermal injection
• Can enable a “transient thermal diode” effect
• Energy easily transmitted across interface when traveling ballistically
• Slowly “goes back” across the interface when diffusive
• Is this just hot electron injection (charge)?

• Too slow of process
• Can further rule this out by monitoring CdO plasmon response
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Nonequilibrium electrons to control CdO plasmons
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where ε∞ is the high-frequency dielectric constant (4.9−5.5 for
CdO),23 Γ is the damping rate, which is inversely proportional

to mobility, and ω ε= *ne m/p
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0 is the plasma frequency,
which is proportional to the square root of electron
concentration. For CdO, the electron effective mass m* is
0.21.33 The carrier concentrations achievable here correspond
to plasma frequencies in the near-IR, which will lead to surface
plasmon and ENZ modes in the near- to mid-IR. This approach
(i.e., using the Drude model to relate carrier concentration and
mobility to the dielectric function) is widely and successfully
used to model the mid- and near-IR optical and plasmonic
properties of highly doped oxide semiconductors.3,5−7,12,14,34

Note that the ε∞ term generally captures the response of the
charged lattice ions to incident light, as long as the energies are
far away from the optical phonon modes of the lattice, avoiding
the need to modify the dielectric function to include dispersive
lattice vibrations as in ref 35. This is not necessary for CdO,
which has optical phonon modes of energies around 300−450

cm−1,36 which is far from the spectral regions examined here.
ENZ modes at comparable energies would correspond to free
carrier concentrations of ≲5 × 1018 cm−3, about an order of
magnitude lower than measured here.
We expect F:CdO films to support an ENZ mode when the
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where d is film thickness, ω ε= −ωk k( )z i i c,
2 22

2 is the square of
the longitudinal (i.e., perpendicular to the film surface in the z
direction) wavenumber in layer i (1 = free space, 2 = F:CdO, 3
= sapphire), εi is the relative permittivity of the layer, and k|| is
the transverse (i.e., parallel to the film surface) wavenumber,
with Re(kz,i) + Im(kz,i) ≥ 0.37 Equation 4 results from solving
Maxwell’s equations in the absence of external excitations for
the thin film system considered here, and the (k||, ω) pair that
satisfies the equation defines the ENZ mode of the system. The
physical basis for ENZ modes in plasmonic materials is
thoroughly discussed elsewhere,37−39 but for the purposes of
this report, the ENZ mode can be considered to be the long-
range surface plasmon in the limit of very thin films well below

Figure 3. IR-VASE measurements of very thin films of F:CdO in the Kretschmann configuration, with reflectivity plotted as the ratio of p-polarized
to s-polarized light. (a) Simulated and experimentally measured reflectivity curves for a F:CdO film (sample f in Table 1), along with the simulated
real and imaginary parts of the dielectric function. (b) Experimental reflectivity curves for several F:CdO films with varying carrier concentration. For
ease of visual comparison, the data are normalized to the reflectivity minima and flat film reflectivity at 5000−6000 cm−1. The letters beneath each
curve correspond to the sample ID in Table 1, which shows the electronic and optical properties of each sample. (c) Simulated mid-IR reflectivity
map for sample f. (d) Experimental mid-IR reflectivity map for sample f. The dashed horizontal line cuts in the reflectivity maps correspond to the
simulated and experimental curves shown in part a.
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Pump electrons in Au, probe plasmon in CdO

How is the IR plasmon response of CdO impacted by 
ballistic thermal injection?
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Pump electrons in Au, probe plasmon in CdO
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Pump electrons in Au, probe plasmon in CdO
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15 nm HfO2 layer prevents any 
electron energy from moving 

from Au to CdO, resulting in no 
measurable response
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And it’s not an optical artifact 



 
4 

3 Results 

To evaluate the influence of interfaces, we synthesized three STO-CTO superlattices featuring 

layer thicknesses of 27, 4, and 2 unit-cells (SL27, SL4, SL2), as shown schematically in Figure 

1(a). Large-period SL27 and short-period SL2 were chosen to represent superlattices with well 

separated and closely spaced interfaces, respectively. SL4 was chosen as an intermediate. 

 

Figure 1. Period dependent changes in the symmetry of STO-CTO superlattices.  (a) 
Superlattices structures calculated from DFT with schematics of the (left) chemically and (right) 
structurally defined interfaces. Here green, blue, and cyan areas correspond to STO, CTO, and 
interface layers, respectively; the same colors are used in e,f,h,i,k, and l panels. [100] zone-axis 
SADP in (b) SL27, (c) SL4, and (d) SL2 grown on NdGaO3. Yellow, red, and blue arrows 
correspond to ordered reflections from each of the three possible domains. Solid arrows indicate 
ordered reflections that exist, and hollow arrows indicate absences. Insets in (b-c) show ball-and-
stick models of the domain orientations that are present with border colors matching the arrows 
they represent. Red and blue arrows and insets are viewed along an out-of-phase tilt-axis and the 
yellow are viewed along an in-phase tilt-axis. In (c) and (d) superlattice reflections are seen in 

Summary: Interfaces can change the nature and behavior of 
electron and phonon transport, dictating how the interact 
with other carriers and impacting thermal transport
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Figure 1 | Measured thermal conductivity values for superlattices as a function of 
interface density at room temperature. a, (STO)m/(CTO)n superlattice, b, (STO)m/
(BTO)n superlattice. The black line represents the modified Simkin-Mahan model with 
disorder correction for (STO)m/(CTO)n superlattices and the blue dots represent the 
Simkin-Mahan model with disorder and volume fraction corrections for (STO)m/(BTO)n 
superlattices. The blue line is used as a guide to eye. The dotted black horizontal lines 
refer to the alloy limits for STO/CTO 50:50 alloy and the STO/BTO 25:75 alloy.  
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resistance we measure, due to the thickness of the film stacks, is
the total resistance between the Ru and Si. Using different
thicknesses of a-GST, which varies the relative contribution of
each resistor to the overall measured conductance, allows us to
assess the relative contribution of each thermal resistance to the
overall device thermal transport.

Figure 1b shows the thermal conductance between Ru and Si,
including all intermediate layers (spacer/a-GST/spacer), as a
function of a-GST thickness. The spacers we utilize are W, with
thickness of 2 and 5 nm, amorphous SiO2 (5 nm), and amorphous
SiNx (5 nm), where the spacers’ thicknesses are identical on either
side of the a-GST. As the thickness of a-GST increases, the effect of
the spacers on the overall thermal transport becomes negligible
owing to the fact that the a-GST layer becomes the dominant
resistor. Based on Fig. 1b, for thicknesses greater than ~10 nm,
thermal conductance is largely governed by the a-GST layer
regardless of the adjacent material, whereas for thicknesses less
than 10 nm, the effect of TBC becomes appreciable. Note, for SiNx
and SiO2 spacers, their thermal conductances are similar and lower
than that of W. This is expected as the thermal conductivities of
SiNx and SiO2 are similar and more than an order of magnitude
lower than that of W28. However, it is important to note that the
thermal conductance of the stack with the 5 nmW spacer is greater
than that with 2 nm spacer. This is contrary to expectations when
considering diffusive thermal transport processes, where thermal
conductance decreases linearly with an increase in thickness of the

material. The observed reduction in thermal conductance for 2 nm
W is attributed to the scattering of electrons and phonons at its
boundaries. Similar TBC dependencies on the thickness of
intermediate layer have been observed across Au/Ti/sapphire29,
Au/Cr/sapphire30, and Au/Cu/sapphire30 interfaces. The thermal
conductivity of a-GST is determined from these measurements
by fitting a linear regression to the slope of the measured
thermal resistance as a function of thickness, depicted in the inset
of Fig. 1b. The thermal conductivity of a-GST is determined to
be 0.15 ± 0.02Wm−1 K−1, in good agreement with previously
reported values12,13,31.

GST morphology at different phases. In order to confirm phase
transformation and the quality of the crystal structure associated
with each phase, we perform TEM on the 40 and 160 nm GST
with in situ heating (Figs. 2a–f). The transition from diffuse rings
in the selected area diffraction (SADP) to sharp diffraction rings
denotes the transformation from a-GST to polycrystalline cubic
GST (c-GST), as shown in Figs. 2g and h, respectively. This is in
agreement with previous results showing that GST transforms
from an amorphous phase to a face-centered cubic lattice at
~155 °C32–34. The 160 nm GST film thickness was measured as
160, 152, and 149 nm at 25, 240, and 400 °C, respectively, and
similarly the 40 nm GST film thickness as 38.7, 36.9, and 33.7 nm
at 25, 240, and 400 °C. On average, the thickness of our GST films

Fig. 1 Thin GST films and contacts. a Schematic of a confined phase change memory cell along with corresponding TEMs for a 40-nm a-GST and h-GST
film sandwiched between 5 nm tungsten spacers, b thermal conductance across Ru/spacer/GST/spacer/Si for different spacer compositions as a function
of GST thickness. The inset shows thermal resistance as a function of thickness where the inverse of the slope for the fitted line corresponds to the a-GST
thermal conductivity. The average thermal conductivity estimated for a-GST is 0.15 ± 0.02Wm−1 K−1. The error bars are calculated based on 7%
uncertainty in the Ru transducer thickness, and c a schematic of the thermal resistances in series for the multilayer configurations studied here.
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Metal/metal = electron dominated
Ultrahigh TBC (ultralow TBR)

Metal/non-metal = Phonon dominated
High thermal conductivity material does 

not necessarily translate to high TBC 
(e.g., diamond)



Tunable wavelength probes: turn to the IR
• The stage is set from the earlier works here at UIUC!
• Could our use of visible wavelengths be over complicating things by 

measuring “aggregate” scattering rates of electrons (including, but 
not limited to, electron-phonon scattering)?

• Low enough energy should just probe around Fermi energy

3

Figure 1. Experimental data for 20 nm Au films on sapphire substrates at probe wavelengths of 650 nm (black squares) and 850 nm (blue
triangles). Using a perturbed Drude model to relate the electron/phonon subsystems to their respective temperatures yields over a factor of two
difference in the calculated electron-phonon coupling factor, even with a constant excitation fluence.
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Figure 2. Relative contribution of direct interband transitions to the probe response of Au at an absorbed fluence of 1 J m�2 (left) and 10 J
m�2 (right) for wavelengths of 600, 700, 900, 1100, and 1300 nm.

phonon coupling G!Te". The results of the calculations of
G!Te", performed with Eq. !8" for the three noble metals, are
shown in Figs. 2!d", 3!d", and 4!d". The common features of
the three dependences are a nearly constant strength of
the electron-phonon coupling up to the temperatures of
#3000 K for Cu and Au, and #5000 K for Ag, and a sig-
nificant strengthening of the electron-phonon coupling at
higher temperatures when a large number of d electrons are
thermally excited and contribute to the electron-phonon en-
ergy exchange. The rate and the degree of the increase of
G!Te" with respect to the low-temperature levels, however,
are different for the three metals and are defined by the de-
tailed structures of the DOSs, particularly by the locations,
the widths, and the shapes of the d bands. The d bands in Cu
and Au are located at approximately the same depth under
the Fermi level, but the width of the d band in Cu
!#3.5 eV" is much smaller than the one in Au !#6 eV"
$Figs. 3!a" and 4!a"%. This difference in the width of the d
band is reflected in a higher density of states at the high-
energy edge of the d band in Cu as compared to Au. As a
result, for the same electron temperature, the thermal excita-
tion of d band electrons in Cu leads to a more significant

increase in the electron-phonon coupling factor as compared
to Au, e.g., at Te=104 K, the electron-phonon coupling factor
exceeds the room temperature value by a factor of 9.5 in Cu
$Fig. 3!d"% compared to 5.8 in Au $Fig. 4!d"%. The widths of
the d bands in Ag and Cu are similar, but the separation of
the d band from the Fermi level is larger in Ag $Figs. 2!a"
and 3!a"%. As a result, at the same electron temperature of
104 K, the electron-phonon coupling in Cu exceeds its room
temperature value by a factor of 9.5, as compared to 4.6 in
Ag. Moreover, G!Te" saturates at Te!1.5"104 K in Cu, but
continues a sharp rise at and above this temperature in Ag
$Figs. 2!d" and 3!d"%.

While the temperature dependences of the electron-
phonon coupling calculated with Eq. !8" are defined mainly
by the characteristics of the electron DOS, the low-
temperature levels in these calculations are preset by the
choice of the value of #&$2'. For Ag, the calculations are
performed with a value of #&$2' obtained using the approxi-
mation of &$2'(%D

2 /2 and # evaluated from the experimen-
tal electrical resistivity data,55 as shown in Table I. This
estimation of #&$2' gives a relatively good agreement of
the room temperature values of the electron-phonon
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Chemistry dictates TBC

Collaboration with Scott 
Walton (NRL)

Nano Lett. 12, 590 (2012)
Nano Lett. 15, 4876 (2015)

Surf. Coat. & Tech. 314, 148 (2017)

Heat flow
Metal film

Substrate

Graphene

Functionalization

to, for example, a transition from sp2 to sp3 hybridization.While the de-
gree of perturbation increases with increasing coverage [28,30], no ero-
sion or etching of the carbon backbone has been observed for the
conditions used here. A detailed analysis of the C1s high-resolution
spectra as well as Raman spectra for O-, N-, and F-functionalized
graphene for select process conditions can be found in [8,28,29] while
XPS survey spectra and Raman spectra for NH2-functionalized graphene
can be found in [27].

Although it is tempting to draw a detailed connection between the
density measurements (Fig. 3b) and the final surface concentration in
Fig. 4, the density measurement does not account for the rich variety
of reactive neutrals and ions within the plasma, their transport to the
surface and how each interacts with the surface. A detailed chemical
and structural analysis of the surfaces indicate that the bonding charac-
teristics evolve as the coverage increases [30], suggesting a set of surface
reactions that are coverage dependent. As a specific example, consider
the results for graphene exposed to Ar/NH3 plasmas [27]. The amount
of N-containing functional groups increases in a linear manner with
pressure while the primary amine concentration does not, which can-
not be simply understood in terms of increasing plasma density or
flux to the surface. Nonetheless, the results clearly show that by using
the appropriate reactive gas and operatingpressure, it is possible to con-
trol the type and concentration of chemical moieties on the surface of
graphene, which can be used to control the characteristics of the
surface.

Graphene is inert and so increasing its reactivity toward othermate-
rials has been of interest. In the context of the work here, chemical
functionalization can be used to modify the surface energy in an effort
control the interaction with deposited thin films. Changes in measured
contact angle and surface energy after functionalization are shown in
Table 1. In previous work [28], the connection between contact angle,
surface energy and adhesion in oxygen- and fluorine-functionalize
graphene was investigated. The presence of oxygen yielded a more hy-
drophilic surface that was characterized by a higher surface energy and
adhesive forces. The addition of fluorine provided the opposite results; a
hydrophobic surface with lower surface energy and adhesive forces.

The results of Table 1 show fluorination to be unique in the ability to
create a more hydrophobic surface. Indeed, water contact angles are
lower and surface energy higher when O, N, H, and NH2 moieties are
present. The values depend on the functional group type and, while
the hydrogen coverage is not well known, the trends agree with previ-
ous work [27] showing an increase in hydrophilicity with coverage.
Thus, with the exception of fluorine, chemical modification is expected
to promote the adhesion of metal films.

3.2. TDTR and the management of thermal conductance

In our previous works, we have studied the influence of functional
groups, introduced via plasma processing, on the thermal boundary
conductance across graphene-aluminum [9] and graphene-gold [8] in-
terfaces. Those results are summarized in Fig. 5 for samples at room

temperature. Both Al and Au are expected to be physisorbed on the sur-
face of graphene, which is theorized to results in a lower thermal
boundary conductance compared to chemisorbed systems, such as Ni-
and Ti-graphene [5,6,10]. From this, one can reasonably assume that
the addition of functional groups that lead to a more hydrophilic sur-
face, a typical indicator of improved adhesion between the metal film
and graphene, should increase the thermal boundary conductance.
The results of Fig. 5 generally support this concept where the addition
of oxygen and nitrogen moieties increase the thermal boundary con-
ductance and that increase depends on the amount of those groups. In
fact the, increase in conductance appears to be less dependent on func-
tional group type and more on surface concentration. The presence of
fluorine-containing groups, which make the surface slightly more hy-
drophobic, have no effect on the thermal boundary conductance.

The presence of hydrogen and its influence on thermal boundary
conductance is interesting. When H is introduced via Ar/H2 plasmas,
the graphene is more hydrophilic and yet the thermal boundary con-
ductance decreases. To understand this, subsequent studies using am-
monia-containing plasmas to introduce H moieties were performed. In
one case, an Ar/NH3 plasma was used and in the second, a two-step
Ar/N2 plasma followed by an Ar/NH3 was used. The results indicated
that when hydrogen exists in the form of NH2, both the hydrophilicity
and thermal boundary conductance increase. The magnitude of which
depends on the amount of nitrogen exposure.

The results for pure hydrogen functionalization are not well under-
stood since hydrogen, like nitrogen and oxygen is found to make the
surface more hydrophilic. In line with our contact angle measurements,
numerical studies of graphane– fully hydrated graphene– have found it
to be more hydrophilic than graphene [59,60]. As such, an increase,
rather than decrease, in the measured thermal boundary conductance
is expected. On the other hand, Monachon et al. [15] showed a decrease
in thermal boundary conductance across the interface of Cu, Al, and Ni
thin films and diamond substrates when the diamond is hydrogen ter-
minated. In this case however, hydrogen termination was also found
to lower the surface energy, as well as the work of adhesion between
the metal and substrates. In other words, their results show a correla-
tion between decreasing thermal boundary conductance and reduced
adhesion in diamond.

It might well be that water contact angle and/or adhesion is not suf-
ficient to predict the thermal boundary conductance in all cases. Given

Table 1
Change inwater contact angle and surface energy for chemicallymodified graphene.With
the exception of fluorinated graphene, the chemical modification of graphene produces a
surface that is more hydrophilic and has a higher surface energy.

Plasma
background

Operating
pressure
(mTorr)

Functional
group

Surface
coverage
(%)

Δ H2O
contact
angle (%)

Δ surface
energy
(%)

Ref

Ar/SF6 50 F 12 2% −39% [28]
Ar/O2 50 O 11 −70% 24% [28]
Ar/N2 50 N 8 −54% 16% [29]
Ar/N2 90 N 20 −40% 35%
Ar/NH3 90 NH2 9 −40% 32%
Ar/H2 50 H ≈10 −18% Unknown
Ar/H2 90 H N20 −30% Unknown
H2 Unknown H b5 −27% 42% [58]

Fig. 5. The change in thermal boundary conductance at aluminum-graphene (Al/Gr) and
gold-graphene (Au/Gr) interfaces as a function of the type and concentration of
functional groups at the interface prepared using operating backgrounds indicated in
the legend (e.g. Ar/O2). The functional groups incorporated will be the same as in Fig. 4,
with the ammonia treatments introducing some mixture of N and NHx groups. Also
shown (dashed line) is the result for an interface prepared using a Ti thin film (i.e. Au/
Ti/Gr). The presence of H- and F-functional groups as well as the Ti layer has little or
negative impact on the thermal boundary conductance. The presence of O- and N-
functional groups, however, tends to increase the thermal boundary conductance in
proportion to the concentration of those groups (the dotted line).

152 S.G. Walton et al. / Surface & Coatings Technology 314 (2017) 148–154
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CdO – a gateway for mid-IR plasmonics
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Figure 1 | Doping- and temperature-dependent properties of CdO:Dy. a, Transport data for CdO:Dy grown on MgO(100) substrates summarizing carrier
concentration (cm�3), carrier mobility (µ) and conductivity (� ) as a function of dysprosium concentration. b, Temperature-dependent sheet carrier
concentration (ns) as a function of [Dy] for CdO:Dy grown on MgO(100) substrates. c, Temperature-dependent resistivity (� cm) as a function of [Dy]
grown on MgO(100) substrates. d, Residual resistivity ratio, measured thermal conductivity (t) and theoretical values for the electron contribution to
thermal conductivity (e) calculated using the Wiedemann–Franz law for CdO:Dy grown on MgO(100) substrates as a function of Dy concentration.

high-mobility material at carrier concentrations that establish
plasma frequencies in the mid-infrared (ne >1020 cm�3), which is a
recognized challenge for conventional semiconductors.

In 1969, it was shown that combinations of mobility and carrier
density approaching the needs of mid-infrared plasmonics can
be achieved in intrinsic CdO single crystals17. Vacant oxygen
sites, the preferred native defect in CdO, were the source of
carriers and were modulated by reducing anneals. However, precise
and reproducible control of electrical transport by reduction is a
challenge, particularly considering the proximity in temperature
and pressure to conditions that destabilize the entire crystal. It is
thus reasonable to expect that doping with the correct aliovalent
cation may enable further optimization. To explore this hypothesis,
we developed a plasma-assisted molecular-beam epitaxy method to
synthesize Dy-doped CdO. In a CdO host, Dy populates the Cd
sublattice with a 3+ charge, and thus acts as an electron donor. The
initial experiment produced four dopant series of epitaxial layers,
each on a di�erent substrate, thus o�ering a range of orientation
and mismatch possibilities.

Room-temperature transport properties for a doping series of
CdO:Dy grown on MgO(100) substrates are shown in Fig. 1a. Two
trends are of particular interest. First, the free-electron concen-
tration is directly proportional to the dysprosium content, and an
n-type doping range spanning 5⇥1019–1⇥1021 cm�3 is accessible.
Second, the free-carriermobility increases withDy doping, reaching
a maximum of almost 500 cm2 V�1 s�1 at 5⇥ 1019 cm�3. After this
point, mobility falls steadily until the solubility limit is reached at
5⇥1021 cm�3. This mobility dependence was observed qualitatively

on three additional substrates (MgO(111), GaN(002) and Al2O3
(006)—see Supplementary Figs 1–3), and in each case the same 3–5
times increase in mobility was found. X-ray di�raction analysis of
CdO(002) rocking curves shows no dependence onDy content until
phase separation (see Supplementary Figs 4 and 5). Consequently,
crystalline disorder cannot explain this unusual mobility trend.

To understand this dependency, we consider the defect equilibria
within the CdO–Dy system as described by the intrinsic and
extrinsic defect reactions:

CdCd
x +OO

x ()CdCd
x +VO

·· +2n+ 1
2
O2(g) (1)

Dy2O3
CdO�!2DyCd · +2OO

x +2n+ 1
2
O2(g) (2)

CdO is an intrinsic n-type semiconductor, in which electrons
originate from doubly ionized O vacancies (equation (1)). The
carrier density depends on the ratio of the O-vacancy formation
energy to kBT . Aliovalent cations, such as Dy, populate the Cd
sublattice and act as extrinsic donors (equation (2)). The interplay
between the two reactions and their cooperative equilibration is
the key to understanding the present mobility trend. Dy doping
pins the extrinsic electron concentration (ne) in proportion to its
molar fraction. This is established by flux ratios during growth. The
intrinsic reaction is now forced to equilibrate in the presence of a
potentially large ne. By Le Chatelier’s principle, the intrinsic defect
reaction will be driven to the reactant side, which in turn lowers the
concentration of O vacancies.
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Figure 1 | Doping- and temperature-dependent properties of CdO:Dy. a, Transport data for CdO:Dy grown on MgO(100) substrates summarizing carrier
concentration (cm�3), carrier mobility (µ) and conductivity (� ) as a function of dysprosium concentration. b, Temperature-dependent sheet carrier
concentration (ns) as a function of [Dy] for CdO:Dy grown on MgO(100) substrates. c, Temperature-dependent resistivity (� cm) as a function of [Dy]
grown on MgO(100) substrates. d, Residual resistivity ratio, measured thermal conductivity (t) and theoretical values for the electron contribution to
thermal conductivity (e) calculated using the Wiedemann–Franz law for CdO:Dy grown on MgO(100) substrates as a function of Dy concentration.

high-mobility material at carrier concentrations that establish
plasma frequencies in the mid-infrared (ne >1020 cm�3), which is a
recognized challenge for conventional semiconductors.

In 1969, it was shown that combinations of mobility and carrier
density approaching the needs of mid-infrared plasmonics can
be achieved in intrinsic CdO single crystals17. Vacant oxygen
sites, the preferred native defect in CdO, were the source of
carriers and were modulated by reducing anneals. However, precise
and reproducible control of electrical transport by reduction is a
challenge, particularly considering the proximity in temperature
and pressure to conditions that destabilize the entire crystal. It is
thus reasonable to expect that doping with the correct aliovalent
cation may enable further optimization. To explore this hypothesis,
we developed a plasma-assisted molecular-beam epitaxy method to
synthesize Dy-doped CdO. In a CdO host, Dy populates the Cd
sublattice with a 3+ charge, and thus acts as an electron donor. The
initial experiment produced four dopant series of epitaxial layers,
each on a di�erent substrate, thus o�ering a range of orientation
and mismatch possibilities.

Room-temperature transport properties for a doping series of
CdO:Dy grown on MgO(100) substrates are shown in Fig. 1a. Two
trends are of particular interest. First, the free-electron concen-
tration is directly proportional to the dysprosium content, and an
n-type doping range spanning 5⇥1019–1⇥1021 cm�3 is accessible.
Second, the free-carriermobility increases withDy doping, reaching
a maximum of almost 500 cm2 V�1 s�1 at 5⇥ 1019 cm�3. After this
point, mobility falls steadily until the solubility limit is reached at
5⇥1021 cm�3. This mobility dependence was observed qualitatively

on three additional substrates (MgO(111), GaN(002) and Al2O3
(006)—see Supplementary Figs 1–3), and in each case the same 3–5
times increase in mobility was found. X-ray di�raction analysis of
CdO(002) rocking curves shows no dependence onDy content until
phase separation (see Supplementary Figs 4 and 5). Consequently,
crystalline disorder cannot explain this unusual mobility trend.

To understand this dependency, we consider the defect equilibria
within the CdO–Dy system as described by the intrinsic and
extrinsic defect reactions:

CdCd
x +OO

x ()CdCd
x +VO

·· +2n+ 1
2
O2(g) (1)

Dy2O3
CdO�!2DyCd · +2OO

x +2n+ 1
2
O2(g) (2)

CdO is an intrinsic n-type semiconductor, in which electrons
originate from doubly ionized O vacancies (equation (1)). The
carrier density depends on the ratio of the O-vacancy formation
energy to kBT . Aliovalent cations, such as Dy, populate the Cd
sublattice and act as extrinsic donors (equation (2)). The interplay
between the two reactions and their cooperative equilibration is
the key to understanding the present mobility trend. Dy doping
pins the extrinsic electron concentration (ne) in proportion to its
molar fraction. This is established by flux ratios during growth. The
intrinsic reaction is now forced to equilibrate in the presence of a
potentially large ne. By Le Chatelier’s principle, the intrinsic defect
reaction will be driven to the reactant side, which in turn lowers the
concentration of O vacancies.
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TDTR measurements of time scales of noneq. transport
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range measured in our experiments, the implications of
which will be discussed in more detail. The hollow symbols
represent data for thicker Au films (40 nm) with Ti adhesion
layer. Although the thickness of the Au films for these sam-
ples is still below the ballistic length of Au electrons, the
measured Geff values are lower compared to the thinner Au
films with Ti adhesion layer, the reason for which will also
be discussed in the following paragraphs. Furthermore, the
substrate dependence for these samples is not as pronounced
as for the thinner films.

For the Au films without Ti adhesion layers, the increase
in the rate of relaxation due to an increase in laser fluence
can be understood as a consequence of increased phase space
of the electrons taking part in the scattering mechanisms.41,54

The absorption of the pump pulse incident on the metal sur-
face creates an electron-hole pair distribution near a narrow
region (!1.5kBTe) around the Fermi surface. The Pauli
exclusion principle dictates that only the electrons in this
region are allowed to participate in the energy relaxation
process through collisions. Higher fluences leading to higher
Te,eff cause more electrons to take part in the relaxation pro-
cess that ultimately increases Geff.

The difference between the measured Geff values in the
Au films on different substrates with the inclusion of the Ti
layer suggests that scattering of the excited Au electrons in
the interfacial region (Ti/substrate) plays a role in the
enhancement of e-p coupling in these nanosystems. However,
we cannot rule out other scattering mechanisms that could be
working in tandem to augment heat flow in these systems. For
example, the electronic thermal conductance between the Au
and Ti layer, hee, and the electronic thermal conductivity and
e-p coupling in each layer in adjunction to metal-electron/
interface energy transfer, hei, could govern thermal transport
at these short time scales. Experimental values of hee on vari-
ous metal-metal interfaces have shown that the conductances
are an order of magnitude larger than the phonon mediated
conductances.55,56 Theoretically, due to this above argument,
we can safely neglect hee as other conductances control the
thermal transport in these systems. We experimentally support
this assertion later in this section.

At room temperature, the characteristic e-p relaxation
length scale is

ffiffiffiffiffiffiffiffiffiffiffi
je=G

p
, where je is the electronic thermal

conductivity. Using a value of 320 W m"1 K"1 for the elec-
tronic thermal conductivity and a value of 3# 1016 W m"3

K"1 for e-p coupling in Au yields an e-p mean free path of
$100 nm. Similarly, for Ti, using je¼ 8.2 W m"2 K"1 deter-
mined from electrical resistivity measurements57 and
G¼ 1.3# 1018 W m"3 K"1 (Ref. 44), results in a mean free
path of !3 nm. The thicknesses of the bi-layers used in this
work (Table I) are less than the e-p mean free paths for the
respective metals. For these thin film limits, the effective
conductance due to e-p coupling is Gd. Due to the very high
value of G in Ti (G¼ 1.3# 1018 W m"3 K"1 at room temper-
ature),44 the effective e-p conductance in the Ti layer is
approximately 3 GW m"2 K"1, a value much greater than
the effective conductance due to the weak e-p coupling in
the Au layer ($350 MW m"2 K"1 at low absorbed laser flu-
ences and room temperature conditions). These arguments
suggest that the main parameters affecting thermal transport

in samples with the thin Ti layers for the short time scales
considered in this work are hei and e-p coupling in the Au
layer. The effective e-p conductances in each metal layer are
added in series (e-p resistances add in parallel) and therefore
with the increase of the Au thickness, the weak coupling in
the Au layer decreases the value of the Geff measured for the
40 nm Au films. It is important to note that for a thermally
thick Ti layer, most of the energy will be deposited in the Ti
layer due to the strong e-p coupling that effectively couples
all the energy from the electrons to the lattice vibrations.

In our TTM model, we cannot explicitly deconvolve the
various scattering mechanisms associated with electron
energy transfer in the Ti interfacial region: i.e., e-e scattering
across the Au/Ti interface, e-p coupling in the Ti, and
electron-metal/phonon non-metal energy transfer (although
we have theoretically ruled out the e-e scattering across the
Au/Ti interface, hee, in our previous discussion, we re-
address this with experimental measurement below). Hence,
we collectively refer to these three conductive pathways as
electron-interface conductance, or hei, as previously defined.
Although we have previously measured Geff for thin Au
films,58 the TTM analysis cannot be applied directly to Ti
because of the complicated electronic band structure around
the Fermi energy which renders the Drude-based thermore-
flectance model inapplicable.50 However, from Fig. 3, it is
clear that if the metal film does not strongly adhere with the
nonmetal substrate, the substrate dependence in the e-p cou-
pling no longer exists. To further understand the various
scattering mechanisms contributing to hei, we repeat our
measurements for samples with a thin Pt layer instead of the
Ti layer between the Au film and the nonmetal substrates.
We chose Pt as the e-p coupling factor for Pt has been
reported to be similar to the value for Ti (Ref. 59) and also
because Pt does not adhere strongly to the nonmetal sub-
strates. Figure 4 shows the thermoreflectance signals for a
40 nm Au/Pt/Si and a 20 nm Au/Pt/Si along with the TTM
fits. Similar to the thermoreflectance signal for Au films

FIG. 4. TDTR data on 20 nm Au/Pt/Si and 40 nm Au/Pt/Si samples with the
corresponding fits using the modified TTM with a nonlinear thermoreflec-
tance model for the initial few picoseconds. The thermoreflectance response
at longer pump-probe delay times is also shown where the periodic oscilla-
tions in the data for 10–100 ps are representative of strain wave propagation.
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range measured in our experiments, the implications of
which will be discussed in more detail. The hollow symbols
represent data for thicker Au films (40 nm) with Ti adhesion
layer. Although the thickness of the Au films for these sam-
ples is still below the ballistic length of Au electrons, the
measured Geff values are lower compared to the thinner Au
films with Ti adhesion layer, the reason for which will also
be discussed in the following paragraphs. Furthermore, the
substrate dependence for these samples is not as pronounced
as for the thinner films.

For the Au films without Ti adhesion layers, the increase
in the rate of relaxation due to an increase in laser fluence
can be understood as a consequence of increased phase space
of the electrons taking part in the scattering mechanisms.41,54

The absorption of the pump pulse incident on the metal sur-
face creates an electron-hole pair distribution near a narrow
region (!1.5kBTe) around the Fermi surface. The Pauli
exclusion principle dictates that only the electrons in this
region are allowed to participate in the energy relaxation
process through collisions. Higher fluences leading to higher
Te,eff cause more electrons to take part in the relaxation pro-
cess that ultimately increases Geff.

The difference between the measured Geff values in the
Au films on different substrates with the inclusion of the Ti
layer suggests that scattering of the excited Au electrons in
the interfacial region (Ti/substrate) plays a role in the
enhancement of e-p coupling in these nanosystems. However,
we cannot rule out other scattering mechanisms that could be
working in tandem to augment heat flow in these systems. For
example, the electronic thermal conductance between the Au
and Ti layer, hee, and the electronic thermal conductivity and
e-p coupling in each layer in adjunction to metal-electron/
interface energy transfer, hei, could govern thermal transport
at these short time scales. Experimental values of hee on vari-
ous metal-metal interfaces have shown that the conductances
are an order of magnitude larger than the phonon mediated
conductances.55,56 Theoretically, due to this above argument,
we can safely neglect hee as other conductances control the
thermal transport in these systems. We experimentally support
this assertion later in this section.

At room temperature, the characteristic e-p relaxation
length scale is

ffiffiffiffiffiffiffiffiffiffiffi
je=G

p
, where je is the electronic thermal

conductivity. Using a value of 320 W m"1 K"1 for the elec-
tronic thermal conductivity and a value of 3# 1016 W m"3

K"1 for e-p coupling in Au yields an e-p mean free path of
$100 nm. Similarly, for Ti, using je¼ 8.2 W m"2 K"1 deter-
mined from electrical resistivity measurements57 and
G¼ 1.3# 1018 W m"3 K"1 (Ref. 44), results in a mean free
path of !3 nm. The thicknesses of the bi-layers used in this
work (Table I) are less than the e-p mean free paths for the
respective metals. For these thin film limits, the effective
conductance due to e-p coupling is Gd. Due to the very high
value of G in Ti (G¼ 1.3# 1018 W m"3 K"1 at room temper-
ature),44 the effective e-p conductance in the Ti layer is
approximately 3 GW m"2 K"1, a value much greater than
the effective conductance due to the weak e-p coupling in
the Au layer ($350 MW m"2 K"1 at low absorbed laser flu-
ences and room temperature conditions). These arguments
suggest that the main parameters affecting thermal transport

in samples with the thin Ti layers for the short time scales
considered in this work are hei and e-p coupling in the Au
layer. The effective e-p conductances in each metal layer are
added in series (e-p resistances add in parallel) and therefore
with the increase of the Au thickness, the weak coupling in
the Au layer decreases the value of the Geff measured for the
40 nm Au films. It is important to note that for a thermally
thick Ti layer, most of the energy will be deposited in the Ti
layer due to the strong e-p coupling that effectively couples
all the energy from the electrons to the lattice vibrations.

In our TTM model, we cannot explicitly deconvolve the
various scattering mechanisms associated with electron
energy transfer in the Ti interfacial region: i.e., e-e scattering
across the Au/Ti interface, e-p coupling in the Ti, and
electron-metal/phonon non-metal energy transfer (although
we have theoretically ruled out the e-e scattering across the
Au/Ti interface, hee, in our previous discussion, we re-
address this with experimental measurement below). Hence,
we collectively refer to these three conductive pathways as
electron-interface conductance, or hei, as previously defined.
Although we have previously measured Geff for thin Au
films,58 the TTM analysis cannot be applied directly to Ti
because of the complicated electronic band structure around
the Fermi energy which renders the Drude-based thermore-
flectance model inapplicable.50 However, from Fig. 3, it is
clear that if the metal film does not strongly adhere with the
nonmetal substrate, the substrate dependence in the e-p cou-
pling no longer exists. To further understand the various
scattering mechanisms contributing to hei, we repeat our
measurements for samples with a thin Pt layer instead of the
Ti layer between the Au film and the nonmetal substrates.
We chose Pt as the e-p coupling factor for Pt has been
reported to be similar to the value for Ti (Ref. 59) and also
because Pt does not adhere strongly to the nonmetal sub-
strates. Figure 4 shows the thermoreflectance signals for a
40 nm Au/Pt/Si and a 20 nm Au/Pt/Si along with the TTM
fits. Similar to the thermoreflectance signal for Au films

FIG. 4. TDTR data on 20 nm Au/Pt/Si and 40 nm Au/Pt/Si samples with the
corresponding fits using the modified TTM with a nonlinear thermoreflec-
tance model for the initial few picoseconds. The thermoreflectance response
at longer pump-probe delay times is also shown where the periodic oscilla-
tions in the data for 10–100 ps are representative of strain wave propagation.
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Hypothesis: If Au thickness (dAu) is thicker than electron-phonon 
mean free path (lep), nonequilibrium at interface will be negligible and 

“back heating” (time regime 3) will not be observed
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processes.24,25 However, there exist several experimental
results that cannot be predicted by theoretical models that
are solely based on phonon mediated transport such as the
well known diffuse mismatch model and the acoustic mis-
match model.24,26,27 These works allude to the fact that the
discrepancies in the theoretical models and the experimental
results arise due to the exclusion of physics that account for
metal electron to non-metal phonon interactions within the
models. This led to more robust theoretical models from
Huberman and Overhauser28 and Sergeev29,30 that proposed
a different channel of energy transport across metal/dielec-
tric interfaces.

Lyeo and Cahill31 have shown that electron-interface
scattering for Pb and Bi films on a diamond substrate does
not enhance the thermal boundary conductance. Their results
showed that the TBC is mainly driven by phonon scattering
processes, as Pb and Bi, which have similar Debye tempera-
tures yet different electron densities around their respective
Fermi surfaces, have comparable TBCs across the metal/
substrate interface. Their findings have been supported by
various phonon-phonon scattering theories.32–34 In addition,
recently, Singh et al.35 have shown that at non-cryogenic
temperatures, metal-electrons exhibit an adiabatic boundary
condition when scattering at metal/insulator interfaces.
Indeed, the thermal boundary conductance across metal/
substrate interfaces is primarily driven by phonons in the re-
gime of moderate non-equilibrium conditions between elec-
trons and phonons. This is in line with the hypothesis by
Majumdar and Reddy36 in which the electrons must first cou-
ple with the surrounding phonons in the metal film before
phonons can carry heat across the interface.

Understanding the interfacial scattering mechanisms
under conditions of strong non-equilibrium between elec-
trons and phonons, however, has received far less attention.

For example, we have previously shown that in thin gold
films on rough Si substrates, the influence of interfacial
roughness on e-p relaxation is only quantifiable at high effec-
tive electron temperatures.17 Along these lines, we have
shown both experimentally37,38 and theoretically39 that dur-
ing conditions of both e-e and e-p nonequilibrium, the elec-
tron cooling dynamics after short pulsed excitation can in
fact be influenced by the metal/substrate interface. Clearly,
based on our previous works, under conditions of strong
e-p nonequilibrium, electron energy exchange at or across a
metal/non-metal interface can affect e-p equilibration and
TBC. However, the phase space of this energy transport
pathway, which exists only under strong nonequilibrium
conditions, is relatively unchartered compared to its phonon-
phonon counterpart.40 Additionally, systematic studies to
determine how interfacial properties of different, well char-
acterized metal/substrate combinations can affect energy
flow from a nonequilibrium electron gas are necessary to for-
tify our understanding of e-p dynamics in warm-dense elec-
tron systems.

In light of the discussions in the previous paragraphs,
we measure the effective e-p coupling factor, Geff, in Au
films on various non-metal substrates with and without a
very thin (!3 nm) Ti adhesion layer across a wide range of
electron temperatures(Te! 400–2000 K). The thin Ti adhe-
sion layer is deposited to not only enhance the bonding
between the metal film and the dielectric substrate but also
to provide a strong channel for electron-phonon energy
exchange near the interface relative to the weak electron-
phonon coupling characteristic of Au. The inclusion of the
Ti adhesion layer is shown to significantly increase the meas-
ured Geff of the Au/Ti films compared to a system without
the adhesion layer. By repeating our measurements for three
different non-metallic substrates with different thermal con-
ductivities and phonon properties, we relate the electron-
interface scattering to thermal boundary conductance and
phonon properties of the substrate. We also show an increase
in the Geff values due to an increase in temperature, which is
in contrast to the conventional e-p energy exchange theory
based on free electrons6 where the e-p coupling factor is in-
dependent of temperatures greater than the Debye tempera-
ture of the metal. We attribute this temperature dependence
and increase in Geff to the increase in the number of elec-
tronic states around the Fermi level that couple their energy
to the lattice vibrations. Finally, we measure the TBC across
metal/substrate interfaces with and without the Ti adhesion
layer and show that at time scales when the electrons have
fully thermalized with the phonons, the electron-interface
conductance does not influence heat transport.

II. EXPERIMENTAL DETAILS

A. Sample preparation and characterization

Nominally 20 nm of gold films with and without a tita-
nium adhesion layer were evaporated onto crystalline silicon,
crystalline sapphire, and fused silica using electron-beam
evaporation. Thickness of the heterostructures was measured
via the X-ray reflectivity (XRR) technique, which was per-
formed using a Scintag PAD X diffractometer equipped with

FIG. 1. Thermoreflectance signal for a 20 nm Au/Si sample plotted as a
function of delay time between the pump and probe pulses. The data show
three distinct time regimes; the initial 10 ps during and after laser pulse
absorption that is characterized by electronic thermalization in the Au film,
followed by the picosecond acoustics regime that is marked by the periodic
oscillatory signal caused by longitudinal displacement of, or a strain wave
propagation in the film and the final time scale where the signal decays due
to heat transport across the film substrate interface and thermal effusion into
the substrate. In this plot, 2 ps is arbitrarily chosen as the maximum signal.
We note that for this particular data set, the cross correlation of the pump
and probe pulses is !700 fs.
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Recall TDTR and the “ultrafast” picosecond time scales

Data from: Giri et al. J. Appl. Phys. 117, 105105 (2015)
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increase of the chemical potential and large deviations from
the prediction of the free electron gas model.

The results on the electron temperature dependence of the
electron heat capacity, Ce!Te", obtained by incorporating the
results for the chemical potential into Eq. !3", are shown for
the three noble metals in Figs. 2!c", 3!c", and 4!c". For com-
parison, the linear dependences, Ce!Te"=!Te, are plotted for
both the low-temperature experimental values of the electron
heat capacity coefficient !exp #63.3 J m−3 K−2 for Ag,
96.8 J m−3 K−2 for Cu, and 67.6 J m−3 K−2 for Au !Ref. 47"$,
and the theoretical value, calculated as !th="2nekB

2 /2#F us-
ing the number density of s electrons in these noble metals,
i.e., ne=1.0 atom−1 !62.8 J m−3 K−2 for Ag, 71.0 J m−3 K−2

for Cu, and 62.9 J m−3 K−2 for Au". A better, as compared to
Al, agreement between the experimental and theoretical val-
ues of the heat capacity coefficients can be attributed to the
lower values of the electron-phonon coupling constant $ and
Debye temperature %D listed in Table I.44

At low electron temperatures, below a few thousand
Kelvins, the Ce!Te" dependences predicted by Eq. !3" follow
closely the linear dependences plotted with experimental val-
ues of the heat capacity coefficients. However, as the elec-

tron temperature becomes sufficiently high for thermal exci-
tation of a significant number of d electrons, positive
deviations from the linear temperature dependences are ob-
served for all three noble metals. The deviations start at
%3000 K in Cu and Au, where the high-energy edge of the d
band is located %2 eV below the Fermi energy, and at a
higher temperature of %5000 K in Ag, where the d band is
located deeper, %3 eV below the Fermi level. The large de-
viations of the electron heat capacity from the linear depen-
dence at electron temperatures that are readily achieved in
laser material processing applications suggest that the appli-
cation of the commonly used linear approximation Ce!Te"
=!Te can result in a significant overestimation of the tran-
sient values of the electron temperature during the time of
the electron-lattice nonequilibrium. The linear approximation
is, therefore, inappropriate for quantitative modeling of the
laser-induced processes in noble metals under conditions
when the electron temperature exceeds several thousand
Kelvins.

The effect of the thermal excitation of d band electrons,
discussed above for electron heat capacity, has also strong
implications for the temperature dependence of the electron-
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after pump pulse heating as well as the phase shift induced from
the modulated temperature change at f , FDTR can utilize a variety
of pulsed or continuous wave (cw) lasers to monitor the phase
shift in thermoreflectance signals solely as a function of f . When
f becomes low enough, the material of interest will reach steady-
state conditions during periods of the modulation event. In this
regime, a third technique has recently emerged. “Steady-State
Thermoreflectance” (SSTR) operates like FDTR only in the low
frequency limit,59 monitoring the thermoreflectance of the surface
at increasing pump powers and inducing a Fourier-like response
in the material. Ulitmately, SSTR offers an alternative method to
measure the thermal conductivity of materials via optical
pump-probe metrologies. The characteristic pump excitations and
responses for each of these techniques are presented in Fig. 1.
We review the recent advances in SSTR in Sec. IV.

In addition to their noncontact nature, these optical metrol-
ogies are advantageous relative to many other thermometry plat-
forms in the relatively small volume and near-surface region in
which they measure. By using proper laser wavelengths to ensure
nanoscale optical penetration depths, the thermal penetration
depth (i.e., the depth beneath the surface in which these tech-
niques measure the thermal properties), δthermal, can be limited to
the focused spot size, or much less, depending on the modulation
frequency. Furthermore, given that the pump and probe spot
sizes can be readily focused to length scales on the order of micro-
meters, thermoreflectance techniques allow for spatially resolved
surface measurements of thermal properties with micrometer-
resolution and the ability to create thermal property areal “maps” or
“images.” We review the pertinent length scales of TDTR, FDTR,
and SSTR in Sec. II, followed by the advances toward areal thermal
property “mapping” in Sec. III.

The change in reflectivity of a given material is related to both
the change in temperature of the material (i.e., the thermoreflec-
tance, which is ultimately of interest for the measurements of tem-
perature changes and thermal properties) and the change in the
number density of the carriers excited by the optical perturbation.
Thus, the total photoreflectance signal change that is measured in
TDTR, FDTR, or SSTR can be expressed as the sum of these two
components,60

ΔR ¼ @R
@T

ΔT þ @R
@N

ΔN , (1)

where @R=@T is the temperature reflectance coefficient, @R=@N is
the free-carrier reflectance coefficient, and ΔT and ΔN are the
changes in temperature and free carriers from the pump excitation,
respectively. In the majority of thermoreflectance measurements
reported in the literature, samples of interest are coated with a thin
metal film transducer, in which the change in reflectivity is directly
related to the change in temperature. This comes with the advan-
tage that the optical penetration depth in metals is confined to
,20 nm over a wide range of optical wavelengths, resulting in a
“near-surface” heating event. An additional advantage of using a
metal film transducer is that the @R

@N ΔN term in Eq. (1) is much
smaller than @R

@T ΔT , except for when pump excitations induce inter-
band transitions and their contributions become comparable.
Even so, the contribution to ΔR from @R

@N ΔN lasts only for !1 ps
for most metals.61,62 This is unlike nonmetals where not only tem-
perature, but also conduction band carrier population can change
the reflectivity significantly for lifetimes much longer than a
picosecond.63–65 However, if the optical and thermal penetration
depths of the pump and probe beams are properly accounted for,

FIG. 1. Characteristic excitations and corresponding responses for (a) TDTR, (b) FDTR, and (c) SSTR techniques. In TDTR, the magnitude of the thermoreflectance is
monitored as a function of pump-probe delay time, while in FDTR, the thermally-induced phase lag between the pump and probe is monitored as a function of frequency.
In SSTR, the steady-state induced magnitude of the thermoreflectance is monitored for given changes in heat flux. Notice the increase in thermal penetration depth,
δ thermal, in SSTR resulting from the lower modulation frequencies employed as compared to TDTR and FDTR.
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of pulsed or continuous wave (cw) lasers to monitor the phase
shift in thermoreflectance signals solely as a function of f . When
f becomes low enough, the material of interest will reach steady-
state conditions during periods of the modulation event. In this
regime, a third technique has recently emerged. “Steady-State
Thermoreflectance” (SSTR) operates like FDTR only in the low
frequency limit,59 monitoring the thermoreflectance of the surface
at increasing pump powers and inducing a Fourier-like response
in the material. Ulitmately, SSTR offers an alternative method to
measure the thermal conductivity of materials via optical
pump-probe metrologies. The characteristic pump excitations and
responses for each of these techniques are presented in Fig. 1.
We review the recent advances in SSTR in Sec. IV.

In addition to their noncontact nature, these optical metrol-
ogies are advantageous relative to many other thermometry plat-
forms in the relatively small volume and near-surface region in
which they measure. By using proper laser wavelengths to ensure
nanoscale optical penetration depths, the thermal penetration
depth (i.e., the depth beneath the surface in which these tech-
niques measure the thermal properties), δthermal, can be limited to
the focused spot size, or much less, depending on the modulation
frequency. Furthermore, given that the pump and probe spot
sizes can be readily focused to length scales on the order of micro-
meters, thermoreflectance techniques allow for spatially resolved
surface measurements of thermal properties with micrometer-
resolution and the ability to create thermal property areal “maps” or
“images.” We review the pertinent length scales of TDTR, FDTR,
and SSTR in Sec. II, followed by the advances toward areal thermal
property “mapping” in Sec. III.

The change in reflectivity of a given material is related to both
the change in temperature of the material (i.e., the thermoreflec-
tance, which is ultimately of interest for the measurements of tem-
perature changes and thermal properties) and the change in the
number density of the carriers excited by the optical perturbation.
Thus, the total photoreflectance signal change that is measured in
TDTR, FDTR, or SSTR can be expressed as the sum of these two
components,60

ΔR ¼ @R
@T

ΔT þ @R
@N

ΔN , (1)

where @R=@T is the temperature reflectance coefficient, @R=@N is
the free-carrier reflectance coefficient, and ΔT and ΔN are the
changes in temperature and free carriers from the pump excitation,
respectively. In the majority of thermoreflectance measurements
reported in the literature, samples of interest are coated with a thin
metal film transducer, in which the change in reflectivity is directly
related to the change in temperature. This comes with the advan-
tage that the optical penetration depth in metals is confined to
,20 nm over a wide range of optical wavelengths, resulting in a
“near-surface” heating event. An additional advantage of using a
metal film transducer is that the @R

@N ΔN term in Eq. (1) is much
smaller than @R

@T ΔT , except for when pump excitations induce inter-
band transitions and their contributions become comparable.
Even so, the contribution to ΔR from @R

@N ΔN lasts only for !1 ps
for most metals.61,62 This is unlike nonmetals where not only tem-
perature, but also conduction band carrier population can change
the reflectivity significantly for lifetimes much longer than a
picosecond.63–65 However, if the optical and thermal penetration
depths of the pump and probe beams are properly accounted for,

FIG. 1. Characteristic excitations and corresponding responses for (a) TDTR, (b) FDTR, and (c) SSTR techniques. In TDTR, the magnitude of the thermoreflectance is
monitored as a function of pump-probe delay time, while in FDTR, the thermally-induced phase lag between the pump and probe is monitored as a function of frequency.
In SSTR, the steady-state induced magnitude of the thermoreflectance is monitored for given changes in heat flux. Notice the increase in thermal penetration depth,
δ thermal, in SSTR resulting from the lower modulation frequencies employed as compared to TDTR and FDTR.
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FIG. 3. Schematic of the Steady-State Thermoreflectance (SSTR) experiment.
PBS: polarizing beam splitter, �/2, �/4: half- and quarter-wave plates, respec-
tively, 90:10 BS: 90% transmission/10% reflection beam splitter, PD: photodetec-
tor, BPD: balanced photodetector, ND: neutral density filter. The inset shows a
representative pump waveform vs. time.

pump onto the sample using an objective lens. The focused
pump and probe diameters were adjusted with lenses to be
equivalent sizes. Using 20⇥ and 10⇥ objective lenses, the 1/e2
diameters are 11 µm and 20 µm, respectively, as measured
via a scanning slit beam profiler (Thorlabs BP209-VIS). The
probe is back-reflected to a balanced photodetector (Thor-
labs PDB410A) along with the path-matched reference beam
to minimize common noise in the probe. The powers of the
reference and sample beams going into the photodetector
are adjusted to be equivalent via the half-wave plate to min-
imize noise. Samples tested in this study include two types
of a-SiO2, a plain glass microscope slide (Fisherbrand) and a
3 mm thick borosilicate glass (BK7) optical window (Thorlabs
WG10530); a 1 mm thick quartz wafer (Precision Micro Optics);
two types of Al2O3, a 300 µm thick wafer (UniversityWafer)
and a 3 mm thick window (Thorlabs WG30530); two types of
Si, a 300 µm thick wafer (UniversityWafer) and a 3 mm thick
window (Thorlabs WG80530); a 300 µm thick nitrogen-doped,
n-type 4H–silicon carbide (4H–SiC) wafer (MTI Corporation);
and a 300 µm thick polycrystalline diamond wafer (Element
Six TM200).

When using the 10⇥ objective lens, we typically use a
higher order ND filter to further reduce power going into
the pump photodetector. This is done to compensate for the
increased power needed to heat the sample to similar tem-
peratures to those achieved with the 20⇥ objective. Using a
lock-in amplifier (Zurich Instruments UHFLI) synced to the
chopper frequency, the magnitude (�V) of the probe signal
divided by the DC probe signal (V) is recorded simultaneously
with the lock-in magnitude of the pump photodetector (�P).
�P as determined by the LIA is proportional to the amplitude
of the sinusoidal component of the pump waveform. Likewise,
�V corresponds to only the sinusoidal component of the probe
waveform. LIA detection thus allows for modulation of the
pump with an arbitrary periodic waveform (square, sine, trian-
gle, etc.) and with any offset power to obtain the same relation
between the lock-in pump power and the lock-in probe mag-
nitude. The pump power is increased linearly so that a linear
relation between �V/V with pump power is obtained. The
slope of this relation, after determining the appropriate pro-
portionality constant, is used to determine thermal conductiv-
ity by comparing it to the thermal model given in Appendix B.
Alternatively, a PWA with a boxcar averager is used to record
both the pump and probe waveforms over several periods of
temperature oscillation by again syncing to the chopper fre-
quency. Using this approach, we can visualize the sample tem-
perature rise vs. time to determine the steady-state regime of
the temperature rise.

Comparing the two detection schemes, the LIA approach
allows for faster data acquisition, allows for full automation
of both data acquisition and analysis, and is independent
of the waveform used as only the sinusoidal component is
recorded. However, because sinusoidal modulation can only
achieve a quasi steady-state, for accurate determination of
low-diffusivity materials, (i) the modulation frequency must
be lower compared with the PWA case or (ii) the thermal
model must include the modulation frequency as an input
parameter. The PWA approach, on the other hand, extracts the
total waveform of the probe reflectivity vs. time. As such, the
square wave reflectivity waveform that results from a square
wave pump input can be deduced. Furthermore, data anal-
ysis is performed by manually choosing the time range in
which the “on” and “off” state occur, ensuring we can pick the
true steady-state temperature rise for determining thermal
conductivity.

V. SIGNAL ANALYSIS
The probe reflectivity response measured by using the

photodetector, �V/V, is proportional to the normalized
change in reflectivity, �R/R, which is related to the change in
temperature of the sample surface by the thermoreflectance
coefficient � so that

�R

R
=

 
1
R

@R

@T

!
�T = � �T. (1)

In general, � is temperature dependent. For Al, � is
1.14 ⇥ 10�4 K�1 and varies at a rate of 0.22 ⇥ 10�4/100 K21
near our probe wavelength of 786 nm. Keeping temperature
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Nonequilibrium processes at Au/CdO interfaces
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Nonequilibrium processes at Au/CdO interfaces

• Transparent buffer layer stops 
ballistic electrons, but allows light 
to transmit

• No back-heating observed for any 
dopant concentration!
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