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Interfacial heat transport : Thermal boundary conductance
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Several prior reviews have also highlighted some of the 
important advancements made in the understanding of Kapitza 
conductance at the nanoscale. The seminal article by Swartz 
and Pohl published in 1989 summarized the measurements 
conducted at cryogenic temperatures and presented the physical 
insights in terms of the acoustic mismatch model (AMM) and 
the diffuse mismatch model (DMM) and the phonon radiation 
limit that are still being used to interpret experimental results 
and provide key insights into the physical mechanisms dictating 
hK. More recently, Hopkins[39] has summarized various experi-
mental factors and near-interfacial defects and imperfections 
that drive hK, mainly focusing on metal/nonmetal interfaces 
that are ubiquitous in time domain thermoreflectance (TDTR) 
and frequency domain thermoreflectance (FDTR) experiments. 
Monachon et al.[40] presented the materials perspective on hK 
and reviewed various experimental techniques used to measure 
hK from the past 30 years.

In this current review, we discuss the significant advances 
in understanding thermal boundary conductance both from 
experimental and computational fronts. We present the flaws 
that accompany the basic assumptions driving the theoretical 
models used extensively in literature to understand experi-
mental results for hK across various types of interfaces. Specifi-
cally, we highlight experiments and computational works that 
have challenged the use of the phonon gas models such as 
the DMM and AMM in interpreting the physical mechanisms 
driving interfacial energy transport. We start with the concep-
tual foundations that have shaped the conventional knowledge 
of interfacial conductance at the nanoscale. Then we present 
experimental works that have challenged these conventional 
theories and follow this with recent computational works that 

have provided a deeper understanding of thermal boundary 
conductance and support the experimental findings. Then we 
present some of the recent advancements in understanding and 
controlling hK across various material systems with different 
types of energy carriers. Finally, we present the main conclu-
sions and provide an outlook for future research directions.

2. Commonly Invoked Semiclassical Formalisms 
for Predicting Thermal Boundary Conductance
A mathematical representation of heat flux across an interface 
from side 1 to side 2, in the most general form, is traditionally 
given in terms of the Landauer formalism as[41,42]
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where the transport is in the z-direction perpendicular to the 
interface, j is the polarization, θ1 and φ1 are the azimuthal and 
elevation angles of the heat flux, !k  is the wave-vector (where 
x, y, and z subscripts indicate individual Cartesian direc-
tions of this vector), E is the energy, ζ1 → 2 is the transmission 
coefficient from side 1 to 2, f is the distribution function for 
the energy carrier, and !v j  is the carrier group velocity. Solving 
the full Equation (1) to calculate interfacial flux requires knowl-
edge of spectral contributions from the energy carriers. Further-
more, due to the fact that thermal transport occurs when the 
system is driven out of equilibrium, it is technically incorrect to 
assume that the energy distribution can be approximated with 
an equilibrium distribution function such as the Fermi–Dirac 
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Figure 1. Illustration of various technologies reliant on dissipating or confining energy more efficiently through engineering nanoscale interfaces.
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or Bose–Einstein distributions. In this context, the full Boltz-
mann transport equation needs to be solved to formulate f.[43] 
To reduce the computational cost and complexity, simplified 
statistical distribution functions are used and general assump-
tions regarding interfacial scattering are invoked to effectively 
predict the flux across interfaces between two materials. For 
example, the phonon flux impingent on an interface between 
two isotropic solids can be approximated under the isotropic 
assumption as
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constant, ℏω is the energy of the phonon mode, ,"vg j  is the 
group velocity, and ( )"D k  is the density of states. The tempera-
ture derivative of Equation (2) with the inclusion of a transmis-
sion coefficient allows for the calculation of thermal boundary 
conductance, which is given as
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The transmission coefficient from side 1 to 2, ( )1 2"ζ →k , can 
be approximated via various phonon–phonon scattering models 
such as the DMM and AMM.[44–46] In these models, the mis-
match in acoustic properties or vibrational DOS, limits the 
interfacial phonon transmission, and therefore restricts the 
phonon flux that transmits across the interface. These models 
and further refinements of these models have been extensively 
described in the literature.[42,47–53]

The AMM was first formulated by Little in 1959 by solving 
the continuum elasticity equations.[45] This formulation is 
rooted in the assumptions that phonons perceive the interface 
as a specular boundary and specular wave interactions and 
transmission at the interface dictates the transport. Analogous 
to the mismatch in the refractive indices between two media in 
optics, the resistance at the interface between two solids under 
the AMM is due to the difference in the sound speeds that 
result from the acoustic impedances. Therefore, the transmis-
sion coefficient for phonon energy in side 1 to side 2 is given as
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where ρ and c are the the mass density and speed of sound, 
respectively. In this model, there are no atomistic properties 
intrinsic to the interface. It has been shown to successfully 
reproduce some measurements of hK at cryogenic tempera-
tures; however, at elevated temperatures above ≈30 K, the 
assumption of specular transmission is assumed to breakdown 
even for perfect interfaces.[24] For interfaces with imperfections 
and disorder, the AMM can no longer predict hK even for tem-
peratures as low as 1 K and a more suitable approach is the 
DMM.[44]

The basic assumption built in the DMM is that phonons are 
scattered diffusively at an interface, and thus they lose memory 
of their initial direction and polarization in the incident mate-
rial. Further, an additional commonly invoked assumption is 
the elastic two-phonon scattering, where a phonon of frequency 
ω in one side of the interface can only transmit energy across 
the interface to another phonon with the same frequency. This 
implies that the temperature dependence of hK is dictated by 
the phonon population of the material with the lower Debye 
temperature (lower maximum frequency) between the two 
solids. Therefore, above the Debye temperature of the lower 
Debye temperature material, in the elastic scattering limit, hK 
will be constant. There has been some success using the DMM 
to predict experimental measurements of hK for various types 
of interfaces;[39] however, this agreement between theory and 
experiments can be considered a mere coincidence due to the 
fact that the crude assumptions made in the DMM render 
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Figure 2. a) Schematic of atomically imperfect interfaces with atomic 
mixing and roughness between two solids in intimate contact. The arrows 
indicate interfacial modes localized near the interface that are not present 
in the bulk of either material. These interfacial modes can significantly 
enhance thermal boundary conductance. b) Experimentally measured 
thermal boundary conductance versus ratio of the elastic moduli of the 
two constituent materials (Si/SiO2,[17] SiO2/Al2O3,[18] Al/Diamond, Pt/
Diamond,[19] Al/SiC,[20] Au/GaN,[21] Al/Ge,[22] GaN/SiC,[23] TiN/MgO,[24] 
SRO/STO,[25] Pt/Al2O3,[26] ZnO/GaN,[27] ZnO/HQ/ZnO,[28] Si/vdW (van 
der Waals interface)/Si,[29] Bi/Si,[30] Mo/Si, Al/Si, Ni/Si,[31] Cr/Si, Pt/Si, 
Au/Si,[32] NiSi/Si and CoSi2/Si[33]).
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or Bose–Einstein distributions. In this context, the full Boltz-
mann transport equation needs to be solved to formulate f.[43] 
To reduce the computational cost and complexity, simplified 
statistical distribution functions are used and general assump-
tions regarding interfacial scattering are invoked to effectively 
predict the flux across interfaces between two materials. For 
example, the phonon flux impingent on an interface between 
two isotropic solids can be approximated under the isotropic 
assumption as
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ture derivative of Equation (2) with the inclusion of a transmis-
sion coefficient allows for the calculation of thermal boundary 
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The transmission coefficient from side 1 to 2, ( )1 2"ζ →k , can 
be approximated via various phonon–phonon scattering models 
such as the DMM and AMM.[44–46] In these models, the mis-
match in acoustic properties or vibrational DOS, limits the 
interfacial phonon transmission, and therefore restricts the 
phonon flux that transmits across the interface. These models 
and further refinements of these models have been extensively 
described in the literature.[42,47–53]

The AMM was first formulated by Little in 1959 by solving 
the continuum elasticity equations.[45] This formulation is 
rooted in the assumptions that phonons perceive the interface 
as a specular boundary and specular wave interactions and 
transmission at the interface dictates the transport. Analogous 
to the mismatch in the refractive indices between two media in 
optics, the resistance at the interface between two solids under 
the AMM is due to the difference in the sound speeds that 
result from the acoustic impedances. Therefore, the transmis-
sion coefficient for phonon energy in side 1 to side 2 is given as
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where ρ and c are the the mass density and speed of sound, 
respectively. In this model, there are no atomistic properties 
intrinsic to the interface. It has been shown to successfully 
reproduce some measurements of hK at cryogenic tempera-
tures; however, at elevated temperatures above ≈30 K, the 
assumption of specular transmission is assumed to breakdown 
even for perfect interfaces.[24] For interfaces with imperfections 
and disorder, the AMM can no longer predict hK even for tem-
peratures as low as 1 K and a more suitable approach is the 
DMM.[44]

The basic assumption built in the DMM is that phonons are 
scattered diffusively at an interface, and thus they lose memory 
of their initial direction and polarization in the incident mate-
rial. Further, an additional commonly invoked assumption is 
the elastic two-phonon scattering, where a phonon of frequency 
ω in one side of the interface can only transmit energy across 
the interface to another phonon with the same frequency. This 
implies that the temperature dependence of hK is dictated by 
the phonon population of the material with the lower Debye 
temperature (lower maximum frequency) between the two 
solids. Therefore, above the Debye temperature of the lower 
Debye temperature material, in the elastic scattering limit, hK 
will be constant. There has been some success using the DMM 
to predict experimental measurements of hK for various types 
of interfaces;[39] however, this agreement between theory and 
experiments can be considered a mere coincidence due to the 
fact that the crude assumptions made in the DMM render 
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Figure 2. a) Schematic of atomically imperfect interfaces with atomic 
mixing and roughness between two solids in intimate contact. The arrows 
indicate interfacial modes localized near the interface that are not present 
in the bulk of either material. These interfacial modes can significantly 
enhance thermal boundary conductance. b) Experimentally measured 
thermal boundary conductance versus ratio of the elastic moduli of the 
two constituent materials (Si/SiO2,[17] SiO2/Al2O3,[18] Al/Diamond, Pt/
Diamond,[19] Al/SiC,[20] Au/GaN,[21] Al/Ge,[22] GaN/SiC,[23] TiN/MgO,[24] 
SRO/STO,[25] Pt/Al2O3,[26] ZnO/GaN,[27] ZnO/HQ/ZnO,[28] Si/vdW (van 
der Waals interface)/Si,[29] Bi/Si,[30] Mo/Si, Al/Si, Ni/Si,[31] Cr/Si, Pt/Si, 
Au/Si,[32] NiSi/Si and CoSi2/Si[33]).
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k ~ 1 – 100 W m-1 K-1
LK ~ 10 nm – 1 µm
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to control thermal boundary conductance
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rates as shown in figure 4(a). Thus, a higher oxide compo-
sition in the Ti layer at an Au/Ti/Gr/SiO2 contact leads to a
lower hK (higher resistance) than a lower oxide composition.
Stated differently, our results suggest that to minimize the
thermal resistance at the Au/Ti/Gr/SiO2 contact, the Ti
should be as metallic as possible. In contrast to thermal
transport, electrical transport does not appear to be as sensi-
tive to the composition of the contact for this particular
sample; however, the results shown in figure 3 indicate that
the reactor base pressure does have an impact on RC.

Discussion

It is apparent in figure 1 that samples processed identically
might result in different oxide compositions. A major source
of variability in the Gr/metal interface chemistry is related to
PMMA residue from the transfer process. PMMA is typically
removed by dissolution in acetone followed by an anneal in
UHV at a temperature high enough to dissociate the various
hydrocarbon species [23]. The thermal decomposition of
PMMA is inherently a random process, and generated radi-
cals can react with defects in the graphene or form longer
polymer chains that cannot be removed [24]. Therefore,
samples which undergo the same PMMA removal process
can be left with different quantities of PMMA residue, and the
quantity of PMMA residue is unlikely to be uniform across a
single sample. Lee et al have shown that a PMMA-free
transfer process results in lower contact resistance than that
which uses PMMA [25]. PMMA residues are known to dope
graphene and alter its electronic properties [23]. Furthermore,
transport across the Ti/Gr interface will be inhibited by the
presence of contaminants, which scatter charge carriers and
obstruct hybridization between the graphene π-orbitals and Ti

metal d-orbitals [10, 26]. Orbital hybridization will be
inhibited both by the presence of polymer residues at the
interface and by the presence of an oxidized contact rather
than a metallic one. It has been shown that PMMA residues
react with Ti overlayers [27]. Other sources of variability, in
both the interface and contact chemistry, could be related to
intrinsic defects in the CVD-grown graphene film or due to
other extrinsic effects of transfer process including residual
Cu, incomplete removal of graphene from the back of the Cu
foil, wrinkles and tears in the film, or adsorbates. While
measures can be taken to assess the quality and uniformity of
the transferred graphene prior to device fabrication, such as
characterization with Raman spectroscopy, these defects are
inherent to the transfer process and are fundamentally
uncontrollable.

Despite the inevitable sample-to-sample variability, our
results suggest that some degree of control over contact
composition is achievable during the deposition process,
particularly via deposition rate and base pressure. The overall
linear correlation between oxide composition and RC sum-
marized in figure 3 is not surprising given that the electrical
resistivity of TiO2 is orders of magnitude higher than that of
metallic Ti [28]. The results presented in figure 2 indicate that
the cleanliness of the graphene/TiOx interface, which is
affected by the base pressure of the deposition, likely dom-
inates RC to a greater extent than the oxide composition.
While we observe a relationship between deposition rate and
oxide composition in figure 1, and a correlation between RC

and oxide composition in figure 3, it is important to note that
deposition rate does not have a substantial effect on RC. It
then follows that oxide composition is not the prevailing
factor determining RC.

The possible origins of the change in thermal boundary
conductance with change in oxygen content of the Ti layer
between the Au and graphene could manifest from various
changes in electronic and vibrational scattering and interfacial
transport in each layer of the Au/Ti/Gr/SiO2 boundary

Figure 4. (a) Ti 2p core-level spectra for Gr/SiO2 deposited at
different rates at a base pressure of 1×10−7 Torr. (b) Time-domain
thermoreflectance data for the same samples as a function of oxide
composition.Figure 3. Plot of width-normalized contact resistivity as a function of

oxide composition showing a linear trend with a correlation
coefficient of 0.7. Each set of identical markers on the plot
corresponds to samples that were cut from the same piece of
transferred graphene but processed under different conditions.
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warrants more thorough interface characterization. Titanium
was selected for this work as it is commonly used as a contact
or adhesion layer for graphene due to its low work function
and low electron Schottky barrier.

Experimental details

To fabricate samples for this experiment, commercial gra-
phene grown by chemical vapor deposition (CVD) on Cu foil
(from Graphene Supermarket) was transferred to SiO2 by a
polymethyl methacrylate (PMMA) carrier film followed by a
ultra high vacuum (UHV) anneal to remove PMMA residues
[14]. Following the transfer, a 5 nm film of titanium was
deposited onto Gr/SiO2 in a high vacuum (HV) electron
beam evaporator at pressures of 10−7 or 10−6 Torr and
deposition rates ranging from 0.01 to 0.5 nm s−1, indicated by
a quartz crystal monitor. Samples for TLM measurements
were fixed with a shadow mask described elsewhere [9] prior
to metal evaporation. The samples were not exposed to
atmosphere following the deposition of Ti. Au was deposited
to cap the samples prior to removal from UHV, in order to
prevent further oxidation of the Ti layer upon air exposure.
Au films of 500 nm, 80 nm, and 2 nm were deposited on
samples for TLM, thermal measurements, and XPS, respec-
tively. X-ray photoelectron spectroscopy data was collected
with a monochromated x-ray source at a pass energy of 50 eV
in a UHV system described previously [15]. Spectra were
deconvoluted using kolXPD software [16] to extract relative
compositions of Ti metal and Ti oxide. The samples were
then characterized by the transfer length method and time-
domain thermoreflectance to determine RC and thermal
boundary conductance, respectively. More detailed descrip-
tions of these measurements are included in the supporting
information available online at stacks.iop.org/NANO/29/
145201/mmedia.

Results

We have found that oxide composition is largely dependent
on the contact deposition conditions. Titanium is highly
reactive and will readily oxidize under high-vacuum deposi-
tion conditions. As others have suggested [17–19], the
adsorption of oxidizing species onto the substrate surface
during deposition will affect the chemistry of the contact,
which is expected to manifest in the electrical and thermal
properties of the interface. Figure 1 shows oxide composition
versus deposition rate for samples fabricated from three
individually transferred pieces of graphene.

Each color represents a single piece of graphene trans-
ferred to SiO2 and subsequently split into three (or four)
samples to receive metal deposition at three (or four) different
deposition rates. Sample-to-sample variability is observed,
but there appears to be a trend of decreasing oxide compo-
sition with increasing deposition rate. The deposition rate
determines the impingement rate of Ti atoms on the surface of
the substrate relative to the impingement rate of the oxidizing

species from residual gases. It is therefore expected that
higher deposition rates result in lower oxide composition,
since at higher deposition rates Ti atoms arrive at the sample
surface at faster rates than oxidizing species in the chamber.
The anomalous data point can be explained by the presence of
additional oxidizing species from PMMA residues which will
be addressed in the discussion section.

Base pressure also has a substantial effect, which can
dominate over deposition rate. A sizable partial pressure of
residual H2O or OH is typically detected in elastomer-sealed
vacuum chambers and the base pressure is a measure of the
quantity of residual gases in the chamber. During deposition,
these residual H2O and OH molecules are impinging on the
sample surface, along with the Ti. Depositing at higher
pressures increases the amount of oxidizing species available
for reaction with Ti, and depositing at lower deposition rates
increases the fraction of Ti atoms that will react with oxi-
dizing species upon reaching the surface. This is observed in
figure 2. To overcome any issue of sample-to-sample varia-
bility, each sample represented in figure 2 was cut from a
single piece Gr/SiO2 produced in a single transfer. Two out
of the three samples were deposited on at the same rate but
different base pressures, and two out of three were deposited
on at the same base pressure but different rates. In figure 2(a),
(i) corresponds to a deposition 1×10−7 Torr and a rate of
0.01 nm s−1, (ii) corresponds to a deposition at 1×10−7 Torr
and a rate of 0.1 nm s−1 and (iii) corresponds to a pressure of
1×10−6 Torr at a rate of 0.1 nm s−1. The corresponding
TLM data for each are shown in figure 2(b). Comparison of
(i) and (ii) illustrates the effect of deposition rate alone at the
same base pressure. As previously discussed, a lower oxide
composition results at a faster deposition rate. In (ii) and (iii),
we observe the effects of varying base pressure at the same
deposition rate. Depositing at 1×10−7 Torr yields 25%
oxide whereas 1×10−6 Torr results in 78% oxide. This
indicates that base pressure has a substantial effect on oxide
composition. The TLM results corresponding to (i) and (iii)

Figure 1. Plot of Ti oxide composition versus deposition rate at a
pressure of 1×10−7 Torr on Gr/SiO2 samples. Each identical
marker shape represents samples cut from the same piece of
graphene.
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processes.24,25 However, there exist several experimental
results that cannot be predicted by theoretical models that
are solely based on phonon mediated transport such as the
well known diffuse mismatch model and the acoustic mis-
match model.24,26,27 These works allude to the fact that the
discrepancies in the theoretical models and the experimental
results arise due to the exclusion of physics that account for
metal electron to non-metal phonon interactions within the
models. This led to more robust theoretical models from
Huberman and Overhauser28 and Sergeev29,30 that proposed
a different channel of energy transport across metal/dielec-
tric interfaces.

Lyeo and Cahill31 have shown that electron-interface
scattering for Pb and Bi films on a diamond substrate does
not enhance the thermal boundary conductance. Their results
showed that the TBC is mainly driven by phonon scattering
processes, as Pb and Bi, which have similar Debye tempera-
tures yet different electron densities around their respective
Fermi surfaces, have comparable TBCs across the metal/
substrate interface. Their findings have been supported by
various phonon-phonon scattering theories.32–34 In addition,
recently, Singh et al.35 have shown that at non-cryogenic
temperatures, metal-electrons exhibit an adiabatic boundary
condition when scattering at metal/insulator interfaces.
Indeed, the thermal boundary conductance across metal/
substrate interfaces is primarily driven by phonons in the re-
gime of moderate non-equilibrium conditions between elec-
trons and phonons. This is in line with the hypothesis by
Majumdar and Reddy36 in which the electrons must first cou-
ple with the surrounding phonons in the metal film before
phonons can carry heat across the interface.

Understanding the interfacial scattering mechanisms
under conditions of strong non-equilibrium between elec-
trons and phonons, however, has received far less attention.

For example, we have previously shown that in thin gold
films on rough Si substrates, the influence of interfacial
roughness on e-p relaxation is only quantifiable at high effec-
tive electron temperatures.17 Along these lines, we have
shown both experimentally37,38 and theoretically39 that dur-
ing conditions of both e-e and e-p nonequilibrium, the elec-
tron cooling dynamics after short pulsed excitation can in
fact be influenced by the metal/substrate interface. Clearly,
based on our previous works, under conditions of strong
e-p nonequilibrium, electron energy exchange at or across a
metal/non-metal interface can affect e-p equilibration and
TBC. However, the phase space of this energy transport
pathway, which exists only under strong nonequilibrium
conditions, is relatively unchartered compared to its phonon-
phonon counterpart.40 Additionally, systematic studies to
determine how interfacial properties of different, well char-
acterized metal/substrate combinations can affect energy
flow from a nonequilibrium electron gas are necessary to for-
tify our understanding of e-p dynamics in warm-dense elec-
tron systems.

In light of the discussions in the previous paragraphs,
we measure the effective e-p coupling factor, Geff, in Au
films on various non-metal substrates with and without a
very thin (!3 nm) Ti adhesion layer across a wide range of
electron temperatures(Te! 400–2000 K). The thin Ti adhe-
sion layer is deposited to not only enhance the bonding
between the metal film and the dielectric substrate but also
to provide a strong channel for electron-phonon energy
exchange near the interface relative to the weak electron-
phonon coupling characteristic of Au. The inclusion of the
Ti adhesion layer is shown to significantly increase the meas-
ured Geff of the Au/Ti films compared to a system without
the adhesion layer. By repeating our measurements for three
different non-metallic substrates with different thermal con-
ductivities and phonon properties, we relate the electron-
interface scattering to thermal boundary conductance and
phonon properties of the substrate. We also show an increase
in the Geff values due to an increase in temperature, which is
in contrast to the conventional e-p energy exchange theory
based on free electrons6 where the e-p coupling factor is in-
dependent of temperatures greater than the Debye tempera-
ture of the metal. We attribute this temperature dependence
and increase in Geff to the increase in the number of elec-
tronic states around the Fermi level that couple their energy
to the lattice vibrations. Finally, we measure the TBC across
metal/substrate interfaces with and without the Ti adhesion
layer and show that at time scales when the electrons have
fully thermalized with the phonons, the electron-interface
conductance does not influence heat transport.

II. EXPERIMENTAL DETAILS

A. Sample preparation and characterization

Nominally 20 nm of gold films with and without a tita-
nium adhesion layer were evaporated onto crystalline silicon,
crystalline sapphire, and fused silica using electron-beam
evaporation. Thickness of the heterostructures was measured
via the X-ray reflectivity (XRR) technique, which was per-
formed using a Scintag PAD X diffractometer equipped with

FIG. 1. Thermoreflectance signal for a 20 nm Au/Si sample plotted as a
function of delay time between the pump and probe pulses. The data show
three distinct time regimes; the initial 10 ps during and after laser pulse
absorption that is characterized by electronic thermalization in the Au film,
followed by the picosecond acoustics regime that is marked by the periodic
oscillatory signal caused by longitudinal displacement of, or a strain wave
propagation in the film and the final time scale where the signal decays due
to heat transport across the film substrate interface and thermal effusion into
the substrate. In this plot, 2 ps is arbitrarily chosen as the maximum signal.
We note that for this particular data set, the cross correlation of the pump
and probe pulses is !700 fs.

105105-2 Giri et al. J. Appl. Phys. 117, 105105 (2015)
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20 nm Au
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~5 nm TiOx

substrates, which could in effect change the amount of me-
tallic Ti at the interface. This would lead to a different volu-
metric coupling between electrons and the Ti lattice for the
different dielectric substrates studied in this work. At pres-
ent, we cannot conclusively rule out this possibility.
However, our experimental evidence in Fig. 3 clearly dem-
onstrates the increase in e-p coupling in Au/Ti films com-
pared to Au films, which we attribute to an increased
coupling in the interfacial Ti region and/or across the metal/
non-metal interface during e-p equilibration.

B. Thermal diffusion processes after electron-phonon
equilibration

To further understand the heat distribution and diffusion
processes in these nanosystems, we plot the TDTR data for
samples with the Ti adhesion layer (on various substrates)
for a pump-probe delay time of up to 1 ns in Fig. 6. A quali-
tative analysis of the magnitude of the TDTR signal over the
entire time scale from pump absorption to 1000 ps provides
direct insight into the various thermal processes occurring
within these temporal regimes in the metal films since the
change in the reflectivity measured in our experiments is
related to the sample surface temperature. For example, the
first few picoseconds after laser absorption is marked by a
fast transient decay of the TDTR signal, which we relate to
electronic thermalization as described previously. The fast
e-p coupling in the Ti layer leads to the increase in the ther-
mal energy of the Ti lattice at a time scale of a few picosec-
onds after laser pulse absorption (Fig. 2). After the electronic
system has equilibrated with the lattice vibrations, at time

scales from 10 to 50 ps, the heat has not yet diffused across
the metal bi-layer/substrate interface via phonon-phonon
mediated transport since energy diffusion due to this process
occurs with at least an order of magnitude larger time con-
stant (sinterface¼ dC/hK, Ref. 26). Due to the relatively larger
time constant for the heat to flow across the metal bi-layer/
substrate interface through lattice vibrations, the thermal
energy from the Ti lattice is transferred to the relatively
colder Au lattice. Consequently, the increase in the tempera-
ture of the Au layer leads to an increase in the thermoreflec-
tance signal at these time scales as shown in Fig. 6 for 40 nm
Au/Ti systems, similar to the processes discussed in Ref. 55.
In comparison to Fig. 1, where the TDTR data at time scales
of 10–100 ps are representative of longitudinal displacement
of the weakly adhered Au film on the silicon substrate driven
by strain induced from the sudden heating event created by
the laser pulses,61 the rise in the thermoreflectivity signal for
the samples with the Ti layer suggests that thermal transport
in these systems are very different compared to homogene-
ous thin films. More specifically, thermal diffusion in these
Au/Ti samples originates in the interfacial layer between the
Au and the substrate due to thermalization of the ballistic
electrons that scatter in the Ti layer and at the Ti/non-metal
interface. It should be noted that the thermoreflectance signal
for the 20 nm Au/Pt sample (as shown in Fig. 4(a)) does not
show this increase in the TDTR signal after e-p equilibration
even though Pt has a higher e-p coupling factor than Au.
This is due to the fact that the effective resistances in each
layer due to e-p scattering in the thin film limit, given as
1/Gd, are comparable, and as a result, the 20 nm Au/Pt sys-
tem is heated homogeneously. However, for the 40 nm Au/Pt
sample, the e-p resistance provided by the Au layer is lower
than that in the Pt layer, therefore, there is a slight increase
in the thermoreflectance signal from 10–100 ps as shown in
Fig. 4(b).

These results can help us understand how the increase in
e-p coupling due to the Ti adhesion layer affects the total con-
ductance (hK) across the various Au/Ti/substrate interfaces at
longer time scales when the electronic and vibrational states
in the metal are in near thermal equilibrium (pump-probe time
delays from hundreds of picoseconds to several nanoseconds).
We measure the Kapitza conductances for the samples depos-
ited on Si and Al2O3 substrates described in Table I by ana-
lyzing the TDTR data over a time scale of 100 to 1000 ps. For
the Au/Al2O3 and Au/Ti/Al2O3 samples described in Table I,
we measure hK values of 35 6 4 MW m"2 K"1 and 215
6 15 MW m"2 K"1, respectively, and for the Au/Si and Au/
Ti/Si samples, we measure hK values of 88 6 8 MW m"2 K"1

and 178 6 15 MW m"2 K"1, respectively. Although hK meas-
ured on this nanosecond time scale demonstrates a large
increase with the inclusion of the Ti layer, similar to Geff

measured on the picosecond time scale, we do not believe that
these two conductance channels are related. For example, if
electron-interface scattering from the nonequilibrium regime
was influencing our measured hK, we would expect hK to vary
with Geff, which has both thickness and fluence dependence
based on the energy of the hot, ballistically traveling electrons
that scatter in the interfacial region. Along these lines, the
measured Kapitza conductances for the 40 nm Au/Ti/Sapphire

FIG. 6. TDTR data for the initial 1000 ps after laser pulse absorption for (a)
40 nm Au/Ti/Al2O3 and (b) 40 nm Au/Ti/Si and (c) 40 nm Au/Ti/SiO2 The
TDTR signal decays rapidly for the first few picoseconds and is related to
the electron-phonon coupling process in the thin films. For the 10 to 100 ps
time range, samples with the Ti layer show a slow rise in the signal which is
attributed to the heating of the Au layer due to heat flow from the Ti layer
underneath. This is in contrast to the decreasing TDTR signal (and oscillat-
ing picosecond acoustic signal) shown in Fig. 1 for Au deposited directly on
Si without a Ti adhesion layer.
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substrates, which could in effect change the amount of me-
tallic Ti at the interface. This would lead to a different volu-
metric coupling between electrons and the Ti lattice for the
different dielectric substrates studied in this work. At pres-
ent, we cannot conclusively rule out this possibility.
However, our experimental evidence in Fig. 3 clearly dem-
onstrates the increase in e-p coupling in Au/Ti films com-
pared to Au films, which we attribute to an increased
coupling in the interfacial Ti region and/or across the metal/
non-metal interface during e-p equilibration.

B. Thermal diffusion processes after electron-phonon
equilibration

To further understand the heat distribution and diffusion
processes in these nanosystems, we plot the TDTR data for
samples with the Ti adhesion layer (on various substrates)
for a pump-probe delay time of up to 1 ns in Fig. 6. A quali-
tative analysis of the magnitude of the TDTR signal over the
entire time scale from pump absorption to 1000 ps provides
direct insight into the various thermal processes occurring
within these temporal regimes in the metal films since the
change in the reflectivity measured in our experiments is
related to the sample surface temperature. For example, the
first few picoseconds after laser absorption is marked by a
fast transient decay of the TDTR signal, which we relate to
electronic thermalization as described previously. The fast
e-p coupling in the Ti layer leads to the increase in the ther-
mal energy of the Ti lattice at a time scale of a few picosec-
onds after laser pulse absorption (Fig. 2). After the electronic
system has equilibrated with the lattice vibrations, at time

scales from 10 to 50 ps, the heat has not yet diffused across
the metal bi-layer/substrate interface via phonon-phonon
mediated transport since energy diffusion due to this process
occurs with at least an order of magnitude larger time con-
stant (sinterface¼ dC/hK, Ref. 26). Due to the relatively larger
time constant for the heat to flow across the metal bi-layer/
substrate interface through lattice vibrations, the thermal
energy from the Ti lattice is transferred to the relatively
colder Au lattice. Consequently, the increase in the tempera-
ture of the Au layer leads to an increase in the thermoreflec-
tance signal at these time scales as shown in Fig. 6 for 40 nm
Au/Ti systems, similar to the processes discussed in Ref. 55.
In comparison to Fig. 1, where the TDTR data at time scales
of 10–100 ps are representative of longitudinal displacement
of the weakly adhered Au film on the silicon substrate driven
by strain induced from the sudden heating event created by
the laser pulses,61 the rise in the thermoreflectivity signal for
the samples with the Ti layer suggests that thermal transport
in these systems are very different compared to homogene-
ous thin films. More specifically, thermal diffusion in these
Au/Ti samples originates in the interfacial layer between the
Au and the substrate due to thermalization of the ballistic
electrons that scatter in the Ti layer and at the Ti/non-metal
interface. It should be noted that the thermoreflectance signal
for the 20 nm Au/Pt sample (as shown in Fig. 4(a)) does not
show this increase in the TDTR signal after e-p equilibration
even though Pt has a higher e-p coupling factor than Au.
This is due to the fact that the effective resistances in each
layer due to e-p scattering in the thin film limit, given as
1/Gd, are comparable, and as a result, the 20 nm Au/Pt sys-
tem is heated homogeneously. However, for the 40 nm Au/Pt
sample, the e-p resistance provided by the Au layer is lower
than that in the Pt layer, therefore, there is a slight increase
in the thermoreflectance signal from 10–100 ps as shown in
Fig. 4(b).

These results can help us understand how the increase in
e-p coupling due to the Ti adhesion layer affects the total con-
ductance (hK) across the various Au/Ti/substrate interfaces at
longer time scales when the electronic and vibrational states
in the metal are in near thermal equilibrium (pump-probe time
delays from hundreds of picoseconds to several nanoseconds).
We measure the Kapitza conductances for the samples depos-
ited on Si and Al2O3 substrates described in Table I by ana-
lyzing the TDTR data over a time scale of 100 to 1000 ps. For
the Au/Al2O3 and Au/Ti/Al2O3 samples described in Table I,
we measure hK values of 35 6 4 MW m"2 K"1 and 215
6 15 MW m"2 K"1, respectively, and for the Au/Si and Au/
Ti/Si samples, we measure hK values of 88 6 8 MW m"2 K"1

and 178 6 15 MW m"2 K"1, respectively. Although hK meas-
ured on this nanosecond time scale demonstrates a large
increase with the inclusion of the Ti layer, similar to Geff

measured on the picosecond time scale, we do not believe that
these two conductance channels are related. For example, if
electron-interface scattering from the nonequilibrium regime
was influencing our measured hK, we would expect hK to vary
with Geff, which has both thickness and fluence dependence
based on the energy of the hot, ballistically traveling electrons
that scatter in the interfacial region. Along these lines, the
measured Kapitza conductances for the 40 nm Au/Ti/Sapphire

FIG. 6. TDTR data for the initial 1000 ps after laser pulse absorption for (a)
40 nm Au/Ti/Al2O3 and (b) 40 nm Au/Ti/Si and (c) 40 nm Au/Ti/SiO2 The
TDTR signal decays rapidly for the first few picoseconds and is related to
the electron-phonon coupling process in the thin films. For the 10 to 100 ps
time range, samples with the Ti layer show a slow rise in the signal which is
attributed to the heating of the Au layer due to heat flow from the Ti layer
underneath. This is in contrast to the decreasing TDTR signal (and oscillat-
ing picosecond acoustic signal) shown in Fig. 1 for Au deposited directly on
Si without a Ti adhesion layer.
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mium layer. After about 4 ps, the heat pulse reaches 
this interface. Since chromium has a lower thermal 
conductivity than gold, it slows down the propagation 
rate of the heat pulse. 

In the PTS model, laser energy is absorbed by free 
electrons, which then undertake two simultaneous 
energy transfer processes : (1) electron-lattice ther- 
malization that transfers part of the absorbed radi- 
ation energy from electrons to the local lattice ; and (2) 
energy diffusion through random motion of electrons 
that carries the rest of absorbed energy away from 
the radiation absorption region. These two competing 
processes have the opposite effects on the lattice-tem- 
perature response. A stronger thermalization process 
results in a more localized lattice-temperature dis- 
tribution and a higher lattice-temperature rise. On 
the other hand, a stronger energy diffusion process 
spreads the absorbed energy to a larger region that 
leads to a lower lattice-temperature rise. Due to the 
small heat capacity of electrons, their thermal diffu- 
sivity is very high, a, = K/C, = 1.5 x lo-* m* SK’ in 
gold. It takes only about 100 fs for the heat pulse to 
propagate across the 500 A thick gold layer and reach 
the underlying chromium layer. Since chromium has 
a larger electron-lattice coupling factor than gold, the 
thermalization process in chromium is more rapid 
than in gold. As a result, most of the absorbed radi- 
ation energy is converted to the chromium lattice 
energy, although it is absorbed in the top gold layer. 
The lattice-temperature rise of chromium is about one 
order of magnitude higher than the temperature rise 
of the gold lattice. 

Figure 7 shows transient temperature profiles in a 
goldchromium-gold triple-layer film during 0.1 ps 
laser pulse heating. For the POS model, the structure 
change has negligible effects on the heating process. 
Introducing the sandwiched chromium layer neither 
increases or decreases the peak surface temperature 
rise. The sandwich structure has, however, very strong 
effects in the PTS model. The chromium layer blocks 
the thermal transport carried by electrons due to its 
low thermal diffusivity. It also converts most of the 
absorbed radiation energy to the lattice energy inside 
the chromium layer, resulting in a sandwiched dis- 
tribution of the lattice temperature. 

Figure 8 presents the lattice-temperature response 
of the gold surface during 0.1 ps laser pulse heating 
of multi-layer metals. Results from the POS model 
and the PTS model are very different. The POS model 
predicts both a much higher temperature rise than the 
PTS model and the independence of the temperature 
response from the film structure. On the other hand, 
the temperature response depends on the film struc- 
ture strongly in the PTS model. The chromium layer 
can reduce the lattice-temperature rise significantly. 
These results indicate that during short-pulse laser 
heating the microscopic energy deposition and trans- 
port processes must be considered. Furthermore, the 
thermal conductivity is no longer the unique thermal 
parameter determining energy transfer during short- 
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FIG. 7. Temperature profiles in a 340 %, gold/330 8, chro- 
mium/330 8, gold three-layer film during 0.1 ps laser pulse 

heating (J = 500 J m-‘). 

pulse laser heating ; the electron-lattice coupling 
factor, which characterizes the energy transfer 
between electrons and the lattice, becomes an impor- 
tant thermal parameter as well. 

The fact that energy deposition to the lattice does 
not occur where radiation energy is absorbed suggests 
new potential concepts for the prevention of thermal 
damage of mirrors in high-power laser applications. 
For example, the top coating layer of metal mirrors 
benefits from a material with both high thermal con- 
ductivity and low electron-lattice coupling to reduce 
the amount of lattice heating. Lattice defects in the 
top layer generated during coating processes should 
be minimized since these defects enhance the energy 
transfer between electrons and the lattice [ 181. It might 
also be possible to introduce a layer of material 
beneath the top metal coating as an electron heat sink 
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mium layer. After about 4 ps, the heat pulse reaches 
this interface. Since chromium has a lower thermal 
conductivity than gold, it slows down the propagation 
rate of the heat pulse. 

In the PTS model, laser energy is absorbed by free 
electrons, which then undertake two simultaneous 
energy transfer processes : (1) electron-lattice ther- 
malization that transfers part of the absorbed radi- 
ation energy from electrons to the local lattice ; and (2) 
energy diffusion through random motion of electrons 
that carries the rest of absorbed energy away from 
the radiation absorption region. These two competing 
processes have the opposite effects on the lattice-tem- 
perature response. A stronger thermalization process 
results in a more localized lattice-temperature dis- 
tribution and a higher lattice-temperature rise. On 
the other hand, a stronger energy diffusion process 
spreads the absorbed energy to a larger region that 
leads to a lower lattice-temperature rise. Due to the 
small heat capacity of electrons, their thermal diffu- 
sivity is very high, a, = K/C, = 1.5 x lo-* m* SK’ in 
gold. It takes only about 100 fs for the heat pulse to 
propagate across the 500 A thick gold layer and reach 
the underlying chromium layer. Since chromium has 
a larger electron-lattice coupling factor than gold, the 
thermalization process in chromium is more rapid 
than in gold. As a result, most of the absorbed radi- 
ation energy is converted to the chromium lattice 
energy, although it is absorbed in the top gold layer. 
The lattice-temperature rise of chromium is about one 
order of magnitude higher than the temperature rise 
of the gold lattice. 

Figure 7 shows transient temperature profiles in a 
goldchromium-gold triple-layer film during 0.1 ps 
laser pulse heating. For the POS model, the structure 
change has negligible effects on the heating process. 
Introducing the sandwiched chromium layer neither 
increases or decreases the peak surface temperature 
rise. The sandwich structure has, however, very strong 
effects in the PTS model. The chromium layer blocks 
the thermal transport carried by electrons due to its 
low thermal diffusivity. It also converts most of the 
absorbed radiation energy to the lattice energy inside 
the chromium layer, resulting in a sandwiched dis- 
tribution of the lattice temperature. 

Figure 8 presents the lattice-temperature response 
of the gold surface during 0.1 ps laser pulse heating 
of multi-layer metals. Results from the POS model 
and the PTS model are very different. The POS model 
predicts both a much higher temperature rise than the 
PTS model and the independence of the temperature 
response from the film structure. On the other hand, 
the temperature response depends on the film struc- 
ture strongly in the PTS model. The chromium layer 
can reduce the lattice-temperature rise significantly. 
These results indicate that during short-pulse laser 
heating the microscopic energy deposition and trans- 
port processes must be considered. Furthermore, the 
thermal conductivity is no longer the unique thermal 
parameter determining energy transfer during short- 
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pulse laser heating ; the electron-lattice coupling 
factor, which characterizes the energy transfer 
between electrons and the lattice, becomes an impor- 
tant thermal parameter as well. 

The fact that energy deposition to the lattice does 
not occur where radiation energy is absorbed suggests 
new potential concepts for the prevention of thermal 
damage of mirrors in high-power laser applications. 
For example, the top coating layer of metal mirrors 
benefits from a material with both high thermal con- 
ductivity and low electron-lattice coupling to reduce 
the amount of lattice heating. Lattice defects in the 
top layer generated during coating processes should 
be minimized since these defects enhance the energy 
transfer between electrons and the lattice [ 181. It might 
also be possible to introduce a layer of material 
beneath the top metal coating as an electron heat sink 
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Ballistic thermal injection

When would we see this effect?
1. Metal/metal or metal/non-metal interfaces with large differences in 

electron-phonon coupling factor
2. Films with thicknesses less than electron-phonon mean free path
3. Interfaces with very little electron-electron thermal resistance
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• Excited electrons in metal from pulse do not thermalize with lattice 
and deposit their energy to lattice in sub-surface layer

• Ballistic transport of electron energy through gold into titantium



TDTR measurements of time scales of noneq. transport

Au Ti Substrate
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range measured in our experiments, the implications of
which will be discussed in more detail. The hollow symbols
represent data for thicker Au films (40 nm) with Ti adhesion
layer. Although the thickness of the Au films for these sam-
ples is still below the ballistic length of Au electrons, the
measured Geff values are lower compared to the thinner Au
films with Ti adhesion layer, the reason for which will also
be discussed in the following paragraphs. Furthermore, the
substrate dependence for these samples is not as pronounced
as for the thinner films.

For the Au films without Ti adhesion layers, the increase
in the rate of relaxation due to an increase in laser fluence
can be understood as a consequence of increased phase space
of the electrons taking part in the scattering mechanisms.41,54

The absorption of the pump pulse incident on the metal sur-
face creates an electron-hole pair distribution near a narrow
region (!1.5kBTe) around the Fermi surface. The Pauli
exclusion principle dictates that only the electrons in this
region are allowed to participate in the energy relaxation
process through collisions. Higher fluences leading to higher
Te,eff cause more electrons to take part in the relaxation pro-
cess that ultimately increases Geff.

The difference between the measured Geff values in the
Au films on different substrates with the inclusion of the Ti
layer suggests that scattering of the excited Au electrons in
the interfacial region (Ti/substrate) plays a role in the
enhancement of e-p coupling in these nanosystems. However,
we cannot rule out other scattering mechanisms that could be
working in tandem to augment heat flow in these systems. For
example, the electronic thermal conductance between the Au
and Ti layer, hee, and the electronic thermal conductivity and
e-p coupling in each layer in adjunction to metal-electron/
interface energy transfer, hei, could govern thermal transport
at these short time scales. Experimental values of hee on vari-
ous metal-metal interfaces have shown that the conductances
are an order of magnitude larger than the phonon mediated
conductances.55,56 Theoretically, due to this above argument,
we can safely neglect hee as other conductances control the
thermal transport in these systems. We experimentally support
this assertion later in this section.

At room temperature, the characteristic e-p relaxation
length scale is

ffiffiffiffiffiffiffiffiffiffiffi
je=G

p
, where je is the electronic thermal

conductivity. Using a value of 320 W m"1 K"1 for the elec-
tronic thermal conductivity and a value of 3# 1016 W m"3

K"1 for e-p coupling in Au yields an e-p mean free path of
$100 nm. Similarly, for Ti, using je¼ 8.2 W m"2 K"1 deter-
mined from electrical resistivity measurements57 and
G¼ 1.3# 1018 W m"3 K"1 (Ref. 44), results in a mean free
path of !3 nm. The thicknesses of the bi-layers used in this
work (Table I) are less than the e-p mean free paths for the
respective metals. For these thin film limits, the effective
conductance due to e-p coupling is Gd. Due to the very high
value of G in Ti (G¼ 1.3# 1018 W m"3 K"1 at room temper-
ature),44 the effective e-p conductance in the Ti layer is
approximately 3 GW m"2 K"1, a value much greater than
the effective conductance due to the weak e-p coupling in
the Au layer ($350 MW m"2 K"1 at low absorbed laser flu-
ences and room temperature conditions). These arguments
suggest that the main parameters affecting thermal transport

in samples with the thin Ti layers for the short time scales
considered in this work are hei and e-p coupling in the Au
layer. The effective e-p conductances in each metal layer are
added in series (e-p resistances add in parallel) and therefore
with the increase of the Au thickness, the weak coupling in
the Au layer decreases the value of the Geff measured for the
40 nm Au films. It is important to note that for a thermally
thick Ti layer, most of the energy will be deposited in the Ti
layer due to the strong e-p coupling that effectively couples
all the energy from the electrons to the lattice vibrations.

In our TTM model, we cannot explicitly deconvolve the
various scattering mechanisms associated with electron
energy transfer in the Ti interfacial region: i.e., e-e scattering
across the Au/Ti interface, e-p coupling in the Ti, and
electron-metal/phonon non-metal energy transfer (although
we have theoretically ruled out the e-e scattering across the
Au/Ti interface, hee, in our previous discussion, we re-
address this with experimental measurement below). Hence,
we collectively refer to these three conductive pathways as
electron-interface conductance, or hei, as previously defined.
Although we have previously measured Geff for thin Au
films,58 the TTM analysis cannot be applied directly to Ti
because of the complicated electronic band structure around
the Fermi energy which renders the Drude-based thermore-
flectance model inapplicable.50 However, from Fig. 3, it is
clear that if the metal film does not strongly adhere with the
nonmetal substrate, the substrate dependence in the e-p cou-
pling no longer exists. To further understand the various
scattering mechanisms contributing to hei, we repeat our
measurements for samples with a thin Pt layer instead of the
Ti layer between the Au film and the nonmetal substrates.
We chose Pt as the e-p coupling factor for Pt has been
reported to be similar to the value for Ti (Ref. 59) and also
because Pt does not adhere strongly to the nonmetal sub-
strates. Figure 4 shows the thermoreflectance signals for a
40 nm Au/Pt/Si and a 20 nm Au/Pt/Si along with the TTM
fits. Similar to the thermoreflectance signal for Au films

FIG. 4. TDTR data on 20 nm Au/Pt/Si and 40 nm Au/Pt/Si samples with the
corresponding fits using the modified TTM with a nonlinear thermoreflec-
tance model for the initial few picoseconds. The thermoreflectance response
at longer pump-probe delay times is also shown where the periodic oscilla-
tions in the data for 10–100 ps are representative of strain wave propagation.
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range measured in our experiments, the implications of
which will be discussed in more detail. The hollow symbols
represent data for thicker Au films (40 nm) with Ti adhesion
layer. Although the thickness of the Au films for these sam-
ples is still below the ballistic length of Au electrons, the
measured Geff values are lower compared to the thinner Au
films with Ti adhesion layer, the reason for which will also
be discussed in the following paragraphs. Furthermore, the
substrate dependence for these samples is not as pronounced
as for the thinner films.

For the Au films without Ti adhesion layers, the increase
in the rate of relaxation due to an increase in laser fluence
can be understood as a consequence of increased phase space
of the electrons taking part in the scattering mechanisms.41,54

The absorption of the pump pulse incident on the metal sur-
face creates an electron-hole pair distribution near a narrow
region (!1.5kBTe) around the Fermi surface. The Pauli
exclusion principle dictates that only the electrons in this
region are allowed to participate in the energy relaxation
process through collisions. Higher fluences leading to higher
Te,eff cause more electrons to take part in the relaxation pro-
cess that ultimately increases Geff.

The difference between the measured Geff values in the
Au films on different substrates with the inclusion of the Ti
layer suggests that scattering of the excited Au electrons in
the interfacial region (Ti/substrate) plays a role in the
enhancement of e-p coupling in these nanosystems. However,
we cannot rule out other scattering mechanisms that could be
working in tandem to augment heat flow in these systems. For
example, the electronic thermal conductance between the Au
and Ti layer, hee, and the electronic thermal conductivity and
e-p coupling in each layer in adjunction to metal-electron/
interface energy transfer, hei, could govern thermal transport
at these short time scales. Experimental values of hee on vari-
ous metal-metal interfaces have shown that the conductances
are an order of magnitude larger than the phonon mediated
conductances.55,56 Theoretically, due to this above argument,
we can safely neglect hee as other conductances control the
thermal transport in these systems. We experimentally support
this assertion later in this section.

At room temperature, the characteristic e-p relaxation
length scale is

ffiffiffiffiffiffiffiffiffiffiffi
je=G

p
, where je is the electronic thermal

conductivity. Using a value of 320 W m"1 K"1 for the elec-
tronic thermal conductivity and a value of 3# 1016 W m"3

K"1 for e-p coupling in Au yields an e-p mean free path of
$100 nm. Similarly, for Ti, using je¼ 8.2 W m"2 K"1 deter-
mined from electrical resistivity measurements57 and
G¼ 1.3# 1018 W m"3 K"1 (Ref. 44), results in a mean free
path of !3 nm. The thicknesses of the bi-layers used in this
work (Table I) are less than the e-p mean free paths for the
respective metals. For these thin film limits, the effective
conductance due to e-p coupling is Gd. Due to the very high
value of G in Ti (G¼ 1.3# 1018 W m"3 K"1 at room temper-
ature),44 the effective e-p conductance in the Ti layer is
approximately 3 GW m"2 K"1, a value much greater than
the effective conductance due to the weak e-p coupling in
the Au layer ($350 MW m"2 K"1 at low absorbed laser flu-
ences and room temperature conditions). These arguments
suggest that the main parameters affecting thermal transport

in samples with the thin Ti layers for the short time scales
considered in this work are hei and e-p coupling in the Au
layer. The effective e-p conductances in each metal layer are
added in series (e-p resistances add in parallel) and therefore
with the increase of the Au thickness, the weak coupling in
the Au layer decreases the value of the Geff measured for the
40 nm Au films. It is important to note that for a thermally
thick Ti layer, most of the energy will be deposited in the Ti
layer due to the strong e-p coupling that effectively couples
all the energy from the electrons to the lattice vibrations.

In our TTM model, we cannot explicitly deconvolve the
various scattering mechanisms associated with electron
energy transfer in the Ti interfacial region: i.e., e-e scattering
across the Au/Ti interface, e-p coupling in the Ti, and
electron-metal/phonon non-metal energy transfer (although
we have theoretically ruled out the e-e scattering across the
Au/Ti interface, hee, in our previous discussion, we re-
address this with experimental measurement below). Hence,
we collectively refer to these three conductive pathways as
electron-interface conductance, or hei, as previously defined.
Although we have previously measured Geff for thin Au
films,58 the TTM analysis cannot be applied directly to Ti
because of the complicated electronic band structure around
the Fermi energy which renders the Drude-based thermore-
flectance model inapplicable.50 However, from Fig. 3, it is
clear that if the metal film does not strongly adhere with the
nonmetal substrate, the substrate dependence in the e-p cou-
pling no longer exists. To further understand the various
scattering mechanisms contributing to hei, we repeat our
measurements for samples with a thin Pt layer instead of the
Ti layer between the Au film and the nonmetal substrates.
We chose Pt as the e-p coupling factor for Pt has been
reported to be similar to the value for Ti (Ref. 59) and also
because Pt does not adhere strongly to the nonmetal sub-
strates. Figure 4 shows the thermoreflectance signals for a
40 nm Au/Pt/Si and a 20 nm Au/Pt/Si along with the TTM
fits. Similar to the thermoreflectance signal for Au films

FIG. 4. TDTR data on 20 nm Au/Pt/Si and 40 nm Au/Pt/Si samples with the
corresponding fits using the modified TTM with a nonlinear thermoreflec-
tance model for the initial few picoseconds. The thermoreflectance response
at longer pump-probe delay times is also shown where the periodic oscilla-
tions in the data for 10–100 ps are representative of strain wave propagation.
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Hypothesis: If Au thickness (dAu) is thicker than electron-phonon 
mean free path (lep), nonequilibrium at interface will be negligible and 

“back heating” (time regime 3) will not be observed
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Ballistic electron-phonon mean free path in gold
Hypothesis: If Au thickness (dAu) is thicker than electron-phonon 

mean free path (lep), nonequilibrium at interface will be negligible and 
“back heating” (time regime 3) will not be observed

�ep,Au,calc ⇡
r

electron

G

⇡ 79� 117 nm

�ep,Au,meas ⇡ 90� 130 nm
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Bonding at metal/metal interfaces controls heat injection
• Electron injection from Au to Ti

needed to observed “back heating”
• Ti oxygen stoichiometry impacts 

electron injection to Ti 30 nm Au
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Nonequilibrium at metal/doped non-metal interfaces

• Consider ohmic contact between metal 
and doped non-metal

• Vary carrier concentration in non-metal

• Electron injection from 
Au to interfacial layer 
must occur to observe 
“back heating” effect

• Will not occur when 
interface is insulating

Au Doped-CdO
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Figure 1 | Doping- and temperature-dependent properties of CdO:Dy. a, Transport data for CdO:Dy grown on MgO(100) substrates summarizing carrier
concentration (cm�3), carrier mobility (µ) and conductivity (� ) as a function of dysprosium concentration. b, Temperature-dependent sheet carrier
concentration (ns) as a function of [Dy] for CdO:Dy grown on MgO(100) substrates. c, Temperature-dependent resistivity (� cm) as a function of [Dy]
grown on MgO(100) substrates. d, Residual resistivity ratio, measured thermal conductivity (t) and theoretical values for the electron contribution to
thermal conductivity (e) calculated using the Wiedemann–Franz law for CdO:Dy grown on MgO(100) substrates as a function of Dy concentration.

high-mobility material at carrier concentrations that establish
plasma frequencies in the mid-infrared (ne >1020 cm�3), which is a
recognized challenge for conventional semiconductors.

In 1969, it was shown that combinations of mobility and carrier
density approaching the needs of mid-infrared plasmonics can
be achieved in intrinsic CdO single crystals17. Vacant oxygen
sites, the preferred native defect in CdO, were the source of
carriers and were modulated by reducing anneals. However, precise
and reproducible control of electrical transport by reduction is a
challenge, particularly considering the proximity in temperature
and pressure to conditions that destabilize the entire crystal. It is
thus reasonable to expect that doping with the correct aliovalent
cation may enable further optimization. To explore this hypothesis,
we developed a plasma-assisted molecular-beam epitaxy method to
synthesize Dy-doped CdO. In a CdO host, Dy populates the Cd
sublattice with a 3+ charge, and thus acts as an electron donor. The
initial experiment produced four dopant series of epitaxial layers,
each on a di�erent substrate, thus o�ering a range of orientation
and mismatch possibilities.

Room-temperature transport properties for a doping series of
CdO:Dy grown on MgO(100) substrates are shown in Fig. 1a. Two
trends are of particular interest. First, the free-electron concen-
tration is directly proportional to the dysprosium content, and an
n-type doping range spanning 5⇥1019–1⇥1021 cm�3 is accessible.
Second, the free-carriermobility increases withDy doping, reaching
a maximum of almost 500 cm2 V�1 s�1 at 5⇥ 1019 cm�3. After this
point, mobility falls steadily until the solubility limit is reached at
5⇥1021 cm�3. This mobility dependence was observed qualitatively

on three additional substrates (MgO(111), GaN(002) and Al2O3
(006)—see Supplementary Figs 1–3), and in each case the same 3–5
times increase in mobility was found. X-ray di�raction analysis of
CdO(002) rocking curves shows no dependence onDy content until
phase separation (see Supplementary Figs 4 and 5). Consequently,
crystalline disorder cannot explain this unusual mobility trend.

To understand this dependency, we consider the defect equilibria
within the CdO–Dy system as described by the intrinsic and
extrinsic defect reactions:

CdCd
x +OO

x ()CdCd
x +VO

·· +2n+ 1
2
O2(g) (1)

Dy2O3
CdO�!2DyCd · +2OO

x +2n+ 1
2
O2(g) (2)

CdO is an intrinsic n-type semiconductor, in which electrons
originate from doubly ionized O vacancies (equation (1)). The
carrier density depends on the ratio of the O-vacancy formation
energy to kBT . Aliovalent cations, such as Dy, populate the Cd
sublattice and act as extrinsic donors (equation (2)). The interplay
between the two reactions and their cooperative equilibration is
the key to understanding the present mobility trend. Dy doping
pins the extrinsic electron concentration (ne) in proportion to its
molar fraction. This is established by flux ratios during growth. The
intrinsic reaction is now forced to equilibrate in the presence of a
potentially large ne. By Le Chatelier’s principle, the intrinsic defect
reaction will be driven to the reactant side, which in turn lowers the
concentration of O vacancies.

NATUREMATERIALS | VOL 14 | APRIL 2015 | www.nature.com/naturematerials 415

NATUREMATERIALS DOI: 10.1038/NMAT4203 ARTICLES

1020

Ca
rr

ie
r d

en
si

ty
 (c

m
−3

)
a

Co
nd

uc
tiv

ity
 (S

 m
−3

)

1021

104

103

1018 1019 1020

Dy concentration (cm−3)
1021

100

M
obility (cm

2 V
−1 s −1)

200

300

400

500

0.4

0.6

d

0.8

1.0

1.2

1.6

1.4

1.8

2.0

2.2

Re
si

du
al

 re
si

st
iv

ity
 ra

tio

1019 1020

Dy concentration (cm−3)
1021

0

5

10

15

20

25

Therm
al conductivity (W

 m
−1 K

−1)

σ

µ
n

RRR
5

10

15

20

25

30

35b

Sh
ee

t c
ar

rie
r c

on
ce

nt
ra

tio
n 

(×
10

15
 c

m
−2

)

Temperature (K)
0 100 200 300

3.1 × 1020

1.5 × 1020

1.0 × 1020

6.9 × 1019

3.2 × 1019

1.4 × 1019

6.0 × 1018

4.7 × 1019

Temperature (K)
0 100 200 300

3.1 × 1020

1.5 × 1020

1.0 × 1020

6.9 × 1019

4.4 × 1021

1.4 × 1019

6.0 × 1018

4.7 × 1019

3.2 × 1019

c

3

10

30

Re
si

st
iv

ity
 (×

10
−5

 Ω
 c

m
)

totalκ

eκ

Figure 1 | Doping- and temperature-dependent properties of CdO:Dy. a, Transport data for CdO:Dy grown on MgO(100) substrates summarizing carrier
concentration (cm�3), carrier mobility (µ) and conductivity (� ) as a function of dysprosium concentration. b, Temperature-dependent sheet carrier
concentration (ns) as a function of [Dy] for CdO:Dy grown on MgO(100) substrates. c, Temperature-dependent resistivity (� cm) as a function of [Dy]
grown on MgO(100) substrates. d, Residual resistivity ratio, measured thermal conductivity (t) and theoretical values for the electron contribution to
thermal conductivity (e) calculated using the Wiedemann–Franz law for CdO:Dy grown on MgO(100) substrates as a function of Dy concentration.

high-mobility material at carrier concentrations that establish
plasma frequencies in the mid-infrared (ne >1020 cm�3), which is a
recognized challenge for conventional semiconductors.

In 1969, it was shown that combinations of mobility and carrier
density approaching the needs of mid-infrared plasmonics can
be achieved in intrinsic CdO single crystals17. Vacant oxygen
sites, the preferred native defect in CdO, were the source of
carriers and were modulated by reducing anneals. However, precise
and reproducible control of electrical transport by reduction is a
challenge, particularly considering the proximity in temperature
and pressure to conditions that destabilize the entire crystal. It is
thus reasonable to expect that doping with the correct aliovalent
cation may enable further optimization. To explore this hypothesis,
we developed a plasma-assisted molecular-beam epitaxy method to
synthesize Dy-doped CdO. In a CdO host, Dy populates the Cd
sublattice with a 3+ charge, and thus acts as an electron donor. The
initial experiment produced four dopant series of epitaxial layers,
each on a di�erent substrate, thus o�ering a range of orientation
and mismatch possibilities.

Room-temperature transport properties for a doping series of
CdO:Dy grown on MgO(100) substrates are shown in Fig. 1a. Two
trends are of particular interest. First, the free-electron concen-
tration is directly proportional to the dysprosium content, and an
n-type doping range spanning 5⇥1019–1⇥1021 cm�3 is accessible.
Second, the free-carriermobility increases withDy doping, reaching
a maximum of almost 500 cm2 V�1 s�1 at 5⇥ 1019 cm�3. After this
point, mobility falls steadily until the solubility limit is reached at
5⇥1021 cm�3. This mobility dependence was observed qualitatively

on three additional substrates (MgO(111), GaN(002) and Al2O3
(006)—see Supplementary Figs 1–3), and in each case the same 3–5
times increase in mobility was found. X-ray di�raction analysis of
CdO(002) rocking curves shows no dependence onDy content until
phase separation (see Supplementary Figs 4 and 5). Consequently,
crystalline disorder cannot explain this unusual mobility trend.

To understand this dependency, we consider the defect equilibria
within the CdO–Dy system as described by the intrinsic and
extrinsic defect reactions:

CdCd
x +OO

x ()CdCd
x +VO

·· +2n+ 1
2
O2(g) (1)

Dy2O3
CdO�!2DyCd · +2OO

x +2n+ 1
2
O2(g) (2)

CdO is an intrinsic n-type semiconductor, in which electrons
originate from doubly ionized O vacancies (equation (1)). The
carrier density depends on the ratio of the O-vacancy formation
energy to kBT . Aliovalent cations, such as Dy, populate the Cd
sublattice and act as extrinsic donors (equation (2)). The interplay
between the two reactions and their cooperative equilibration is
the key to understanding the present mobility trend. Dy doping
pins the extrinsic electron concentration (ne) in proportion to its
molar fraction. This is established by flux ratios during growth. The
intrinsic reaction is now forced to equilibrate in the presence of a
potentially large ne. By Le Chatelier’s principle, the intrinsic defect
reaction will be driven to the reactant side, which in turn lowers the
concentration of O vacancies.
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which, assuming that the films behave as Drude metals, is given
by

ε ω ε
ω

ω ω
= −

+ Γ∞( )
i

p
2

2 (3)

where ε∞ is the high-frequency dielectric constant (4.9−5.5 for
CdO),23 Γ is the damping rate, which is inversely proportional

to mobility, and ω ε= *ne m/p
2

0 is the plasma frequency,
which is proportional to the square root of electron
concentration. For CdO, the electron effective mass m* is
0.21.33 The carrier concentrations achievable here correspond
to plasma frequencies in the near-IR, which will lead to surface
plasmon and ENZ modes in the near- to mid-IR. This approach
(i.e., using the Drude model to relate carrier concentration and
mobility to the dielectric function) is widely and successfully
used to model the mid- and near-IR optical and plasmonic
properties of highly doped oxide semiconductors.3,5−7,12,14,34

Note that the ε∞ term generally captures the response of the
charged lattice ions to incident light, as long as the energies are
far away from the optical phonon modes of the lattice, avoiding
the need to modify the dielectric function to include dispersive
lattice vibrations as in ref 35. This is not necessary for CdO,
which has optical phonon modes of energies around 300−450

cm−1,36 which is far from the spectral regions examined here.
ENZ modes at comparable energies would correspond to free
carrier concentrations of ≲5 × 1018 cm−3, about an order of
magnitude lower than measured here.
We expect F:CdO films to support an ENZ mode when the

following relation is satisfied:
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where d is film thickness, ω ε= −ωk k( )z i i c,
2 22

2 is the square of
the longitudinal (i.e., perpendicular to the film surface in the z
direction) wavenumber in layer i (1 = free space, 2 = F:CdO, 3
= sapphire), εi is the relative permittivity of the layer, and k|| is
the transverse (i.e., parallel to the film surface) wavenumber,
with Re(kz,i) + Im(kz,i) ≥ 0.37 Equation 4 results from solving
Maxwell’s equations in the absence of external excitations for
the thin film system considered here, and the (k||, ω) pair that
satisfies the equation defines the ENZ mode of the system. The
physical basis for ENZ modes in plasmonic materials is
thoroughly discussed elsewhere,37−39 but for the purposes of
this report, the ENZ mode can be considered to be the long-
range surface plasmon in the limit of very thin films well below

Figure 3. IR-VASE measurements of very thin films of F:CdO in the Kretschmann configuration, with reflectivity plotted as the ratio of p-polarized
to s-polarized light. (a) Simulated and experimentally measured reflectivity curves for a F:CdO film (sample f in Table 1), along with the simulated
real and imaginary parts of the dielectric function. (b) Experimental reflectivity curves for several F:CdO films with varying carrier concentration. For
ease of visual comparison, the data are normalized to the reflectivity minima and flat film reflectivity at 5000−6000 cm−1. The letters beneath each
curve correspond to the sample ID in Table 1, which shows the electronic and optical properties of each sample. (c) Simulated mid-IR reflectivity
map for sample f. (d) Experimental mid-IR reflectivity map for sample f. The dashed horizontal line cuts in the reflectivity maps correspond to the
simulated and experimental curves shown in part a.
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• Large electron mobility in CdO
results in large electronic thermal 
conductivity

• Doping concentration tunes 
electronic conductivity and IR 
absorption



Nonequilibrium processes at Au/CdO interfaces
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Nonequilibrium processes at Au/CdO interfaces
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• Doping of CdO dictates amount of 
“electron leakage” back into Au

• Lower resistivity + higher e-ph
coupling in CdO, less electronic 
back heating into gold contact
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Nonequilibrium processes at Au/CdO interfaces

• Transparent buffer layer stops 
ballistic electrons, but allows light 
to transmit

• No back-heating observed for any 
dopant concentration!
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Ballistic thermal injection
• Can enable a “transient thermal diode” effect
• Energy easily transmitted across interface when traveling ballistically
• Slowly “goes back” across the interface when diffusive
• Is this just hot electron injection (charge)?

• Too slow of process
• Can further rule this out by monitoring CdO plasmon response
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Nonequilibrium electrons to control CdO plasmons
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which, assuming that the films behave as Drude metals, is given
by
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where ε∞ is the high-frequency dielectric constant (4.9−5.5 for
CdO),23 Γ is the damping rate, which is inversely proportional

to mobility, and ω ε= *ne m/p
2

0 is the plasma frequency,
which is proportional to the square root of electron
concentration. For CdO, the electron effective mass m* is
0.21.33 The carrier concentrations achievable here correspond
to plasma frequencies in the near-IR, which will lead to surface
plasmon and ENZ modes in the near- to mid-IR. This approach
(i.e., using the Drude model to relate carrier concentration and
mobility to the dielectric function) is widely and successfully
used to model the mid- and near-IR optical and plasmonic
properties of highly doped oxide semiconductors.3,5−7,12,14,34

Note that the ε∞ term generally captures the response of the
charged lattice ions to incident light, as long as the energies are
far away from the optical phonon modes of the lattice, avoiding
the need to modify the dielectric function to include dispersive
lattice vibrations as in ref 35. This is not necessary for CdO,
which has optical phonon modes of energies around 300−450

cm−1,36 which is far from the spectral regions examined here.
ENZ modes at comparable energies would correspond to free
carrier concentrations of ≲5 × 1018 cm−3, about an order of
magnitude lower than measured here.
We expect F:CdO films to support an ENZ mode when the

following relation is satisfied:
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where d is film thickness, ω ε= −ωk k( )z i i c,
2 22

2 is the square of
the longitudinal (i.e., perpendicular to the film surface in the z
direction) wavenumber in layer i (1 = free space, 2 = F:CdO, 3
= sapphire), εi is the relative permittivity of the layer, and k|| is
the transverse (i.e., parallel to the film surface) wavenumber,
with Re(kz,i) + Im(kz,i) ≥ 0.37 Equation 4 results from solving
Maxwell’s equations in the absence of external excitations for
the thin film system considered here, and the (k||, ω) pair that
satisfies the equation defines the ENZ mode of the system. The
physical basis for ENZ modes in plasmonic materials is
thoroughly discussed elsewhere,37−39 but for the purposes of
this report, the ENZ mode can be considered to be the long-
range surface plasmon in the limit of very thin films well below

Figure 3. IR-VASE measurements of very thin films of F:CdO in the Kretschmann configuration, with reflectivity plotted as the ratio of p-polarized
to s-polarized light. (a) Simulated and experimentally measured reflectivity curves for a F:CdO film (sample f in Table 1), along with the simulated
real and imaginary parts of the dielectric function. (b) Experimental reflectivity curves for several F:CdO films with varying carrier concentration. For
ease of visual comparison, the data are normalized to the reflectivity minima and flat film reflectivity at 5000−6000 cm−1. The letters beneath each
curve correspond to the sample ID in Table 1, which shows the electronic and optical properties of each sample. (c) Simulated mid-IR reflectivity
map for sample f. (d) Experimental mid-IR reflectivity map for sample f. The dashed horizontal line cuts in the reflectivity maps correspond to the
simulated and experimental curves shown in part a.
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Pumping electrons can impact plasmon response

In-doped CdO—comparable to that available in high quality III–V
semiconductors—we realize a high Q-factor Berreman-type
plasmonic perfect absorber at a wavelength of 2.08 μm. Through
resonant intraband pumping, we spectrally redshift the perfect
absorber resonance, and thus achieve an absolute modulation of
the reflectance of the p-polarized light from 1.0 to 86.3%, while
maintaining a near-unity reflectance for the s-polarized light.
Therefore, our device functions as a transient reflective polarizer.
Using this device, we show experimentally the rotation and recovery
of the polarization of a linearly polarized beam by over 50°
within 800 fs.

In-doped CdO is a newly developed tunable plasmonic material.
Although our recently reported dysprosium-doped CdO was grown
by molecular beam epitaxy27, the In-doped CdO film is prepared by
reactive high-power impulse magnetron sputtering (HiPIMS)—a
physical vapour-deposition technique that greatly improves the
growth throughput of the film. Its carrier density can be adjusted
by tuning the In flux ratio during the film growth to allow electron
plasma frequencies to span from the near- to the mid-infrared fre-
quencies. More importantly, via accurate defect-equilibrium engin-
eering, the In-doped CdO film can have an exceedingly high
electron mobility, roughly an order of magnitude larger than those
of conventional CMOs, such as GZO and ITO, at a similar doping
level27,28. Such a large electron mobility and low optical loss are
crucial to design CdO-based plasmonic cavities with the high Q-
factor that is critical for optical switching. To enhance further the
modulation depth, we designed a perfect absorber cavity based on
a CdO thin film; further details are presented in the
following sections.

Static optical response
The CdO-based perfect absorber is schematically shown in Fig. 2a
and consists of a magnesium oxide (MgO) substrate, a 75 nm
thick In-doped CdO layer and an optically thick gold capping

layer (Methods). The root-mean-squared roughness of the CdO
film was measured as 700 pm using atomic force microscopy
(Supplementary Fig. 1). For the reflectance spectrum measure-
ments, light is incident on the CdO film from the substrate side.

The carrier density and mobility of the In-doped CdO film were
obtained from Hall measurements and are 2.8 × 1020 cm−3 and
300 cm2 V−1 s−1, respectively. Using the Drude model in equation
(2) (the monochromatic time harmonic convention, exp (− iωt), is
implicitly assumed):

ε = ε′ + iε′′ = ε∞ −
ω2
p

ω(ω + iγ)
(2)

we obtain the permittivity function shown in Fig. 2b in the spectral
range from 1.6 to 2.5 μm. In equation (2), ɛ′ and ɛ′′ are the real and
imaginary parts of the permittivity, ɛ∞ is the high-frequency limit of
the permittivity, ω is the angular frequency of light and γ is the
damping rate. The epsilon-near-zero (ENZ) wavelength, λENZ, of
the CdO film, where Re(ε) = 0, appears at 2.10 μm.

We calculate the theoretical reflectance spectra of the layered
structure as a function of the wavelength and incident angle θ
with the transfer matrix model (Supplementary Note 1) using the
measured CdO permittivity and literature values for the permittivity
of gold29, as shown in Fig. 2c. The theoretical reflectance R of the
structure for p-polarized light reaches a minimum of 0.3% at a wave-
length of 2.08 μm and at θ ≈ 50°. The opaqueness of the gold film in
the spectral range considered means that absorbance is given by
A = 1 – R, which reaches a maximum of 99.7%. The perfect absorp-
tion wavelength is slightly shorter than λENZ, as predicted in our
previous work30. The experimental measurements are in excellent
agreement with the model. We measured the reflectance spectra
of the sample at incident angles of 30°, 50° and 70° under
p-polarized light using an infrared spectral ellipsometer. As shown
in Fig. 2d, the minimum measured reflectance of the sample is
1.0% at θ ≈ 50° and at λ = 2.08 μm. The full-width at half-
maximum (Δλ) of the resonance is 0.17 μm, which results in a
Q-factor (Q = λ/Δλ) of 12. Such a near-perfect absorption and high
Q-factor cannot be obtained with ITO and GZO using a similar
design scheme because of their significantly lower electron mobili-
ties (Supplementary Fig. 2). Moreover, we observe a nearly flat spec-
tral response of our CdO-based perfect absorber for s-polarized light
across the wavelength range of our interest, with a reflectance greater
than 90% (Supplementary Fig. 3). This flat response is verified
experimentally in Fig. 2d, where we also report the reflectance spec-
trum of the sample at the incident angle of 50° under s-polarized
light. The strong polarization dependence of the CdO-based
perfect absorber is generated from the cavity design30–32 rather
than from any material birefringence of CdO. In Fig. 2e, we plot
the dispersion relation of the three-layer structure (Supplementary
Note 2). The blue curve in the light cone of MgO indicates a
leaky mode that has been called the Berreman mode31,32, and that
can be excited from free space. The red curve that lies beyond the
light line of MgO represents a bound mode identified as the ENZ
mode31,32, which requires an additional coupling mechanism, such
as a prism, to be excited. The origin of the near-perfect absorption
is the perfect impedance match to the CdO film clad with MgO as a
superstrate and gold as a substrate (Luk et al. give more details about
the physical origin of perfect absorption30). We also find that the
perfect absorption resonance is robust against a large variation of
the CdO thickness between 50 and 100 nm, provided that the
incident angle is finely tuned between 45° to 60° to satisfy the impe-
dance-matching condition (see Supplementary Fig. 4). To under-
stand the spatial dependence of the absorption, we performed
full-wave finite-difference time domain (FDTD) simulations
(Methods) with the realistic material and geometric parameters of
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has been discussed comprehensively in previous literature21,23.
On photoexcitation, the initial non-equilibrium hot-electron distri-
bution quickly thermalizes into a hot Fermi distribution, f(E,T(t)),
where T(t) is the time-dependent electron temperature. Owing
to the non-parabolicity of the Γ valley of the conduction band of
CdO, the time-dependent meff(t) of the photoexcited electrons
is strongly dependent on the Fermi distribution function as
determined by35:

meff (t) =
h− 2 ∫ f (E,T(t))dk

∫ f (E, T(t))(d2E/dk2)dk
(3)

where h− is the Planck constant, E is the energy and k is the wave
vector of the electrons. We modelled the plasma frequency of the
CdO film as a function of meff(t) and T(t) (Supplementary Note 4
and Supplementary Fig. 7). The meff(t) of the photoexcited elec-
trons is largest immediately after thermalization, and gradually
decreases as the electron loses its energy and re-establishes equili-
brium with the lattice by electron–phonon coupling. The change
in the effective mass alters the permittivity of CdO according to
equation (1), and concomitantly redshifts the spectral position of
the Berreman mode. As shown in Fig. 3e, we fitted the experimen-
tal ΔOD spectrum by varying the values of ωp and γ of the CdO

film, and observed an increased plasmon damping because of
increased electron–electron and electron–phonon scattering at an
elevated electron temperature T, which may account for the incom-
plete switch-off of the reflectance at 2.23 μm. The plasmon
damping decreases simultaneously as the electrons cool back
down. Furthermore, by selectively changing ωp and γ of the CdO
film in the fitting process, we confirmed that the modulation of
ωp plays a dominating role in the large reflectance amplitude
modulation we observe.

Ultrafast polarization switching
The huge modulation depth and the polarization selectivity of the
CdO-based perfect absorber make it an ideal platform for active
polarization control, using the scheme discussed in Fig. 1. To
demonstrate such a capability experimentally, we set the input
probe pulse to be linearly polarized at 45° (half p-polarized and
half s-polarized) with a 50° incident angle. After impinging on
the sample, the polarization states of the reflected beams can be
analysed with a rotating phase retarder and a fixed polarizer
(Fig. 4a and Methods). We summarize in Fig. 4b the predicted
output polarization with and without a pump, at 2.08 and
2.23 μm, respectively.

The experimentally measured polarization states of the reflected
waves are shown in Fig. 4c,e. For an incident wavelength at 2.08 μm,
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has been discussed comprehensively in previous literature21,23.
On photoexcitation, the initial non-equilibrium hot-electron distri-
bution quickly thermalizes into a hot Fermi distribution, f(E,T(t)),
where T(t) is the time-dependent electron temperature. Owing
to the non-parabolicity of the Γ valley of the conduction band of
CdO, the time-dependent meff(t) of the photoexcited electrons
is strongly dependent on the Fermi distribution function as
determined by35:

meff (t) =
h− 2 ∫ f (E,T(t))dk

∫ f (E, T(t))(d2E/dk2)dk
(3)

where h− is the Planck constant, E is the energy and k is the wave
vector of the electrons. We modelled the plasma frequency of the
CdO film as a function of meff(t) and T(t) (Supplementary Note 4
and Supplementary Fig. 7). The meff(t) of the photoexcited elec-
trons is largest immediately after thermalization, and gradually
decreases as the electron loses its energy and re-establishes equili-
brium with the lattice by electron–phonon coupling. The change
in the effective mass alters the permittivity of CdO according to
equation (1), and concomitantly redshifts the spectral position of
the Berreman mode. As shown in Fig. 3e, we fitted the experimen-
tal ΔOD spectrum by varying the values of ωp and γ of the CdO

film, and observed an increased plasmon damping because of
increased electron–electron and electron–phonon scattering at an
elevated electron temperature T, which may account for the incom-
plete switch-off of the reflectance at 2.23 μm. The plasmon
damping decreases simultaneously as the electrons cool back
down. Furthermore, by selectively changing ωp and γ of the CdO
film in the fitting process, we confirmed that the modulation of
ωp plays a dominating role in the large reflectance amplitude
modulation we observe.

Ultrafast polarization switching
The huge modulation depth and the polarization selectivity of the
CdO-based perfect absorber make it an ideal platform for active
polarization control, using the scheme discussed in Fig. 1. To
demonstrate such a capability experimentally, we set the input
probe pulse to be linearly polarized at 45° (half p-polarized and
half s-polarized) with a 50° incident angle. After impinging on
the sample, the polarization states of the reflected beams can be
analysed with a rotating phase retarder and a fixed polarizer
(Fig. 4a and Methods). We summarize in Fig. 4b the predicted
output polarization with and without a pump, at 2.08 and
2.23 μm, respectively.

The experimentally measured polarization states of the reflected
waves are shown in Fig. 4c,e. For an incident wavelength at 2.08 μm,
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• Exciting electrons in CdO (intraband) can change effective mass and 
red shift plasmon response

• Requires specific wavelength photons and laser conditions
• Can we use BTI to inject heat into CdO and impact plasmons?

Nat. Photonics 
11, 390
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Pump electrons in Au, probe plasmon in CdO

How is the IR plasmon response of CdO impacted by 
ballistic thermal injection?
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15 nm HfO2 layer prevents any 
electron energy from moving 

from Au to CdO, resulting in no 
measurable response
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Nonequilibrium electron thermal transport processes 
control electrons, phonons and plasmons
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