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Thermal boundary conductance – nanoscale resistances
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The basic traditional concept: phonon spectrum matching
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Need “high quality” crystalline interfaces to compare 
to/validate/verify theoretical concepts

hK /
Z

!

C!v!⇣! d! /
Z

!

~!D!
@f!
@T

v!⇣! d!

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>



Interfacial imperfections can change in intrinsic TBC

Hopkins et al., Nano Lett. 12, 590 (2012)
Foley et al., Nano Lett. 15, 4876 (2015)

Walton et al., Surf. & Coat. Tech.
314, 148 (2017) 

Ex: Al/Si – roughness 
and native oxide

Ex: metal/graphene –
chemical functionalization

Duda & Hopkins, Appl. Phys. 
Lett. 100, 111602 (2012)

Cross-sectional TEM was implemented to further char-
acterize the roughnesses and quality of the interfaces post
aluminum thin film deposition. Micrographs of samples I
and IV at two different magnifications are shown in Fig. 1.
The micrographs indicate that regardless of roughness, an
approximately 1.75 nm thick conformal oxide layer covers
the silicon substrates after 24-h exposure to ambient. This
oxide layer prohibits any apparent interdiffusion or composi-
tional mixing of aluminum and silicon at the interface, as
opposed to earlier studies of chromium-silicon interfaces
where Auger electron spectroscopy confirmed a significant
mixing of species within roughly 10 nm of the interface.22 In
addition, the micrographs indicate that the aluminum thin
films exhibit a columnar crystal structure regardless of sub-
strate roughness, and that the crystallinity of the substrate is
undisturbed by the etch. Again, this is contrary to the afore-
mentioned chromium-silicon study, where TEM indicated
the chromium films were amorphous.22

We measured the Kapitza conductance across the four
aluminum-silicon interfaces with TDTR.30,31 TDTR is a
non-contact, pump-probe technique in which a modulated
short pulse laser (full-width half max! 100 fs) is used to cre-
ate a heating event (pump) on the surface of a sample. This
heating event is monitored with a time-delayed probe pulse.
The change in the reflectivity of the probe at the modulation
frequency of the pump is detected through a lock-in ampli-
fier; the change in reflectivity is related to the change in tem-
perature at the sample surface. This temporal thermal
response is then related to the thermophysical properties of
the sample of interest. We monitor the thermoreflectance sig-
nal over 4.5 ns of probe delay time. The deposited energy
takes approximately 100 ps to propagate through the alumi-
num film, after which the response is related to the heat flow
across the aluminum-silicon interface and the thermal effu-
sivity of the silicon substrate. Our specific experimental
setup is described in detail elsewhere.32

We monitor is the ratio of the in-phase to the out-of-
phase voltage recorded by the lock-in amplifier ("Vin/Vout),
which is related to the temperature change on the surface of
the sample. The thermal model and analysis used to predict
the temperature change and subsequent lock-in ratio are
described in detail in references 30, 32, and 33. In short, the
model accounts for heat transfer in composite slabs34 from a
periodic, Gaussian source (pump) convoluted with a Gaus-
sian sampling spot (probe).30,34 The pump is modulated at
11 MHz and the pump and probe 1/e2 radii are 7.5 lm. The
temperature change at the surface is related to the thermal
conductivity and heat capacity of the composite slabs, as

well as the Kapitza conductance between each slab.
Although dominated by the aluminum-silicon Kapitza con-
ductance,32 the TDTR signal is also related to the heat
capacity and thickness of the Al film and the thermal proper-
ties of the silicon substrate (which, due to time delay and
modulation frequency can be taken as semi-infinite in this
work). We first assume bulk values for the properties of the
film and substrate35 and we verify the aluminum film thick-
ness via picosecond acoustics.36,37 We then adjust the ther-
mal conductivity of the substrate during our analysis to
achieve a better fit between the model and the data.3

Figure 2 shows the measured Kaptiza conductance
across the four aluminum-silicon interfaces as a function of
temperature (filled symbols). In addition, we plot the Kapitza
conductance at a nominally flat and oxide-free aluminum-sil-
icon interface as reported in Ref. 38 (open circles). As the
data indicate, even a thin oxide layer at the interface substan-
tially reduces the effective Kapitza conductance (>50%
reduction at room temperature). In addition, these two data
sets demonstrate significantly different temperature depend-
encies, suggesting that the oxide layer inhibits multiple-
phonon scattering events which would otherwise contribute
to Kapitza conductance.6,7 Similarly, comparing the four
data sets of the present study, increased interface roughness
both reduces the magnitude of Kapitza conductance as well
as suppresses its temperature dependence, i.e., Kapitza con-
ductance is less temperature dependent as interface rough-
ness increases.

In addition to the data, several different predictive mod-
els are plotted as well. All models are calculated assuming
that elastic phonon-phonon interactions dominate Kapitza
conductance, i.e., phonons in silicon at frequencies higher
than the maximum phonon frequency of aluminum do not
participate in transport. The diffuse mismatch model39

(DMM) is calculated using an approach we outlined previ-
ously in Ref. 40, where the vibrational properties of film and

TABLE I. Root-mean-square roughnesses and room-temperature Kapitza
conductances of the four Al:Si interfaces studied within this work. The
reported standard deviations represent the repeatability of the measurement,

i.e., the deviation about the mean value of several measurements made on a
single sample.

Sample d (nm) hK @ 300 K (W m"2 K"1)

I <0.1 6 0.0 193 6 18

II 0.6 6 0.3 182 6 15

III 6.5 6 2.3 131 6 13

IV 11.4 6 3.1 90 6 13

FIG. 1. Cross sectional TEM micrographs of samples I (a and c) and IV (b
and d) Al:Si interfaces at two different magnifications. The micrographs
indicate show that regardless of roughness, a! 1.75 nm conformal oxide
layer covers the Si substrates after 24 h exposure to ambient. This oxide
layer prohibits any noticeable interdiffusion or compositional mixing of spe-
cies near the interface. Lastly, the evaporated Al thin film exhibits a colum-
nar crystal structure regardless of substrate surface roughness, while the
crystallinity of the substrate is undisturbed.
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substrate are approximated by fitting polynomials to the pho-
non dispersion curves of aluminum41 and silicon42 along the
[100] crystallographic direction; assumed spherical Brillouin
zones are then constructed via an isotropic revolution of
these polynomial fits in wavevector space. As seen in Fig. 2,
the prediction of the DMM falls between the data of Ref. 38
and that at the smoothest interface presently considered. This
suggests that without an oxide layer, inelastic phonon-
phonon scattering could play a role in thermal transport
across aluminum-silicon interfaces.6,7 On the other hand, we
attribute the difference between the predicted and measured
values at the smoothest interface considered (black squares)
to the native oxide layer. The conductance of this oxide layer
is described by its thermal conductivity divided by its
thickness,

hoxide ¼ joxide=toxide: (1)

When evaluating Eq. (1), we use the temperature-dependent
bulk thermal conductivity of a:SiO2, as it has been shown
that the thermal conductivity of thin-film a:SiO2 does not
substantially differ from that of bulk.16,43 A series-resistor
approach then yields

hK ¼ ðh# 1
K;DMM þ h# 1

oxideÞ
# 1: (2)

This prediction is represented by the solid black line in
Fig. 2 and agrees well with our experimental data.

In order to take interfacial roughness into account, we
introduce a spectral attenuation coefficient previously pro-
posed by the authors,24,25 and insert this coefficient into the
integral expression of the DMM. This coefficient, c, is unity
when the phonon wavelength, k, is greater than the RMS
roughness, d. On the other hand, c¼ exp[# (4pb/k)d] when
k< d. That is, phonons with wavelengths greater than d are
unaffected by the roughness of the interface, whereas those
with wavelengths less than d are affected in a fashion similar
to that of photons in an absorptive media, e.g., the Beer-
Lambert law. Qualitatively speaking, this approach suggests
that as the "absorptivity" of the interface increases, so too
does the temperature drop across it. With the spectral attenu-
ation coefficient implemented, the DMM is once again plot-
ted in Fig. 2 for roughnesses of 6.5 nm and 11.4 nm. We find
that a value of b¼ 0.04 works well across all data sets. As is
evident in the plot, this approach not only captures the reduc-
tion in Kapitza conductance due to interface roughening, but
captures the reduction in temperature-dependence as well.
Finally, we plot room-temperature Kapitza conductance as a
function of RMS roughness in Fig. 3, comparing the present
data, the aforementioned roughness model calculated at
300 K, and two prior sets of experimental data. Generally
speaking, the present data demonstrates the same systematic
control over both roughness and Kapitza conductance previ-
ously demonstrated only by quantum-dot roughening.25

To summarize, we have measured Kapitza conductance
at aluminum-silicon interfaces with time-domain thermore-
flectance. The root-mean-square roughness of each interface
was controlled by submersing the silicon substrates in tetra-
methyl ammonium hydroxide prior to aluminum deposition.
It was shown that this technique can provide an inexpensive

FIG. 2. (Color online) Predicted and measured values of Kapitza conduct-
ance at Al:Si interfaces plotted as a function of temperature. The open
circles are the measured values at oxide-free Al:Si interfaces from Ref. 38 ,
and the filled symbols are the data measured in the present study. It is evi-
dent that both the presence of a native oxide layer and interface roughness
can have a significant effect on Kapitza conductance. Not only does rough-
ness decrease Kapitza conductance, but it suppresses the temperature de-
pendence as well. The agreement between the dash-dot lines and the data
suggest that the DMM can be adjusted to take into account both the presence
of an oxide layer and interface roughness.

FIG. 3. (Color online) Room-temperature predicted (dashed line) and meas-
ured (blue squares) Kapitza conductance at Al:Si interfaces plotted as a
function of interface roughness. In addition, the quantum-dot roughened
Al:Si interfaces of Ref. 25 (red diamonds) and the chemically roughened
Al:Si interfaces of Ref. 26 (green circles) are plotted for comparison. The
present data demonstrates the same systematic control over both roughness
and Kapitza conductance previously demonstrated only by quantum-dot
roughening.
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the Ti layer appears to have little to no effect on the thermal
boundary conductance. Typically, Ti is used as an adhesion
layer as it is more reactive than Au with a wide array of
materials. Therefore, following other experimental works on the
effect of interfacial bonding on thermal boundary conduc-
tance,40−42 one would expect a larger thermal boundary
conductance with an increase in bond strength. The results
here likely indicate that the graphene surface reactivity is
dominating the bonding environment and not the reactivity of
the metal film, which we further assert below.
The type of functional group present at the Au/SLG

interface clearly impacts the measured thermal boundary
conductance in different ways, and the observed differences
between the chemical moieties can be explained by considering
the individual effects of the adsorbates on the surface energy of
the SLG. In the case of fluorinated graphene, the formation of
ionic C−F bonds with the out-of-plane π-orbital of the
graphene have been shown to decrease the surface energy of
the functionalized-SLG sheet.27 This decrease in surface energy
will negatively impact the adhesion between the metal and
graphene. While the strong C−F bond should be beneficial

from a phononic point of view on a local scale, the adhesion
between the fluorine-functionalized SLG and the Au layer
above remains weak, resulting in no net enhancement of hK
across the interface. By comparison, plasma functionalization
with oxygen27 and nitrogen29 have both been shown to increase
the surface energy, thereby making the functionalized SLG
sheet more reactive. This is further corroborated by work
showing that the surface energy of graphene oxide is larger than
that of graphene alone,43,44 resulting in increased reactivity.
Here, the addition of oxygen or nitrogen functional groups
increases the surface reactivity and thus improves adhesion of
the metal contact to the functionalized graphene, resulting in an
increased hK.
We offered a similar explanation in our previous work42 to

describe the difference between oxygen and hydrogen
functionalization at an aluminum/SLG interface, where we
argued that oxygen provides a stronger coupling between
graphene and Al via the formation of Al−O bonds, while
hydrogen leaves the graphene surface inert. In that work, a
100% increase in hK over the value for Al/SLG was observed at
an Al/O/SLG interface with 25 atom % coverage, while an Al/
H/SLG interface of similar coverage exhibited a slight decrease
in hK. While the increase associated with oxygen in the present
work is more modest, the enhancement in hK suggests that the
transport across the metal/graphene interface can be heavily
influenced by the reactivity of the graphene surface, particularly
in the case of contacts made with less reactive metals such as
Au. This suggests that when designing a metal/graphene
interface for optimal thermal transport, it is important to
consider the surface reactivity of the graphene along with the
choice of metal.
To complement the thermal measurements, the width-

normalized electrical contact resistance (ρC) at these function-
alized metal/graphene interfaces were measured via the transfer
length method (TLM). TLM is a widely used technique for
measuring ρC at a metal/semiconductor interface and details
regarding our measurement equipment and the analysis of the
data are provided in the Supporting Information. It should be
noted that 10 TLM structures like that depicted in Figure 1e
were measured for each sample in the study and our reported
values of ρC are determined from the average resistance over all
10 structures. Figure 4 plots ρC across the metal/SLG interface
as a function of surface coverage for a similar set of samples to
those investigated in the thermal part of the study. The value of
ρC for both Au/SLG and Au/Ti/SLG interfaces is essentially
the same (see Table 2 for exact values). This is consistent with
other measurements8,13 of the contact resistance between
graphene and these metals, and highlights an auxiliary
conclusion from this work; the inclusion of a titanium wetting
layer between Au and SLG improves neither the electrical, nor
the thermal transport across the metal/SLG interface. In the
case of oxygenated graphene, ρC increases by more than an
order of magnitude with increasing coverage. For fluorinated
samples, following an initial increase over the nonfunctionalized
case at the lowest coverage, ρC actually decreases with
increasing coverage and approaches the values observed in
the nonfunctionalized contact case (Au/SLG and Au/Ti/SLG).
The differing trends in ρC between functionalization with

oxygen and fluorine are indicative of the potential to engineer
electrical contacts on graphene via the introduction of these
chemical moieties at the interfaces. Central works, both
computational45−47 and experimental,9,11,48,49 on metal/gra-
phene contacts have shown that the choice of metal used for

Figure 3. Metal/SLG thermal boundary conductance (hK) versus
atomic percent coverage of various adsorbates on single layer
graphene. Coverages of approximately 13−15 atom % oxygen or
nitrogen result in a 25−40% enhancement in hK, while functionaliza-
tion with fluorine at coverages ranging from 11.4−22.1% yields no
enhancement of hK compared to the Au/SLG baseline case.

Table 1. Atomic Percent Coverage of Functional Groups (if
Applicable) and the Resulting Thermal Boundary
Conductance (hK) for the Samples Investigated in the
Thermal Part of the Study

interfacial layer coverage (atom %) hk (MW m−2 K−1)

none (Au/SLG) 22.91
titanium (Au/Ti/SLG) 100.00 23.29
oxygen (Au/O/SLG) 4.40 24.33

14.60 32.41
fluorine (Au/F/SLG) 11.40 23.61

16.90 22.10
22.10 24.33

nitrogen (Au/N/SLG) 1.00 21.41
13.20 28.98
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Previous work on “epitaxial” interfaces – and our study

• Need “high quality” crystalline interfaces to compare 
to/validate/verify theoretical concepts

• Previous “epitaxial” interfaces are metal/non-metal
• Ex: Bi/Si (Horn-von Hoegen)
• Ex: TiN/MgO (Cahill)
• Ex: SrRuO3/SrTiO3 (Cahill)
• Ex: Silicide/Si (Feser, Fisher, Janotti)

• Our Goal: Use TDTR to measure TBC across 
heteroepitaxially grown ZnO on GaN substrates

• Nearly ideal interface to study in tandem with 
theoretical models (DMM, AGF)

• Gaskins et al. Nano Letters 18, 7469 (2018)



Heteroepitaxial ZnO on Gan/Sapphire

Gaskins et al. Nano Letters 18, 7469 (2018)

Growth by G. Kotsonis and JP Maria (PSU)

spacing at lower thickness) can also be seen in Figure 1a. This
shift indicates that thin ZnO films experience in-plane
compressive epitaxial strain, while thicker ZnO films tend to
relax toward their bulk lattice parameter, as confirmed with
reciprocal space maps (see Supporting Information). Long
range 2θ−ω scans (see Supporting Information) indicate a
small amount of [110]-oriented ZnO grains at thicknesses
above 100 nm, but thinner films exhibit a pure [001]
orientation, implying that the [110] ZnO nuclei precipitate
away from the ZnO/GaN interface.
Representative AFM data for the 95 nm thick ZnO film and

the GaN wafer are shown in Figure 1b,c, respectively. The
GaN surface exhibits a step-terrace morphology and the ZnO
films adopt a comparable morphology with less distinct but still
observable step edges. The RMS surface roughness of all ZnO
films was ∼1 nm or less and that of the GaN was <1 nm,
determined by AFM image analysis. Together, the XRD and
AFM data suggest heteroepitaxy and ZnO/GaN interfaces with
low dislocation density. While our structural characterization
indicates high crystalline quality of the ZnO, the small lattice
mismatch necessitates at least some volume of defected region
near the ZnO/GaN interface. In order to further investigate
this interface, cross-sectional transmission electron microscopy
(TEM) samples were prepared using the focused ion beam lift-
out technique. The samples, including both ZnO and GaN
layers as well as the interface between the two materials, were
extracted from the bulk sample and thinned to less than 100
nm. The high-resolution TEM images of the ZnO/GaN

interface show an approximately 10−12 nm defective region in
the ZnO, shown in Figure 1d,e for the 95 and 180 nm samples,
respectively. It should be noted that the presence of
dislocations at an interface may influence the thermal
boundary conductance. However, previous works have shown
that the dislocation density at a ZnO/GaN interface with films
grown under similar conditions was 2 × 108/cm2. Another
prior work demonstrated that dislocation densities of this
magnitude had little to no influence on the thermal boundary
conductance between epitaxially grown GaSb and GaAs.32 In
this regard, we expect the presence of dislocations at the ZnO/
GaN interface to have a minimal effect on the TBC. There is
negligible interface mixing as determined via energy dispersive
X-ray spectroscopy mapping and, thus we conclude that the
ZnO/GaN interfaces are relatively chemically abrupt and no
separate phases are formed near the interface. Additionally,
(11̅00) two beam images at the interface shows crystalline
disorder from dislocations whereas the ZnO material above
this interface layer, as well as the GaN layer below it, exhibit
high crystalline quality. Regardless of this relatively dislocation-
dense interfacial region, the ZnO and GaN are crystalline,
including in regions near the interface. Further TEM images
and details on analysis can be found in the Supporting
Information. For ZnO films less than 100 nm thick, XRR was
employed for thickness determination.38 Fitting of the XRR
data provided ZnO layer thickness and yielded surface
roughness that agree with AFM data. For the 180 and 930
nm thick films, XRR was not able to resolve thickness
oscillations and, as such, selective etching and AFM
profilometry of a companion film, grown in the same growth
as the thermally characterized films, were used to determine
the thickness.
Our thermal measurements were carried out using time

domain thermoreflectance (TDTR), a technique that is
described in detail elsewhere.31,39,40 We first measure a piece
of the same GaN on sapphire wafer on which the ZnO films
were grown in order to measure both the GaN/sapphire TBC
as well as the thermal conductivity, κ, of the GaN. We measure
κGaN = 159 ± 12 W m−1 K−1, in line with previous
measurements of high quality GaN with thickness of
∼1 μm.41 These values are used in all subsequent analyses
discussed below and has the effect of reducing the number of
unknowns in our analysis to three: hK,Al/ZnO, κZnO, and
hK,ZnO/GaN. In order to determine the thermal conductivity of
our ZnO, we measure a 930 nm thick film. This thickness
ensures we are only sensitive to the thermal conductivity of the
ZnO and hK,Al/ZnO, and not to hK,ZnO/GaN. The thick ZnO film
yields a thermal conductivity of κZnO = 53.4 ± 4 W m−1 K−1,
similar to values found in literature for high quality ZnO (refs
42−44) and in line with recent computational work.45 Both
the GaN control and thick ZnO thermal conductivity were
independently tested and verified via TDTR at the University
of Virginia and Georgia Institute of Technology. It should be
noted there are a host of lower literature values for thin film
ZnO that are highly influenced by the microstructural features
present in the films, namely the presence of grain boundaries,
which may act as phonon scattering sites.46,47

In order to obtain hK,ZnO/GaN, we test films with thickness of
180 and 95 nm. Taking κZnO from the thick film leaves us with
two unknown parameters in the thermal model, hK,ZnO/GaN and
hK,Al/ZnO, which we can determine by fitting hK,Al/ZnO with the
in-phase signal, Vin, and hK,ZnO/GaN with the ratio of − Vin/Vout.
We iterate these values into the opposing thermal models until

Figure 1. (a) XRD patterns for ZnO grown on GaN with various
thicknesses, (b) AFM data for 95 nm of ZnO, (c) AFM data for the
bare GaN wafer, and HRTEM images at the ZnO/GaN interface for
the 180 nm (d) and 95 nm (e) ZnO samples where the dotted yellow
line in both (d,e) denotes the ZnO/GaN interface.
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orientation, implying that the [110] ZnO nuclei precipitate
away from the ZnO/GaN interface.
Representative AFM data for the 95 nm thick ZnO film and
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determined by AFM image analysis. Together, the XRD and
AFM data suggest heteroepitaxy and ZnO/GaN interfaces with
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dislocations at an interface may influence the thermal
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that the dislocation density at a ZnO/GaN interface with films
grown under similar conditions was 2 × 108/cm2. Another
prior work demonstrated that dislocation densities of this
magnitude had little to no influence on the thermal boundary
conductance between epitaxially grown GaSb and GaAs.32 In
this regard, we expect the presence of dislocations at the ZnO/
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X-ray spectroscopy mapping and, thus we conclude that the
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separate phases are formed near the interface. Additionally,
(11̅00) two beam images at the interface shows crystalline
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data provided ZnO layer thickness and yielded surface
roughness that agree with AFM data. For the 180 and 930
nm thick films, XRR was not able to resolve thickness
oscillations and, as such, selective etching and AFM
profilometry of a companion film, grown in the same growth
as the thermally characterized films, were used to determine
the thickness.
Our thermal measurements were carried out using time

domain thermoreflectance (TDTR), a technique that is
described in detail elsewhere.31,39,40 We first measure a piece
of the same GaN on sapphire wafer on which the ZnO films
were grown in order to measure both the GaN/sapphire TBC
as well as the thermal conductivity, κ, of the GaN. We measure
κGaN = 159 ± 12 W m−1 K−1, in line with previous
measurements of high quality GaN with thickness of
∼1 μm.41 These values are used in all subsequent analyses
discussed below and has the effect of reducing the number of
unknowns in our analysis to three: hK,Al/ZnO, κZnO, and
hK,ZnO/GaN. In order to determine the thermal conductivity of
our ZnO, we measure a 930 nm thick film. This thickness
ensures we are only sensitive to the thermal conductivity of the
ZnO and hK,Al/ZnO, and not to hK,ZnO/GaN. The thick ZnO film
yields a thermal conductivity of κZnO = 53.4 ± 4 W m−1 K−1,
similar to values found in literature for high quality ZnO (refs
42−44) and in line with recent computational work.45 Both
the GaN control and thick ZnO thermal conductivity were
independently tested and verified via TDTR at the University
of Virginia and Georgia Institute of Technology. It should be
noted there are a host of lower literature values for thin film
ZnO that are highly influenced by the microstructural features
present in the films, namely the presence of grain boundaries,
which may act as phonon scattering sites.46,47

In order to obtain hK,ZnO/GaN, we test films with thickness of
180 and 95 nm. Taking κZnO from the thick film leaves us with
two unknown parameters in the thermal model, hK,ZnO/GaN and
hK,Al/ZnO, which we can determine by fitting hK,Al/ZnO with the
in-phase signal, Vin, and hK,ZnO/GaN with the ratio of − Vin/Vout.
We iterate these values into the opposing thermal models until

Figure 1. (a) XRD patterns for ZnO grown on GaN with various
thicknesses, (b) AFM data for 95 nm of ZnO, (c) AFM data for the
bare GaN wafer, and HRTEM images at the ZnO/GaN interface for
the 180 nm (d) and 95 nm (e) ZnO samples where the dotted yellow
line in both (d,e) denotes the ZnO/GaN interface.
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the values converge, yielding an average for these films of
moderate thickness of hK,ZnO/GaN= 490[+150,−110] MW m−2

K−1. This value is among the highest nonmetal/nonmetal
room-temperature value reported in literature despite the
aforementioned 10−12 nm defective region at the interface.
Exemplary TDTR data and the model fits for the 930 and 180
nm films are shown in Figure 2a. Figure 2b shows the results
from a contour plot analysis that demonstrates the mean
square deviation of the thermal model to the TDTR data
(−Vin/Vout) for various combinations of hK,ZnO/GaN and
hK,Al/ZnO as input parameters in the model for the 180 nm
film. The lowest value of the contour lines indicates the
combinations of thermal parameters that lie within a 95%
confidence interval. As is clear from the sensitivity contour
plot, a relatively confined range of values for hK,ZnO/GaN and
hK,Al/ZnO can produce best fits to the TDTR data, confirming
our uncertainty bounds in our measurements of hK,ZnO/GaN in
the 180 and 95 nm thick films. We further confirm these
reported values for hK,ZnO/GaN through measurements on the
thinner ZnO films with thicknesses of 5, 10, 19, 27, 42, and 66
nm, discussed in the Supporting Information.
In light of the measurements and the relevant mean free

paths in ZnO, it is important to discuss the nature of the
phonon population impinging on the ZnO/GaN interface. The
mean free paths in ZnO, which can be found in the Supporting
Information, can be larger than the thicknesses of our films. In
this case, the TBC at the ZnO/GaN interface could be
influenced by a portion of phonon frequencies in ZnO that are
impinging on the interface after traversing through the ZnO

ballistically. However, we assume that the ZnO phonons are
thermalized at the Al/ZnO interface and as such the spectrum
of phonons transferring heat across the ZnO impinging on the
ZnO/GaN interface are most likely a thermalized distribution.
Given this assumption, there are some portion of phonons
traversing the ZnO ballistically and some portion traveling
diffusively through the ZnO. That all samples regardless of
thickness yield the same result, or same lower bound, within
error suggests the TBC at the interface is not influenced by
ballistic phonon transport in the ZnO.
To allow for further investigation of the transport properties

at this well matched interface, we turn to temperature
dependent measurements of hK,ZnO/GaN. Relevant thermophys-
ical properties for the temperature dependent measurements
and analyses were taken from a combination of measurements
on control samples, namely the thick GaN and ZnO samples,
and a variety of existing literature.42,49−54 As a validation of our
analysis procedure, we compare the measured thermal
conductivity of ZnO to those predicted via first-principles
lattice dynamics (FPLD).45 Figure 2c shows that the measured
thermal conductivities of our thickest ZnO film (930 nm)
agree well with the FPLD predictions at higher temperatures.
At cryogenic temperatures, the deviation between the TDTR
data and FPLD predictions is most likely due to size effects in
the 930 nm film that are more pronounced at these lower
temperatures. To test our assumptions regarding the role of
size effects and our ability to extract the ZnO/GaN TBC in our
TDTR analysis, we calculate κZnO for the 180 nm thick film
using FPLD with a boundary resistance in series, which we

Figure 2. (a) Experimental data (open symbols) and the best fits to our thermal model (solid lines) for the 180 and 930 nm thick ZnO films. (b)
Sensitivity contour plots for the 180 nm thick film for hK,ZnO/GaN as a function of hK,Al/ZnO. The lowest value of the contour lines indicates the
combinations of thermal parameters that lie within a 95% confidence interval. As is clear from the sensitivity contour plot, a relatively confined
range of values for hK,ZnO/GaN and hK,Al/ZnO can produce best fits to the TDTR data, confirming our uncertainty bounds in our measurements of
hK,ZnO/GaN in the 180 and 95 nm thick films. (c) Measured thermal conductivity of the 930 nm ZnO films (filled squares) compared to predictions
of bulk ZnO thermal conductivity via first-principles lattice dynamics (FPLD, filled circles). Using a series resistance model that accounts for
hK,ZnO/GaN, we then compare the effective thermal conductivities of the measured 180 nm films (open squares) and that predicted from FPLD
(open circles). The agreement supports our analysis procedure that assumes the thermal conductivity of the ZnO is reduced due to a TBC at the
ZnO/GaN interface.48
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take from our measured data, given by κeffective = (180 × 10−9

m/κFPLD,bulk + 1/hK,ZnO/GaN)−1. We compare these predictions
to the measured effective thermal conductivities via TDTR.
The agreement between these FPLD predictions and our
measured data shown in Figure 2c give additional credence to
our TDTR fitting procedure used to measure hK,ZnO/GaN over a
range of temperatures; namely that the thermal conductivity of
the ZnO thin films is reduced due to the finite TBC at the
ZnO/GaN interface. Specifically, we analyze our data in the
picture where the ZnO has an intrinsic thermal conductivity
and any size effects that would commonly be reported for thin
film ZnO are driven by the TBC at the ZnO/GaN interface.48

The slight disagreement between the FPLD model and our
TDTR data may be due to atomic defects in the ZnO, as the
FPLD simulations are based on a perfect crystal. This is in line
with the defective region we have shown at the ZnO/GaN
interface, which may account for this difference between the
model and measurements.
Figure 3 shows the results for hK,ZnO/GaN as a function of

temperature. We also plot experimental data from our recent

work showing TBC across ZnO/HQ/ZnO interfaces extracted
from thermal conductivity measurements of organic/inorganic
multilayers grown via atomic/molecular layer deposition.9 The
similarities in TBCs, in both magnitude and temperature
trends, suggest similar interfacial heat transport mechanisms
driving the TBC. In the case of the ZnO/HQ/ZnO, the results
suggested that the TBC was driven by the phonon flux in the
ZnO. The similarity in our current values for this

heterogeneous ZnO/GaN interface suggest the same: namely,
the heat transport mechanisms driving the TBC across this
ZnO/GaN epitaxial interface are intrinsic to the ZnO, an
observation that is contradictory to the DMM and other PGM-
based theories. Recent works55,56 have suggested that the TBC
across ideal interfaces can be driven by near perfect
transmission of long wavelength, zone center phonons. It
should be noted that recent works have shown that long-
wavelength phonons at interfaces can in fact have a
transmissivity close to unity.56 This is in disagreement with
theories rooted in the PGM, such as the DMM and other
Landauer-based formalisms, that assume vibrational mismatch
between two materials’ densities of states can impact
transmission of all phonon wavelengths and do not capture
the wave-based nature of phonon transport.57 Even so, AGF
calculations take into account the wave nature of phonons and
for long-wavelength phonons at perfect interfaces would
naturally capture a higher transmissivity than is predicted via
the DMM. This difference in how the DMM and AGF treat
phonons explains the discrepancy between the DMM and AGF
seen in Figure 3. Furthermore, our results support these
aforementioned works55,56 and suggest that at “perfect”
interfaces the conductance can be intrinsic to one of the
materials adjacent to the interface, in our case, ZnO.
We more quantitatively analyze our measured TBC data and

assess the viability of AGF and PGM-based DMM assumptions
by calculating the TBC via the DMM and AGF. We specifically
target these two modeling formulations for a variety of reasons.
The DMM is arguably the most widely used tool to calculate
TBC at the interface between two materials, and offers a
relatively simple assessment of TBC. Conversely, the AGF
represents the other end of the extremes of computational
rigor for modeling TBC as the AGF takes into account the
atomic arrangement and interatomic potentials at and near the
interface. It is important to note that, while the atomic nature
of the interface is captured in AGF simulations, AGF still relies
on the principle of phonon transmissivity. As such, both of
these models, while vastly varying in rigor, rely on a phonon
transmission concept and in the implementation of the models
in this work cannot account for anharmonic interaction that
may take place at the interface. First, we calculate the ZnO/
GaN TBC with the DMM assuming an isotropic Brillouin
Zone, an assumption that is arguably the most widely applied
in DMM predictions.1,5,8,58 The details of these calculations
are further discussed in the Supporting Information but we
note that we calculate the DMM via a polynomial fit to the
phonon dispersion of ZnO and GaN in the Γ → M
direction.59,60 The DMM underpredicts the measured
hK,ZnO/GaN by nearly a factor of 2 across the entire temperature
range. It should be noted that our assumption of Brillouin
Zone isotropy may certainly be playing a role in this
disagreement as anisotropy in the crystal structure can affect
TBC.61−64 However, as previously discussed, our data also
suggest that the fundamental assumptions driving the DMM
can not capture the TBC at this heteroepitaxial ZnO/GaN
interface, so this disagreement is not surprising.
We also calculate the ZnO/GaN TBC using AGF, as shown

in Figure 3. Our AGF calculations include the exact atomic
level detail of the interface, in comparison to the DMM which
is limited in this atomic-level description. We note that direct
comparisons between AGF calculations and an appropriately
matched experimental measurement of an isolated nonmetal-
nonmetal TBC are, to the best of our knowledge, nonexistent.

Figure 3. Measured ZnO/GaN TBC as a function of temperature
(filled squares) compared to previous data measured across ZnO/
HQ/ZnO interfaces (open triangles),9 DMM and AGF predictions of
the ZnO/GaN TBC (solid and dotted lines, respectively), and the
maximum TBC predicted via eq 1 (assuming isotropy, dashed line)
and this maximum TBC assuming a more precise shape to the
Brillouin Zone (dot-dashed line).45 At low temperatures, the
agreement between the data and AGF and their disagreement with
the DMM is ascribed to the failure of the DMM to account for the
effective interfacial transport of long wavelength modes. The
disagreement between the measured data and both the AGF and
DMM (and the convergence of these models) suggest that inelastic
scattering among different mode energies could be contributing to the
ZnO/GaN TBC, a phenomenon that is not rigorously accounted for
in our DMM and AGF formalisms assumed here.
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Figure 7: (a) System for AGF calculation. (b) Supercells for DFT calculations to obtain
the force constants for GaN, ZnO, and the ZnO/GaN interface. (c)-(d) Calculated phonon
dispersions for GaN and ZnO compared with experimental results. (e) Phonon transmission
functions for pure GaN, ZnO, and the GaN/ZnO interface. (f) Comparison of interfacial
phonon transmission with different super lattice period length.
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take from our measured data, given by κeffective = (180 × 10−9

m/κFPLD,bulk + 1/hK,ZnO/GaN)−1. We compare these predictions
to the measured effective thermal conductivities via TDTR.
The agreement between these FPLD predictions and our
measured data shown in Figure 2c give additional credence to
our TDTR fitting procedure used to measure hK,ZnO/GaN over a
range of temperatures; namely that the thermal conductivity of
the ZnO thin films is reduced due to the finite TBC at the
ZnO/GaN interface. Specifically, we analyze our data in the
picture where the ZnO has an intrinsic thermal conductivity
and any size effects that would commonly be reported for thin
film ZnO are driven by the TBC at the ZnO/GaN interface.48

The slight disagreement between the FPLD model and our
TDTR data may be due to atomic defects in the ZnO, as the
FPLD simulations are based on a perfect crystal. This is in line
with the defective region we have shown at the ZnO/GaN
interface, which may account for this difference between the
model and measurements.
Figure 3 shows the results for hK,ZnO/GaN as a function of

temperature. We also plot experimental data from our recent

work showing TBC across ZnO/HQ/ZnO interfaces extracted
from thermal conductivity measurements of organic/inorganic
multilayers grown via atomic/molecular layer deposition.9 The
similarities in TBCs, in both magnitude and temperature
trends, suggest similar interfacial heat transport mechanisms
driving the TBC. In the case of the ZnO/HQ/ZnO, the results
suggested that the TBC was driven by the phonon flux in the
ZnO. The similarity in our current values for this

heterogeneous ZnO/GaN interface suggest the same: namely,
the heat transport mechanisms driving the TBC across this
ZnO/GaN epitaxial interface are intrinsic to the ZnO, an
observation that is contradictory to the DMM and other PGM-
based theories. Recent works55,56 have suggested that the TBC
across ideal interfaces can be driven by near perfect
transmission of long wavelength, zone center phonons. It
should be noted that recent works have shown that long-
wavelength phonons at interfaces can in fact have a
transmissivity close to unity.56 This is in disagreement with
theories rooted in the PGM, such as the DMM and other
Landauer-based formalisms, that assume vibrational mismatch
between two materials’ densities of states can impact
transmission of all phonon wavelengths and do not capture
the wave-based nature of phonon transport.57 Even so, AGF
calculations take into account the wave nature of phonons and
for long-wavelength phonons at perfect interfaces would
naturally capture a higher transmissivity than is predicted via
the DMM. This difference in how the DMM and AGF treat
phonons explains the discrepancy between the DMM and AGF
seen in Figure 3. Furthermore, our results support these
aforementioned works55,56 and suggest that at “perfect”
interfaces the conductance can be intrinsic to one of the
materials adjacent to the interface, in our case, ZnO.
We more quantitatively analyze our measured TBC data and

assess the viability of AGF and PGM-based DMM assumptions
by calculating the TBC via the DMM and AGF. We specifically
target these two modeling formulations for a variety of reasons.
The DMM is arguably the most widely used tool to calculate
TBC at the interface between two materials, and offers a
relatively simple assessment of TBC. Conversely, the AGF
represents the other end of the extremes of computational
rigor for modeling TBC as the AGF takes into account the
atomic arrangement and interatomic potentials at and near the
interface. It is important to note that, while the atomic nature
of the interface is captured in AGF simulations, AGF still relies
on the principle of phonon transmissivity. As such, both of
these models, while vastly varying in rigor, rely on a phonon
transmission concept and in the implementation of the models
in this work cannot account for anharmonic interaction that
may take place at the interface. First, we calculate the ZnO/
GaN TBC with the DMM assuming an isotropic Brillouin
Zone, an assumption that is arguably the most widely applied
in DMM predictions.1,5,8,58 The details of these calculations
are further discussed in the Supporting Information but we
note that we calculate the DMM via a polynomial fit to the
phonon dispersion of ZnO and GaN in the Γ → M
direction.59,60 The DMM underpredicts the measured
hK,ZnO/GaN by nearly a factor of 2 across the entire temperature
range. It should be noted that our assumption of Brillouin
Zone isotropy may certainly be playing a role in this
disagreement as anisotropy in the crystal structure can affect
TBC.61−64 However, as previously discussed, our data also
suggest that the fundamental assumptions driving the DMM
can not capture the TBC at this heteroepitaxial ZnO/GaN
interface, so this disagreement is not surprising.
We also calculate the ZnO/GaN TBC using AGF, as shown

in Figure 3. Our AGF calculations include the exact atomic
level detail of the interface, in comparison to the DMM which
is limited in this atomic-level description. We note that direct
comparisons between AGF calculations and an appropriately
matched experimental measurement of an isolated nonmetal-
nonmetal TBC are, to the best of our knowledge, nonexistent.

Figure 3. Measured ZnO/GaN TBC as a function of temperature
(filled squares) compared to previous data measured across ZnO/
HQ/ZnO interfaces (open triangles),9 DMM and AGF predictions of
the ZnO/GaN TBC (solid and dotted lines, respectively), and the
maximum TBC predicted via eq 1 (assuming isotropy, dashed line)
and this maximum TBC assuming a more precise shape to the
Brillouin Zone (dot-dashed line).45 At low temperatures, the
agreement between the data and AGF and their disagreement with
the DMM is ascribed to the failure of the DMM to account for the
effective interfacial transport of long wavelength modes. The
disagreement between the measured data and both the AGF and
DMM (and the convergence of these models) suggest that inelastic
scattering among different mode energies could be contributing to the
ZnO/GaN TBC, a phenomenon that is not rigorously accounted for
in our DMM and AGF formalisms assumed here.
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FIG. 1. (a) 2D Schematic representation of the ZnOx/HQ SL. (b) Characteristic XRR patterns showing SL reflections for ZnOx/HQ with
x = 7.0 nm with 5 and 7 layers of HQ separating the 7-nm-thick inorganic constituents. (c) Characteristic grazing incidence x-ray diffraction
(GIXRD) patterns for the control sample and hybrid SLs with varying x. The peaks in the XRD patterns for the hybrid SLs fit to the typical
hexagonal wurtzite structure of ZnO (indexed accordingly). There are no shifts in the position of the peaks for the hybrid SLs with ALD:MLD
cycle ratios of 99:1, 49:1, 29:1, and 9:1, suggesting that the introduction of the organic monolayers do not affect the crystallinity of the ZnO
phase.

In this manuscript, we study the phonon transport mecha-
nisms in a series of ALD/MLD grown SL thin films composed
of multiple layers of zinc oxide/hyroquinone. The series of SLs
include period thicknesses varying from 0.7 to 13.1 nm with
monolayers of hydroquinone (HQ) interspersed in between the
thicker inorganic layers of ZnO. We also study the effect of the
organic layer thickness on the thermal transport across these
SLs by investigating a set of samples fabricated by varying
the MLD cycles while keeping the thickness of the inorganic
layers constant. Additionally, we compare our results of the
ZnO-based SLs to that of titanium dioxide (TiO2)-based SLs
(Refs. [17] and [18]), to scope the generality of our results.

We measure the thermal conductivity, κ , of the SLs
providing a platform to study the role of organic interface
density on phonon scattering at the inorganic/organic in-
terface and thermal boundary conductance across the in-
organic/organic/inorganic interface. We show that thermal
transport in ZnO-based hybrid SLs with monolayers of HQ
at an interface can be described as a boundary-scattering-
dominated process that is limited by the period length, thereby
reducing the thermal conductance of the crystalline inorganic
layer. Our model suggests that nearly the entire spectrum
of phonons in the inorganic layer is limited by scattering at
the inorganic/organic interface. As an alternative analysis, we
determine a mean thermal boundary conductance across the
inorganic/organic/inorganic interfaces. The reduction in the
transmission of phonons across the ZnO/HQ/ZnO interface
leads to an overall reduction in the thermal conductivity of the
SLs compared to the thermal conductivity of a homogeneous
ZnO thin film. Furthermore, as we increase the thickness of the
organic layers in the SLs, we observe a reduction in the phonon
transmission across the inorganic/organic/inorganic interfaces
in the hybrid SLs, which results in a reduction in the overall
thermal conductivity of the composite.

II. EXPERIMENTAL DETAILS

(ZnO)x/HQ (where x is the period thickness of the SL)
thin films of five different periodicities were grown via
ALD/MLD on single-crystal MgO substrates, an illustration of

the structure is shown in Fig. 1(a). An additional set of samples
were fabricated with three different numbers of HQ layers (i.e.,
3, 5, and 7 layers) in between the ZnO layers with x = 7.0 nm.
Diethyl zinc and water were used as precursors for the ZnO
layers, while hydroquinone was used for the MLD layers. The
depositions were performed at 220◦C and consisted of 605
ALD/MLD cycles with an ALD:MLD cycle ratio of 99:1, 49:1,
29:1, 9:1, and 4:1. Control sample of ZnO thin film with similar
thickness as the hybrid SL samples were also fabricated via
ALD. X-ray reflectivity (XRR) measurements with a PANalyt-
ical X’Pert Pro X-ray diffractometer were used to determine
the thickness of the films (∼ 100 nm) and the SL periods,
x. The measured thicknesses are tabulated in Table S1 of the
Supplemental Material [31]. A more detailed description of the
film fabrication and characterization can be found in Ref. [32].

Characteristic XRR patterns for ZnOx = 7.0 nm/5 and 7
layers of HQ are shown in Fig. 1(b). The film thickness
dictates the small fringes corresponding to the interference
minima and maxima of the reflected beam film-air and film-
substrate interfaces, respectively [33]. The XRR also includes
interference maxima with higher intensities that represent
constructive interference from the periodic introduction of the
organic layers. Figure 1(c) shows the characteristic grazing
incidence x-ray diffraction (GIXRD) patterns for the SLs.
Typically, the peaks in the XRD patterns were found to fit
the typical ZnO hexagonal wurzite structure. As is clear from
Fig. 1(c), there is almost no change in the position of the peaks
for the SLs, suggesting that the crystallinity of the ZnO phase
is preserved with the inclusion of the HQ layers. However,
the intensity of the peaks for the SLs with higher number of
organic monolayers (and ALD:MLD cycle ratios of 29:1, 9:1,
and 4:1) are reduced compared to the purely ALD grown ZnO
film, implying that the crystallinity is hindered to some extent
for the inorganic constituents due to the organic monolayers.
For the SL with the thinnest inorganic constituent, the XRD
pattern suggests that the inorganic constituents are amorphous.

We use the time domain thermoreflectance technique
(TDTR) to measure the thermal properties of the samples. The
appropriate analysis procedure for these TDTR measurements
has been previously discussed in detail by several groups
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take from our measured data, given by κeffective = (180 × 10−9

m/κFPLD,bulk + 1/hK,ZnO/GaN)−1. We compare these predictions
to the measured effective thermal conductivities via TDTR.
The agreement between these FPLD predictions and our
measured data shown in Figure 2c give additional credence to
our TDTR fitting procedure used to measure hK,ZnO/GaN over a
range of temperatures; namely that the thermal conductivity of
the ZnO thin films is reduced due to the finite TBC at the
ZnO/GaN interface. Specifically, we analyze our data in the
picture where the ZnO has an intrinsic thermal conductivity
and any size effects that would commonly be reported for thin
film ZnO are driven by the TBC at the ZnO/GaN interface.48

The slight disagreement between the FPLD model and our
TDTR data may be due to atomic defects in the ZnO, as the
FPLD simulations are based on a perfect crystal. This is in line
with the defective region we have shown at the ZnO/GaN
interface, which may account for this difference between the
model and measurements.
Figure 3 shows the results for hK,ZnO/GaN as a function of

temperature. We also plot experimental data from our recent

work showing TBC across ZnO/HQ/ZnO interfaces extracted
from thermal conductivity measurements of organic/inorganic
multilayers grown via atomic/molecular layer deposition.9 The
similarities in TBCs, in both magnitude and temperature
trends, suggest similar interfacial heat transport mechanisms
driving the TBC. In the case of the ZnO/HQ/ZnO, the results
suggested that the TBC was driven by the phonon flux in the
ZnO. The similarity in our current values for this

heterogeneous ZnO/GaN interface suggest the same: namely,
the heat transport mechanisms driving the TBC across this
ZnO/GaN epitaxial interface are intrinsic to the ZnO, an
observation that is contradictory to the DMM and other PGM-
based theories. Recent works55,56 have suggested that the TBC
across ideal interfaces can be driven by near perfect
transmission of long wavelength, zone center phonons. It
should be noted that recent works have shown that long-
wavelength phonons at interfaces can in fact have a
transmissivity close to unity.56 This is in disagreement with
theories rooted in the PGM, such as the DMM and other
Landauer-based formalisms, that assume vibrational mismatch
between two materials’ densities of states can impact
transmission of all phonon wavelengths and do not capture
the wave-based nature of phonon transport.57 Even so, AGF
calculations take into account the wave nature of phonons and
for long-wavelength phonons at perfect interfaces would
naturally capture a higher transmissivity than is predicted via
the DMM. This difference in how the DMM and AGF treat
phonons explains the discrepancy between the DMM and AGF
seen in Figure 3. Furthermore, our results support these
aforementioned works55,56 and suggest that at “perfect”
interfaces the conductance can be intrinsic to one of the
materials adjacent to the interface, in our case, ZnO.
We more quantitatively analyze our measured TBC data and

assess the viability of AGF and PGM-based DMM assumptions
by calculating the TBC via the DMM and AGF. We specifically
target these two modeling formulations for a variety of reasons.
The DMM is arguably the most widely used tool to calculate
TBC at the interface between two materials, and offers a
relatively simple assessment of TBC. Conversely, the AGF
represents the other end of the extremes of computational
rigor for modeling TBC as the AGF takes into account the
atomic arrangement and interatomic potentials at and near the
interface. It is important to note that, while the atomic nature
of the interface is captured in AGF simulations, AGF still relies
on the principle of phonon transmissivity. As such, both of
these models, while vastly varying in rigor, rely on a phonon
transmission concept and in the implementation of the models
in this work cannot account for anharmonic interaction that
may take place at the interface. First, we calculate the ZnO/
GaN TBC with the DMM assuming an isotropic Brillouin
Zone, an assumption that is arguably the most widely applied
in DMM predictions.1,5,8,58 The details of these calculations
are further discussed in the Supporting Information but we
note that we calculate the DMM via a polynomial fit to the
phonon dispersion of ZnO and GaN in the Γ → M
direction.59,60 The DMM underpredicts the measured
hK,ZnO/GaN by nearly a factor of 2 across the entire temperature
range. It should be noted that our assumption of Brillouin
Zone isotropy may certainly be playing a role in this
disagreement as anisotropy in the crystal structure can affect
TBC.61−64 However, as previously discussed, our data also
suggest that the fundamental assumptions driving the DMM
can not capture the TBC at this heteroepitaxial ZnO/GaN
interface, so this disagreement is not surprising.
We also calculate the ZnO/GaN TBC using AGF, as shown

in Figure 3. Our AGF calculations include the exact atomic
level detail of the interface, in comparison to the DMM which
is limited in this atomic-level description. We note that direct
comparisons between AGF calculations and an appropriately
matched experimental measurement of an isolated nonmetal-
nonmetal TBC are, to the best of our knowledge, nonexistent.

Figure 3. Measured ZnO/GaN TBC as a function of temperature
(filled squares) compared to previous data measured across ZnO/
HQ/ZnO interfaces (open triangles),9 DMM and AGF predictions of
the ZnO/GaN TBC (solid and dotted lines, respectively), and the
maximum TBC predicted via eq 1 (assuming isotropy, dashed line)
and this maximum TBC assuming a more precise shape to the
Brillouin Zone (dot-dashed line).45 At low temperatures, the
agreement between the data and AGF and their disagreement with
the DMM is ascribed to the failure of the DMM to account for the
effective interfacial transport of long wavelength modes. The
disagreement between the measured data and both the AGF and
DMM (and the convergence of these models) suggest that inelastic
scattering among different mode energies could be contributing to the
ZnO/GaN TBC, a phenomenon that is not rigorously accounted for
in our DMM and AGF formalisms assumed here.
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suggests that vibrations carrying heat across interfaces are very 
different between the amorphous and crystalline phases. Along 
these lines, recent work has suggested that disorder around 
amorphous interfaces forces atomic vibrations near the inter-
face to perturb the natural modes of vibrations in the amor-
phous materials, leading to higher frequency vibrations near 
the interface that effectively couple with one another.[12] Thus, 
in the event that the masses of these atoms are reduced, the 
local velocity that drives the cross-correlation of the heat flux 
will be increased. In this regard, the introduction of light atom 
impurities at amorphous interfaces should further increase the 
TBC by enabling a higher heat flux across the interface.

Figure 2 shows the thermal conductivity of the multilayers 
with N2 plasma treatment carried out after either the SiOC:H 
or SiC:H layers are deposited. For both cases, when N2 plasma 
is exposed on the SiOC:H layers or on the SiC:H layers, the 
thermal conductivity of the multilayers is independent of 
period thicknesses, in contrast to the results for the multilayers 
without the plasma treatment.

As shown in Table S1 (Supporting Information), the chemical 
compositions and the density of the multilayers do not change 

significantly due to the plasma treatment, which suggests that 
the varying thermal conductivity trends as shown in Figure 2 for 
our AMLs with/without plasma treatments is not due to densi-
fication or drastic changes in the composition and coordination 
number for these films. Furthermore, the thermal conductivity of 
samples with plasma treatment carried out at different thickness 
intervals for homogeneous SiC:H and SiOC:H films (i.e., SiC:H/
N2 plasma/SiC:H/N2 plasma or SiOC:H/N2 plasma/SiOC:H/N2 
plasma) do not change within uncertainty compared to the ones 
without the plasma treatment (Table S1, Supporting Information). 
These observations suggest that there is a different mechanism 
leading to an increase in the thermal conductivity of the N2 plasma 
treated samples at high interface densities. To investigate this phe-
nomenon further, we turn to material specific lattice dynamics cal-
culations for our structures to assess how the vibrational modes 
change with N2 plasma treatment. Figure 4a shows the density 
of states (DOS) for the interfacial modes predicted by a supercell 
lattice dynamics (SCLD) calculation for a short 2.5 nm period 
AML structure. The SCLD calculations used the ReaxFF potential 
to model the interatomic interactions[46] and the definition of an 
“interfacial mode” was taken to be the same as what was used pre-
viously by Gordiz and Henry.[11] Here, the interfacial region was 
taken to be all atoms within ±7 Å of the interface. As expected, 
since the two different systems contain different atom types in the 
interfacial region, the structures with and without nitrogen atoms 
at the interface exhibit differences in the interfacial modes that 
manifest. Most notably, there is a substantial increase (≈2 ×) in 
the total fraction of interfacial modes when the nitrogen is intro-
duced. It should be noted that the total bulk DOS did not show a 
significant change overall when the computational domain con-
tains N2 atoms at the interfacial region, as is shown in Figure S8 
(Supporting Information). There is, however, a significant change 
in the fraction of modes that are localized near the interface 
(increasing from 1.09 to 4.02% nitrogen atom concentration). This 
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Figure 3. Experimentally measured thermal boundary conductance 
versus ratio of the elastic moduli of the two constituent materials (for 
Si/SiO2,[29] Al/diamond, Pt/diamond,[30] Al/SiC,[31] Au/GaN,[32] Al/Ge,[33] 
GaN/SiC,[34] TiN/MgO,[35] SrRuO3/SrTiO3,[36] Pt/Al2O3,[37] ZnO/GaN,[38] 
ZnO/HQ/ZnO,[39] Si/vdW (van der Waals interface)/Si,[40] Bi/Si,[41] Mo/
Si, Al/Si, Ni/Si,[42] Cr/Si, Pt/Si, Au/Si,[43] NiSi/Si, and CoSi2/Si[44]).
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Figure 2. a,b) Thermal conductivities of amorphous SiOC:H/SiC:H super-
lattices plotted as a function of period length (a) and interface density (b). 
For comparison, thermal conductivities of N2 plasma treated superlattices 
are also included. The solid square symbols represent AMLs without the N2 
plasma treatments. The hollow triangles represent AMLs with N2 plasma 
treatment on the SiC:H layers, whereas the solid triangles represent AMLs 
with N2 plasma treatment on the SiOC:H layers. The N2 plasma is shown to 
increase the thermal conductivities of AMLs with smaller period thicknesses 
regardless of whether the plasma is applied on the SiC:H or SiOC:H layers.
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suggests that vibrations carrying heat across interfaces are very 
different between the amorphous and crystalline phases. Along 
these lines, recent work has suggested that disorder around 
amorphous interfaces forces atomic vibrations near the inter-
face to perturb the natural modes of vibrations in the amor-
phous materials, leading to higher frequency vibrations near 
the interface that effectively couple with one another.[12] Thus, 
in the event that the masses of these atoms are reduced, the 
local velocity that drives the cross-correlation of the heat flux 
will be increased. In this regard, the introduction of light atom 
impurities at amorphous interfaces should further increase the 
TBC by enabling a higher heat flux across the interface.

Figure 2 shows the thermal conductivity of the multilayers 
with N2 plasma treatment carried out after either the SiOC:H 
or SiC:H layers are deposited. For both cases, when N2 plasma 
is exposed on the SiOC:H layers or on the SiC:H layers, the 
thermal conductivity of the multilayers is independent of 
period thicknesses, in contrast to the results for the multilayers 
without the plasma treatment.

As shown in Table S1 (Supporting Information), the chemical 
compositions and the density of the multilayers do not change 

significantly due to the plasma treatment, which suggests that 
the varying thermal conductivity trends as shown in Figure 2 for 
our AMLs with/without plasma treatments is not due to densi-
fication or drastic changes in the composition and coordination 
number for these films. Furthermore, the thermal conductivity of 
samples with plasma treatment carried out at different thickness 
intervals for homogeneous SiC:H and SiOC:H films (i.e., SiC:H/
N2 plasma/SiC:H/N2 plasma or SiOC:H/N2 plasma/SiOC:H/N2 
plasma) do not change within uncertainty compared to the ones 
without the plasma treatment (Table S1, Supporting Information). 
These observations suggest that there is a different mechanism 
leading to an increase in the thermal conductivity of the N2 plasma 
treated samples at high interface densities. To investigate this phe-
nomenon further, we turn to material specific lattice dynamics cal-
culations for our structures to assess how the vibrational modes 
change with N2 plasma treatment. Figure 4a shows the density 
of states (DOS) for the interfacial modes predicted by a supercell 
lattice dynamics (SCLD) calculation for a short 2.5 nm period 
AML structure. The SCLD calculations used the ReaxFF potential 
to model the interatomic interactions[46] and the definition of an 
“interfacial mode” was taken to be the same as what was used pre-
viously by Gordiz and Henry.[11] Here, the interfacial region was 
taken to be all atoms within ±7 Å of the interface. As expected, 
since the two different systems contain different atom types in the 
interfacial region, the structures with and without nitrogen atoms 
at the interface exhibit differences in the interfacial modes that 
manifest. Most notably, there is a substantial increase (≈2 ×) in 
the total fraction of interfacial modes when the nitrogen is intro-
duced. It should be noted that the total bulk DOS did not show a 
significant change overall when the computational domain con-
tains N2 atoms at the interfacial region, as is shown in Figure S8 
(Supporting Information). There is, however, a significant change 
in the fraction of modes that are localized near the interface 
(increasing from 1.09 to 4.02% nitrogen atom concentration). This 
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Figure 3. Experimentally measured thermal boundary conductance 
versus ratio of the elastic moduli of the two constituent materials (for 
Si/SiO2,[29] Al/diamond, Pt/diamond,[30] Al/SiC,[31] Au/GaN,[32] Al/Ge,[33] 
GaN/SiC,[34] TiN/MgO,[35] SrRuO3/SrTiO3,[36] Pt/Al2O3,[37] ZnO/GaN,[38] 
ZnO/HQ/ZnO,[39] Si/vdW (van der Waals interface)/Si,[40] Bi/Si,[41] Mo/
Si, Al/Si, Ni/Si,[42] Cr/Si, Pt/Si, Au/Si,[43] NiSi/Si, and CoSi2/Si[44]).
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Figure 2. a,b) Thermal conductivities of amorphous SiOC:H/SiC:H super-
lattices plotted as a function of period length (a) and interface density (b). 
For comparison, thermal conductivities of N2 plasma treated superlattices 
are also included. The solid square symbols represent AMLs without the N2 
plasma treatments. The hollow triangles represent AMLs with N2 plasma 
treatment on the SiC:H layers, whereas the solid triangles represent AMLs 
with N2 plasma treatment on the SiOC:H layers. The N2 plasma is shown to 
increase the thermal conductivities of AMLs with smaller period thicknesses 
regardless of whether the plasma is applied on the SiC:H or SiOC:H layers.
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The measured thermal conductivities of the amorphous 
SiOC:H/SiC:H superlattices are shown as a function of 
period lengths and interface densities in Figure 2a and 2b, 
respectively (square symbols). The thermal conductivity for 
SiC:H/SiOC:H SLs monotonically decreases with decreasing 
period thickness and increasing interface density. This suggests 
that the interfaces in the amorphous SLs contribute nonnegli-
gibly to thermal resistance across the thin films. To determine 
the TBC across the SiC:H/SiOC:H interface, we apply the widely 
used thermal circuit model,[28] which describes the resistivity, ρ, 
of a SL as a superposition of the thermal resistances of the indi-
vidual layers and the resistances at the individual interfaces as

1
2 2

21

SiOC:H SiC:H
K

L
L L

Rρ κ
κ κ

= = + +⎡
⎣⎢

⎤
⎦⎥

−  (1)

where κSiOC:H and κSiC:H are determined from the meas-
urements of the thickness series for the respective homo-
geneous samples. Equation (1) is fit to the experimental 
data with RK as the fitting parameter. Using this approach, 
we determine RK = 1.1 m2 K GW−1 (alternatively the TBC, 
hK = 1/RK = 909 MW m−2 K−1), resulting in the best-fit line 
shown in Figure 2.

This intrinsic TBC across our amorphous SiC:H/SiOC:H 
interfaces is considerably higher than mostly all TBCs reported 
in the literature for crystalline/crystalline interfaces as shown in 
Figure 3, which plots the experimentally measured TBCs across 

various interfaces as a function of the ratio of elastic moduli 
between the two constituents. Typical TBCs at crystalline/crystal-
line interfaces range from ≈20 to 300 MW m−2 K−1 and are shown 
in Figure 3 (in the shaded region in Figure 3). A better match 
between the elastic moduli of the crystalline materials forming 
the interface and a high quality of interface usually results in a 
higher TBC. For example, in ref. [40], it is shown that by control-
ling the surface condition between crystalline silicon nanomem-
branes mechanically joined on to silicon substrates through van 
der Waals interactions, the TBC can be tuned by as much as 
300%. However, for interfaces comprising of amorphous solids, 
the measured TBCs can be relatively higher even for interfaces 
between materials with highly mismatched elastic moduli.

The high TBCs at these amorphous SiC:H/SiOC:H interfaces 
are in line with those predicted via molecular dynamics simu-
lations (refs. [12] and [39]), experimentally measured across 
SiO2/Al2O3 interfaces reported from a single AML at room 
temperature (≈0.67 GW m−2 K−1),[45] and the lower limit to 
TBC measured across an amorphous SiO2/crystalline Si inter-
face.[29] In ref. [39], we showed that the TBC across a generic 
Lennard Jones (LJ)-based amorphous/amorphous interface is 
higher than that of their crystalline counterpart, suggesting 
that TBC associated with amorphous interfaces are, in general, 
much higher than those across their corresponding crystalline 
interfaces. An analysis to predict the spectral contributions at 
the LJ-based amorphous/amorphous and crystalline/crystal-
line interfaces (as detailed in the Supporting Information)  

Adv. Mater. 2018, 30 , 1804097

Figure 1. a) Schematic of a multilayer sample for our thermal measurements via the pump-probe TDTR technique. b) Characteristic XSEM image 
for a multilayer with 27.4 nm period thickness and N2 plasma treatment carried out on the surface of SiC:H layers. The thickness and periodicity can 
be confirmed via the XSEM images. c) Characteristic XRR patterns showing superlattice reflections exemplified by the peaks in the XRR data for a  
(7.8 nm period thick) SiC:H/SiOC:H sample with N2 plasma treatment over SiOC:H layers. d) Characteristic FTIR spectra for two representative sam-
ples with and without N2 plasma treatment on the SiOC:H or SiC:H laminates in situ during growth.
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suggests that vibrations carrying heat across interfaces are very 
different between the amorphous and crystalline phases. Along 
these lines, recent work has suggested that disorder around 
amorphous interfaces forces atomic vibrations near the inter-
face to perturb the natural modes of vibrations in the amor-
phous materials, leading to higher frequency vibrations near 
the interface that effectively couple with one another.[12] Thus, 
in the event that the masses of these atoms are reduced, the 
local velocity that drives the cross-correlation of the heat flux 
will be increased. In this regard, the introduction of light atom 
impurities at amorphous interfaces should further increase the 
TBC by enabling a higher heat flux across the interface.

Figure 2 shows the thermal conductivity of the multilayers 
with N2 plasma treatment carried out after either the SiOC:H 
or SiC:H layers are deposited. For both cases, when N2 plasma 
is exposed on the SiOC:H layers or on the SiC:H layers, the 
thermal conductivity of the multilayers is independent of 
period thicknesses, in contrast to the results for the multilayers 
without the plasma treatment.

As shown in Table S1 (Supporting Information), the chemical 
compositions and the density of the multilayers do not change 

significantly due to the plasma treatment, which suggests that 
the varying thermal conductivity trends as shown in Figure 2 for 
our AMLs with/without plasma treatments is not due to densi-
fication or drastic changes in the composition and coordination 
number for these films. Furthermore, the thermal conductivity of 
samples with plasma treatment carried out at different thickness 
intervals for homogeneous SiC:H and SiOC:H films (i.e., SiC:H/
N2 plasma/SiC:H/N2 plasma or SiOC:H/N2 plasma/SiOC:H/N2 
plasma) do not change within uncertainty compared to the ones 
without the plasma treatment (Table S1, Supporting Information). 
These observations suggest that there is a different mechanism 
leading to an increase in the thermal conductivity of the N2 plasma 
treated samples at high interface densities. To investigate this phe-
nomenon further, we turn to material specific lattice dynamics cal-
culations for our structures to assess how the vibrational modes 
change with N2 plasma treatment. Figure 4a shows the density 
of states (DOS) for the interfacial modes predicted by a supercell 
lattice dynamics (SCLD) calculation for a short 2.5 nm period 
AML structure. The SCLD calculations used the ReaxFF potential 
to model the interatomic interactions[46] and the definition of an 
“interfacial mode” was taken to be the same as what was used pre-
viously by Gordiz and Henry.[11] Here, the interfacial region was 
taken to be all atoms within ±7 Å of the interface. As expected, 
since the two different systems contain different atom types in the 
interfacial region, the structures with and without nitrogen atoms 
at the interface exhibit differences in the interfacial modes that 
manifest. Most notably, there is a substantial increase (≈2 ×) in 
the total fraction of interfacial modes when the nitrogen is intro-
duced. It should be noted that the total bulk DOS did not show a 
significant change overall when the computational domain con-
tains N2 atoms at the interfacial region, as is shown in Figure S8 
(Supporting Information). There is, however, a significant change 
in the fraction of modes that are localized near the interface 
(increasing from 1.09 to 4.02% nitrogen atom concentration). This 
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Figure 3. Experimentally measured thermal boundary conductance 
versus ratio of the elastic moduli of the two constituent materials (for 
Si/SiO2,[29] Al/diamond, Pt/diamond,[30] Al/SiC,[31] Au/GaN,[32] Al/Ge,[33] 
GaN/SiC,[34] TiN/MgO,[35] SrRuO3/SrTiO3,[36] Pt/Al2O3,[37] ZnO/GaN,[38] 
ZnO/HQ/ZnO,[39] Si/vdW (van der Waals interface)/Si,[40] Bi/Si,[41] Mo/
Si, Al/Si, Ni/Si,[42] Cr/Si, Pt/Si, Au/Si,[43] NiSi/Si, and CoSi2/Si[44]).
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Figure 2. a,b) Thermal conductivities of amorphous SiOC:H/SiC:H super-
lattices plotted as a function of period length (a) and interface density (b). 
For comparison, thermal conductivities of N2 plasma treated superlattices 
are also included. The solid square symbols represent AMLs without the N2 
plasma treatments. The hollow triangles represent AMLs with N2 plasma 
treatment on the SiC:H layers, whereas the solid triangles represent AMLs 
with N2 plasma treatment on the SiOC:H layers. The N2 plasma is shown to 
increase the thermal conductivities of AMLs with smaller period thicknesses 
regardless of whether the plasma is applied on the SiC:H or SiOC:H layers.
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Figure 4: Temperature dependent thermal conductivity data for ZnO and GaN used in this
study.

ZnO and GaN Temperature Dependent Properties

Figure 4 shows the thermal conductivity temperature trends for the 1.27 micron GaN on

sapphire film and the 930nm ZnO on GaN on sapphire samples. While recent simulations of

the thermal conductivity of ZnO and GaN4 show higher values across the temperature range

in question, we chose to use the measured value of thermal conductivity from the 930nm

thick sample for all of our TBC calculations as they represent the measured values for the

materials on which the ZnO films were grown.

Calculation of Contour Plots

The best fit values are determined by minimizing the sum of standard deviation between the

model prediction and the TDTR data,

� =
⌃n

i=1

� rm,i�rd,i
rd,i

�2

n
(1)

, where n is the total number of time delays, and rm,i and rd,i are the ratios from the model

6



In DMM calcs, should use full dispersion

Gaskins et al. Nano Letters 18, 7469 (2018)

GW, a value much lower than that predicted by using a realistic phonon dispersion, ⇠10 m�2

K�1 GW, and is incorrectly used as a metric for designing GaN/diamond interfaces. These

calculations further demonstrate the importance of judicious choice of phonon dispersions, as

well as their use in an appropriate model, in order to accurately model and predict interface

conductance at technologically relevant interfaces.
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Figure 6: Comparisons of predictions for TBC using Eq. 4 with the DMM under the Debye
approximation and using a realistic phonon dispersion for (a) ZnO/GaN interface and (b)
GaN/diamond interface. The maximum conductances as predicted by Eq. 4 with ⇣=1 are
also included for comparison.

AGF assumptions

We investigated the phonon transmission and thermal conductance across a ZnO/GaN inter-

face using the atomistic Green’s function (AGF) method with second order force constants

derived from first-principles calculations. The system for AGF calculations shown in Fig. 4

(a) is composed of three parts: ZnO leads, GaN leads, and the center device including the

ZnO/GaN interface. In order to obtain the force constants for leads and interfacial parts

based on the real-space displacement method15,16 we adopted cuboid supercell structures

with 128 atoms as shown in Fig. 4 (b) for density-functional theory (DFT) calculations.
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The detailed calculations were performed using Quantum ESPRESSO5 and ALAMODE17

packages. The revised Perdew-Burke-Ernzerhof exchange-correlation functions based on gen-

eralized gradient approximation (GGA) was used and we considered 60 Ry plane-wave cutoffs

for wave functions and 400 Ry kinetic energy cutoffs for charge density and potential. The

obtained phonon dispersions of GaN and ZnO along high symmetry lines shown in Fig. 4

(c) and (d) agree well with previous experimental results11,18.

	
Figure 7: (a) System for AGF calculation. (b) Supercells for DFT calculations to obtain
the force constants for GaN, ZnO, and the ZnO/GaN interface. (c)-(d) Calculated phonon
dispersions for GaN and ZnO compared with experimental results. (e) Phonon transmission
functions for pure GaN, ZnO, and the GaN/ZnO interface. (f) Comparison of interfacial
phonon transmission with different super lattice period length.

In order to get accurate force constants for interfacial interactions, we separately extract

the second order force constants associated with the atoms around the interface by repeating
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