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hK across solid/liquid10,22−27 and solid/gas interfaces.11,28−30

Most of these studies have alluded to the fact that the strength
of interaction at the interface between a solid and a liquid or gas
is the dominant parameter that dictates hK across these
interfaces. Despite these advances, a comprehensive under-
standing of the spectral contribution to hK and the effect of
interfacial bonding on the modal contributions across solid/
liquid and solid/gas interfaces is still lacking in the literature;
such a study would significantly enhance the fundamental
understanding of heat flow across these interfaces.
More recently, molecular dynamics (MD) simulations have

been employed to resolve the mode level contributions to hK
across various solid/solid interfaces,31−41 thus providing an
avenue to better understand and manipulate spectral
contributions to interfacial heat flow. Despite the advances in
studying heat flow across solid/solid interfaces, relatively few
studies have focused on the mode level details of hK across
solid/gas and solid/liquid interfaces. In this paper, we study the
influence of interfacial bonding on the spectral contributions to
hK across Lennard-Jones (LJ)-based solid/liquid, solid/gas, and
solid/solid interfaces. The spectral contributions across lattice-
matched, mass-mismatched LJ solids are shown to be highly
dependent on the temperature and the cross-species interaction
strength due to inelastic energy transfer mechanisms at the
interface. For LJ-based solid/liquid interfaces, the reduction in
cross-species interaction strength limits the coupling of
transverse vibrational frequencies and shifts the spectral
contributions at the solid to lower frequencies. In contrast to
solid/solid and solid/liquid interfaces, longitudinal vibrational
frequencies contribute more to the heat current from the solid
to the gas for a weakly bonded interface. However, the increase
in cross-species interaction strength across the solid/gas
interface can eventually lead to hK with similar contributions
from transverse and longitudinal modes in the solid. The
decrease in solid/gas interaction strength is also shown to
reduce the maximum phonon frequencies in the interfacial solid
that can facilitate heat transfer (more so than in the case of
solid/liquid interfaces).

■ METHODOLOGY
The thermal boundary conductances and their spectral
contributions across solid/liquid, solid/gas, and solid/solid
interfaces are calculated under the nonequilibrium molecular
dynamics (NEMD) simulations framework by using the
LAMMPS molecular dynamics package.42 The three types of
interfaces are described by the 6−12 LJ potential, U(r) =

4ε[(σ/r)12 − (σ/r)6], where U is the interatomic potential, r is
the interatomic separation, and σ and ε are the LJ length and
energy parameters, respectively. For computational efficiency
the cutoff distance is set to 2.5σ for all the simulations and the
time step is set to 0.1 fs throughout the simulations. To gauge
the effect of cross-species interaction strength on the spectral
contribution to hK, we simulate structures with strong and weak
interfacial bonding (defined by ε for species across the
interface). We note that the use of the LJ potential in this
work is to reinforce the generality of the results presented and
not to extract quantitative data for material specific properties.
For the solid/solid systems, we considered two materials (A

and B) that are in contact with each other as shown by the
schematic in the top panel of Figure 1a. The length and energy
parameters are set to σAr = 3.405 Å and εAr = 10.3 meV,
respectively (that is representative of solid Ar for both A and
B). The materials are arranged in an fcc lattice with the same
zero-temperature lattice constant of a0 = 1.55σ. This creates a
lattice matched interface between materials A and B. However,
an acoustic mismatch is introduced by setting the mass of
material B to be four times higher than that of material A (mB =
4mA). Thus, material A (with mA = 40 g mol−1) represents solid
argon and material B represents a fictitiously heavier solid
argon. The systems consist of 10a0 × 10a0 × 60a0
computational domains with 24 000 atoms each. Note,
increasing the cross-sectional area or the length of the
computational domain has negligible change in the observed
results. To investigate the effect of interaction strength between
the atoms across the interface, we vary εA−B in the range εAr to
εAr/4. Periodic boundary conditions are used in the x- and y-
directions, whereas fixed boundaries with four monolayers of
atoms at each end are placed in the z-direction. Initially the
structures are allowed to equilibrate at their prescribed
temperatures for a total of 2 ns under the Nose-Hoover
thermostat43 (that is the NVT integration with the number of
atoms, volume, and temperature of the simulation held
constant) followed by the NPT integration (which is the
isothermal−isobaric ensemble with the number of particles,
pressure, and temperature of the system held constant) for a
total of 2 ns at 0 bar pressure. After equilibration, a steady-state
temperature gradient is established under the NVE integration
(with number of particles, volume, and energy held constant)
by adding a fixed amount of energy per time step to a warm
bath at one end and removing the equal amount of energy from
a cool bath at the other end as shown in Figure 1a. The length
of the baths are 10a0 in the z-direction and are shown in the

Figure 1. (Top panels) Atomistic illustration of the computational domain between LJ-based (left) solid/solid, (middle) solid/liquid, and (right)
solid/gas systems. (Bottom panels) Temperature response of the computational domains for (a) solid/solid, (b) solid/liquid, and (c) solid/gas
systems after a steady heat flux is imposed.
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ABSTRACT: Dynamic control of thermal transport in solid-
state systems is a transformative capability with the promise to
propel technologies including phononic logic, thermal manage-
ment, and energy harvesting. A solid-state solution to rapidly
manipulate phonons has escaped the scientific community. We
demonstrate active and reversible tuning of thermal conductivity
by manipulating the nanoscale ferroelastic domain structure of a
Pb(Zr0.3Ti0.7)O3 film with applied electric fields. With subsecond
response times, the room-temperature thermal conductivity was modulated by 11%.
KEYWORDS: Thermal conductivity, tunable, time domain thermoreflectance, ferroelectric, nano domain

Dynamically regulating phonon transport in solids enables
possibilities of thermal energy control, new computing

mechanisms utilizing phonons, and a novel means to control
phonon-coupled waves and particles such as polaritons and
polarons.1,2 Tuning phonon transport over a broad temperature
range in a single solid-state device provides the largest
technological and scientific impact. Prior to the present study,
however, a solid-state solution to rapidly manipulate phonons
has remained elusive. For example, solid-state thermal
rectification at room temperature has been demonstrated,3

but switching, gating, or dynamic tuning elements have escaped
the scientific community. While it is possible to alter thermal
conductivity through phase transitions,4,5 chemical composition
modification,6 and cryogenically applied magnetic or electric
fields,7−11 none of these prior demonstrations provide a
response that is sufficiently swift and facile for implementation
across a wide-ranging application landscape. For example, in
conventional ferroelectrics, mobile coherent interfaces, the
ferroelastic domain walls, will scatter heat-carrying phonons, an
effect that has previously been attributed to an acoustic
mismatch across the interface,10,12 but also likely has a
significant strain13 and accompanying decreased phonon
relaxation time contribution.14 Reconfiguring the domain
walls with an electric field will alter the thermal conductivity,
as was demonstrated in bulk, single crystalline barium titanate
where thermal conductivity values increased by a factor of 5
after application of an electric field.10 However, this effect was
only present up to the temperature where Umklapp scattering

became the dominant phonon scattering mechanism (∼30 K)
and heretofore was limited to cryogenic temperature regimes.
If properly engineered, mobile phonon scattering interfaces

would allow for tuning across much broader temperature
ranges. To actively and practically achieve this goal requires the
domain wall spacing to be comparable to or less than the
phonon mean free path. Phonon mean free paths are known to
be spectral and therefore have many wavelengths carrying
thermal energy15−18 but for a complex oxide it can be
anticipated that most of these heat-carrying modes have
lengths less than 100 nm at room temperature.19−22 Decreasing
domain wall spacing to this dimension requires scaling of the
ferroelectric crystal size to increase domain wall density and
decrease interface spacing to less than this dimension, which
can be achieved in a thin film embodiment. Recently, we
demonstrated that 30 nm thick epitaxial films of ferroelectric
BiFeO3 with differing densities of 71° domain walls showed
∼30% differences in thermal conductivity at temperatures up to
400 K, indicating domain wall phonon scattering effects may be
observed at noncryogenic temperatures.23 Reconfiguring the
nanoscale domain structure and domain wall density with an
applied field would allow the creation of a simple and integrable
thermal switch that could operate over a broad temperature
range. This requires a material system and embodiment where
the domain structure can be reconfigured. In this Letter, we
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There are two types of heat carriers in solids: electrons and crystal 

vibrations (or phonons). This review focuses on nonmetallic materials 

where phonons are the dominant carrier. A phonon is a quantum of 

crystal vibrational energy and is analogous to the photon7. Just as a 

solid radiates out a Planck-like distribution of photons, it also contains 

a Planck-like distribution of phonons within itself8. Phonons have 

two fundamental lengths: wavelength and mean free path7. At room 

temperature, the dominant heat-carrying phonons typically have 

wavelengths of 1-3 nm and mean free paths of 10-100 nm. By using 

nanostructures comparable in size to these length scales, one can then 

manipulate thermal transport in solids9,10. 

Fig. 1 shows possible approaches to increase the range of thermal 

conductance and conductivity. The range of thermal conductivity at 

room temperature spans four orders of magnitude: from polymers 

at ~0.1 W/mK to diamond at ~103 W/mK. Phonon transport in 

these materials is diffusive and the phonon scattering events are 

uncorrelated. In this article, we focus on a broader range of phonon 

transport mechanisms such as spectrally dependent scattering, phonon 

filtering, correlated scattering, waveguiding, and ballistic transport. In 

the case of phonon filtering and correlated scattering (e.g. localization), 

it may be possible to prevent a spectral band(s) from propagating, 

thereby reducing thermal conductivity. On the other hand, waveguiding 

and ballistic transport can increase the thermal conductance 

significantly. 

The thermally insulating limit
In this section, we review work that pushes the insulating limits in 

thermal transport. For example, we discuss how researchers beat the 

alloy and amorphous limits by nanostructuring. Recent reports on 

phonon filtering and correlated scattering are also reviewed.

The alloy limit
The lowest thermal conductivity k in crystalline solids is generally that 

of an alloy and is often referred to as the ‘alloy limit’. Alloys have low 

thermal conductivity because the atomic substitutions heavily scatter 

phonons. This is known as alloy scattering. Thermal conductivities of 

alloys are typically 5 W/mK < k < 10 W/mK at room temperature. 

Historically, it has been difficult to beat the alloy limit without creating 

defects, dislocations, and voids. However, by using nanostructures such 

as superlattices11,12, nanowires13, and nanoparticles14,15, researchers 

have been able to beat the alloy limit. In some cases13,15, these 

nanostructures provide a scattering mechanism other than alloy 

scattering, such as spectrally dependent phonon scattering. In alloys, 

atomic substitutions scatter phonons because of differences in mass 

and/or bond stiffness. In the Rayleigh scattering regime, the scattering 

cross-section varies as σ ~ b6/λ4 where b is the size of the scattering 

particle and λ is the phonon wavelength. Since atomic substitutions 

in alloys have b ~ 1 Å, this relation suggests that alloys scatter 

short-wavelength phonons much more effectively than mid- and 

long-wavelength phonons. Hence, these latter phonons dominate heat 

conduction in alloys. If one introduces another scattering mechanism 

that scatters mid- and/or long-wavelength phonons, the alloy limit can 

be beaten. Nanostructuring is one way of achieving this. Two examples 

are presented here – an alloy-based nanowire13 and an alloy containing 

nanoparticles15. In nanowires, long-wavelength phonons are scattered 

by the nanowire boundaries, i.e. boundary scattering16, whereas in 

a bulk material containing nanoparticles, mid- to long-wavelength 

phonons are scattered by nanoparticles17-19 in the material. 

Fig. 2a shows thermal conductivities of 58 nm and 83 nm diameter 

single-crystalline Si/SixGe1-x superlattice nanowires and a Si0.9Ge0.1 

alloy film for comparison13. The thermal conductivity of the nanowire 

is clearly below that of the alloy film. The thermal conductivity 

reduction is most pronounced in the low temperature regime and 

negligible at room temperature. Recognizing that long-wavelength 

phonons dominate thermal transport in the low temperature regime, 

this thermal conductivity trend is a key signature of boundary 

scattering7 by the Si/SixGe1-x superlattice nanowire. 

Another example of beating the alloy limit by using spectrally 

dependent phonon scattering is shown in Fig. 2b. By introducing 

epitaxially embedded ErAs nanoparticles into an In0.53Ga0.47As 

alloy, short-wavelength phonons are scattered by the In0.53Ga0.47As 

alloy and mid- and long-wavelength phonons are scattered by the 

Fig. 1 Schematic illustrating various approaches to expand the limits of thermal transport. This can be accomplished with nanostructured materials, which can tune 
into the phonon wavelength and mean free path. 
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Figure 3 | Structural and microstructural characterization of superlattice 
samples from both series. High-resolution, short angular-range q‑2q XRD 
scan of a, an (STO)6/(CTO)6 superlattice centred on the NGO 220 substrate 
peak and b, (STO)74/(BTO)1 superlattice peaks centred on the STO 002 
substrate peak. Both the superlattice peaks and the thickness fringes suggest 
the high degree of interface abruptness in the samples. c, A high-resolution 
reciprocal space map of the (STO)2/(CTO)2 superlattice centred on the NGO 
332 substrate peak. The map clearly shows that the superlattice film is 
coherently strained to the substrate. d, Surface topography of a 200 nm (STO)2/
(CTO)2 thick superlattice film on an STO 001 substrate. The image clearly 
shows the presence of smooth step edges with unit cell height. STEM images of 
e, (STO)2/(CTO)2  and f, STEM-EELS image (dimensions 35 nm X 3.6 nm) of a 
(STO)30/(BTO)1 superlattice revealing the presence of atomically sharp 
interfaces with minimal intermixing in the samples studied along with a 
schematic of the crystal structures on the right. Chemical formulas of the 
component materials of the superlattice are colour-coded to match the false-
colour of the STEM-EELS image on the left (Sr – orange, Ba – purple, Ti – 
green). 

Implications of Interfacial Bond Strength on the Spectral
Contributions to Thermal Boundary Conductance across Solid,
Liquid, and Gas Interfaces: A Molecular Dynamics Study
Ashutosh Giri, Jeffrey L. Braun, and Patrick E. Hopkins*

Department of Mechanical and Aerospace Engineering, University of Virginia, Charlottesville, Virginia 22904, United States

ABSTRACT: The modal contributions to interfacial heat flow
across Lennard-Jones based solid/solid, solid/liquid, and
solid/gas interfaces are predicted via molecular dynamics
simulations. It is found that the spectral contributions to the
total heat flux from the solid that comprises the interface are
highly dependent on the phase of the adjoining matter and the
interfacial bond driving the interaction between the solid and
the adjacent matter. For solid/solid interfaces, along with low
temperatures, weak cross-species interaction strength can
severely limit the conductance owing to the inhibition of
inelastic channels that otherwise facilitate heat flow across the interface via anharmonic interactions. The increase in the cross-
species interaction strength is shown to shift the modal contributions to higher frequencies, and most of the inelastic energy
exchange is due to the longitudinal vibrational coupling across the interface. For solid/liquid interfaces, the increase in the cross-
species interaction enhances the coupling of transverse vibrational frequencies in the interfacial solid region, which leads to an
increase in the total heat current across the interface. Our modal analysis suggests that very high frequency vibrations (with
frequencies greater than 80% of the maximum frequency in the bulk of the solid) have negligible contribution to heat flow across
solid/liquid interfaces, even for a strongly bonded interface. In the limit of weakly interacting solid/gas interfaces, the modes
coupling in the solid to the gas have signatures of reduced dimensionality, as evident by the surface-like density-of-states in the
solid. Increasing the interfacial interaction shows similar trends to the solid/liquid case up to the limit in which gas atoms adsorb
to the surface, enhancing the contribution of transverse phonons coupling at the solid interface. Our work elucidates general
similarities in the influence of interfacial bond strength to thermal boundary conductance across solid/solid, solid/liquid, and
solid/gas interfaces. In general, we find that the mode softening with a decrease in interfacial bond strength is more pronounced
in the longitudinal modes as compared to transverse modes, and we consistently observe a decrease in the transverse mode
contribution from the solid across the interface as the interfacial bond strength is decreased, regardless of the phase of matter on
the other side.

■ INTRODUCTION
Heat flow in modern nanoscale devices is mostly limited by the
high densities of interfaces rather than the materials comprising
the device.1,2 These interfaces can provide resistance to energy
carriers, which results in nanoscale temperature discontinuities
between the materials comprising the interfaces. The relation
between the temperature discontinuity, ΔT, and the impinging
heat flux, Q, at the interface quantifies the efficacy of energy
exchange across the interface, and is referred to as the thermal
boundary conductance (hK = Q/ΔT).3 Over the past few
decades, hK across interfaces comprising solid/solid materials
has attracted a considerable amount of interest both
experimentally and theoretically because of the wide variety
of physical phenomena associated with interfacial thermal
transport and also because of the various device driven
applications.1,2,4,5 Analytical expressions based on the phonon
gas model have been shown to reproduce the experimentally
measured hK across various crystalline solid/solid interfaces
reasonably well because of the periodicity of atoms in the solid
lattices on either side of the interface.3,6−9 However, the lack of

periodicity and the inability to define group velocities in
disordered phases such as in gaseous and liquid states render
the direct application of these predictive models invalid, which
has necessitated new predictive formalisms.10,11

The thermal interface coupling of heat carriers across solids
in contact with gases and liquids has recently garnered much
attention. For example, solid/liquid interfaces have been
studied for their importance in understanding various biological
and chemical processes,12,13 friction mitigation in hard disks,14

and evaporative cooling.15 Similarly, for solid/gas interfaces,
heat transfer has been shown to play a critical role in
understanding geothermal energy harvesting,16 heat pipe
engineering,17,18 low-grade waste heat recovery, and seawater
energy conversion.19−21 In this regard, prior works have
investigated the effects of interfacial structure and chemistry
along with effects of variations in temperature and pressure on
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conductivity of SLs.
The temperature dependence of the thermal conductivities

on selected samples are shown in Fig. 1 for 100 and 200 K
compared to room temperature. The trend at low temperatures
is similar to that at room temperature suggesting the mecha-
nisms of heat transfer are dominated by the geometry even
though the characteristic length of heat carrier is significantly
changed. The agreement between the model the temperature
dependent measurements is discussed in the Supplementary
Information.

Now we analyze the phononic spectral contribution to the
thermal conductivity (without the effects from the internal in-
terfaces) by calculating the mpf distribution, ` j(w,L,T ) and
the thermal conductivity accumulation functions, a(`,L,T )
and a(w,L,T ) over phonon mpfs and frequencies, respec-
tively. For bulk and thin film SLs of thicknesses 24,
100, and 1,000 nm, Fig. 2a shows the mfp ` j(w,L,T ) =
u j(w)t j(w,L,T ) for the longitudinal and transverse acoustic
branches at room temperature where u j and t j are the phonon
group velocity and scattering times. The film boundary scat-
tering term limits the maximum mfp in the SL to the thick-
ness L. In other words, phonons with ` > L do not exist in
the phonon spectrum of the SL. The mfp in a bulk SL shows
a strong spectral dependence where phonons of different fre-
quencies have significantly different values of ` j. As the film
thickness decreases, ` j flattens and a larger portion of phonon
frequencies take mfp values closer to the film thickness (i.e
closer to the maximum mfp).

The effect of film thickness on thermal conductivity can be
better seen in Fig. 2b where we plot a(`,L,T ). As the thick-
ness increases, this mean free path-dependent accumulation
function spreads over larger portion of the mfp spectrum and
becomes more evenly distributed over the spectrum. To better
visualize this, we plot a(`,L,T ) for 24 and 100 nm on a linear
scale in the inset of Fig. 2b. The horizontal and vertical lines
in the inset show that 50% of thermal conductivity is carried
by the upper 28% (17-24 nm) and 55% (45-100 nm) of the
phonon spectrum for the 24 and 100 nm films, respectively.
This demonstrates how long mfp phonons are more dominant
in thinner films. The same can be observed in Fig. 2c which
plots the phonon frequency-dependent thermal conductivity
accumulation. As the thickness decreases, the percentile con-
tribution from low frequency phonons (i.e long mfp) becomes
more substantial. The horizontal and vertical lines show that
50% of thermal conductivity is dictated by the lower 28.7 %
and 54 % of the phonon spectrum in bulk and 24 nm thick
samples, respectively.

The analysis presented in Fig. 2 clearly explains the bal-
listic behavior of phonons observed in AlAs-GaAs SLs. In
fact this result can be generalized on all thin film structures.
As the thickness decreases, the spectral contribution to ther-
mal conductivity becomes more dependent on long mfp (low
frequency phonons). Table I shows the fraction of thermal
conductivity carried by phonons with mfps longer than L/2 or
with frequencies lower than wmax/2, where wmax is the maxi-
mum cutoff frequency. For instance, for L = 24 nm, 82% of the
thermal conductivity is carried by phonons with mfp between
12 and 24 nm. This percentage decreases to only 9.4% for L

TABLE I. Fraction of thermal conductivity carried by phonons with
mfp larger than L/2 or frequency lower than than wmax/2

Thickness, L (nm ) 24 100 1,000 bulk
1 - aH(`,L/2,T ) (%) 82 43 9.4 -
aH(wmax/2,L,T ) (%) 48 54 66 76.7

FIG. 3. thermal conductivity map. Thermal conductivity color map
for AlAs-GaAs using equations 1- ?? at room temperature. Such map
allows for engineering thermal conductivity by selecting the the film
and period thicknesses.

= 1,000 nm. The numbers show the strong influence of large
mfp phonons on the thermal conductivity of thin films. The
increased effect of short mfp phonons for larger thicknesses
causes the plateau (leveling off) of the thermal conductivity at
higher thicknesses shown in Fig. 1. It is also important to note
that the thermal conductivity values of films with L < 200 nm
for the different period thicknesses are closer to each other
than those of thicker films. This stems directly from the dom-
inance of long mfp phonons in thinner films that reduces the
portion of phonons available for short range boundary scatter-
ing. As the thickness increases, short mfp phonons dominate
the spectrum and kSL becomes solely dependent on dSL.

We note that the use of a thin film accumulation function
is more direct for comparing to thermal conductivity measure-
ments than the typically used ratio of film to bulk thermal con-
ductivity (kfilm/kbulk) accumulation function (e.g. Ref 25) or
the bulk accumulation,19 as it illustrates the relative impor-
tance of the different portions of the mfp spectrum in the thin
film structure. While kfilm/kbulk can interpret how a thin film
thermal conductivity is affected by its dimension as compared
to bulk, it does not provide direct insight into the spectral de-
pendence of thermal conductivity in a film of a specific thick-
ness.

A major result of the data shown in Fig 1 is the ability
to engineer the thermal conductivity by selecting L and dSL.
The ability to precisely prescribe the thermal conductivity is
tied to both film boundary scattering and the thermal bound-
ary conductance across the AlAs-GaAs interfaces. The val-
ues used for hK plotted in Fig. 1f are fitted to an inverse law
that gives hK = 6.24⇥ 106d�0.33

SL . When substituted in equa-
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Thermal	conductivity	of	materials	– Traditional	picture

temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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Thermal	conductivity	of	materials	- nanoscopic

Metals:
Free	electrons are	the	
dominant	energy	carriers
in	metals,	ballistic	velocity	
~106 m/s

Semiconductors:
Phonons (lattice	vibrations)	
are	the	dominant	energy	
carriers	in	semiconductors,	
velocity	~103 m/s

atom

“hot”	free	electron

“cold”	free	electron

Diffusion	of	“hot” electrons

Phonon	propagation

Electron	carrier	density:
in	metals ~1023 cm-3

in	semiconductors ~1018 cm-3
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different phonon modes and reduce thermal conductivity. A 
schematic diagram is shown in  Figure    5   capturing these var-
ious phonon scattering mechanisms, along with the electrical 
transport within a thermoelectric material.  

 Thus, in certain cases nanodots clearly play a very signifi cant 
role in reducing lattice thermal conductivity, probably by effec-
tively scattering phonons that otherwise would have relatively 
long mean free paths. In many of these cases it has been clearly 
demonstrated that the reduction in thermal conductivity far 
exceeds any concomitant reduction in the power factor caused 

of Sb. [  73  ]  In contrast, similar fractions of nanoparticles of Bi or 
Pb (two elements that have the same atomic mass as the Pb ions 
in the rock salt lattice) were found to have no such effect. [  73  ,  81  ]  
ErAs:InGaAs is another interesting example to study along 
these lines since the size distribution of ErAs nanoparticles in 
the matrix is not a strong function of the growth parameters 
and they are typically 2–4 nm in diameter [Figure  3 c]. [  82  ]  The 
volume fraction of the embedded nanoparticles can be easily 
changed from 0.01-6% without introducing defects or disloca-
tions. Thermal conductivity measurements show a reduction by 
as much as a factor of 3 compared to the bulk 
alloy [Figure  4 b].  

 The question remains as to why the inclu-
sion of nanodots can reduce the thermal 
conductivity below the alloy limit. Detailed 
calculations of phonon transport have been 
performed for ErAs:InGaAs materials, 
although the principles developed through 
these studies are fairly general and apply for 
other nanodot material systems as well. [  72  ,  82  ]  
Atomic scale defects in alloys scatter pho-
nons due to differences in mass or due to 
generation of strain fi elds, and the scattering 
cross-section follows Rayleigh scattering as 
 d  6 /  λ   4 , where  d  is the nanodot diameter and 
  λ   is the phonon wavelength. Hence, short 
wavelength phonons are effectively scattered 
in alloys, but the mid-to-long wavelength 
phonons can propagate without signifi cant 
scattering and thereby still contribute to heat 
conduction. By inclusion of nanoparticles, 
signifi cant reduction in lattice thermal con-
ductivity can be achieved by the additional 
scattering of mid- and long-wavelength pho-
nons by the nanoparticles. Calculations show 
that a wide size distribution of nanoparticles 
is preferable since it can effectively scatter 

      Figure  5 .     Schematic diagram illustrating various phonon scattering mechanisms within a ther-
moelectric material, along with electronic transport of hot and cold electrons. Atomic defects 
are effective at scattering short wavelength phonons, but larger embedded nanoparticles are 
required to scatter mid- and long-wavelength phonons effectively. Grain boundaries can also 
play an effective role in scattering these longer-wavelength phonons.  

Nanoparticle

Short wavelength phonon

Mid/long wavelength phonon

Atomic 
defect

Grain
boundary

Hot Electron

Cold Electron

      Figure  4 .     Lattice thermal conductivity as a function of temperature for: (a) various PbTe-based alloys (x  =  0.1) and nanostructured samples. The value of 
x  =  0.1 was chosen because these samples have the same concentration of added component to PbTe as those in LAST-18 and SALT-20. (b) InGaAs with 
and without embedded ErAs nanodots. It is seen in both cases that the inclusion of nanodots into the microstructure results in a signifi cant reduction 
to the lattice thermal conductivity. In the PbTe system solid solution alloying is effective around room temperature (see black dotted arrow) but not at 
high temperature. Nanostructuring is shown to be effective both at room temperature and at high temperatures (see brown dotted arrows).  
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Thermal	conductivity	of	non-crystalline	solids

temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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also consistent with the thermal conductivity predicted via
normal mode decomposition analysis of amorphous Si that
only considers the contribution from non-propagating modes
as discussed in Ref. 8. However, as mentioned earlier, size
effects can drastically increase the thermal conductivity of
amorphous Si for large simulation domains where the signifi-
cant amount of heat is carried by propagons.8,42 In Ref. 42,
NEMD results on domain lengths smaller than !33 nm did
not show a noticeable size dependence in the predicted ther-
mal conductivity as non-propagating modes do not contrib-
ute significantly to thermal transport on this length scale.
This is consistent with the results of our NEMD simulations
where we do not observe any size effects in thermal conduc-
tivities for the domain lengths and layer thicknesses used for
our SW-based SLs, further validating the use of thickness
independent thermal conductivities as input parameters in
Eq. (1) for these SLs.

Using Eq. (1), our thermal conductivity data, and a least
squares fitting routine, we find that the Kapitza resistance at
an a:Si/a:Ge interface is 0.52 m2 K GW"1. The thermal con-
ductivities predicted from the least squares fitting routing are
within 4% of the values determined by our NEMD simula-
tions, demonstrating that the model fits the MD data very
well. The best-fit value of Kapitza resistance is consistent
with that calculated from separate NEMD simulations of iso-
lated interfaces between amorphous Si and Ge (correspond-
ing to temperature profiles similar to that illustrated in
Fig. 1(b)). More specifically, we expect a temperature drop
of 3.6 K from the Kapitza resistance predicted by Eq. (1) at
the amorphous Si/heavy-Si interface shown in Fig. 1(b).
From Fig. 1(c), we observe a temperature drop !4 K at the
isolated interface, which is in excellent agreement with the
prediction from the thermal circuit model, suggesting that
the Kapitza resistance predicted by Eq. (1) can be used to
describe the internal Kapitza resistances in these SW-based
amorphous SLs.

Two aspects of these data are worth noting. First, the re-
sistance at an a:Si/a:Ge interface is !6 times lower than at
the corresponding isolated interface between crystalline Si
and Ge (as determined via our additional simulations on an
isolated crystalline Si/Ge interface and further verified by a
previous work that studied the Kapitza resistance at isolated
crystalline Si/Ge interfaces43). More specifically, from our
additional simulations on an isolated crystalline Si/Ge inter-
face, we find that the Kapitza resistance is 2.81 m2 K GW"1

at this interface; we note that for this crystalline Si/Ge simu-
lation, the species differ only in mass and we conduct the
simulations using a similar domain size as studied for our
amorphous structures at 500 K. Our result on the mass-
mismatched crystalline interface is within 5% of the MD pre-
diction from Landry and Mcgaughey (RK ¼ 2:93 m2 K
GW"1) for a crystalline Si/Ge interface.43 The small discrep-
ancy between the predicted Kapitza resistances might be due
to the fact that our simulations do not consider the strain
associated with the lattice mismatch between Si and Ge,
whereas, the MD simulations in Ref. 43 consider the lattice
mismatch between the species and also take into account the
different interaction parameters between the species.
Moreover, the fact that our domain size for the crystalline

Si/Ge structure is well below the mean free path of heat car-
rying phonons in these structures, size effects can signifi-
cantly influence the predicted Kapitza resistances across
crystalline Si/Ge interfaces as shown in the work of Landry
and Mcgaughey.43 For a comprehensive study of Kapitza re-
sistance at crystalline Si/Ge and Si/heavy-Si interfaces, the
reader is referred to Ref. 43 where the authors compare their
MD and lattice dynamics results to theoretical calculations.

The difference in the Kapitza resistances between amor-
phous and crystalline Si/Ge interfaces is despite the fact that
the vibrational mismatch between amorphous Si and Ge is
very similar to that between crystalline Si and Ge (see
Fig. 3). While the vibrational bandwidths of these two mate-
rials are similar regardless of amorphicity or crystallinity,
the vibrations that predominately contribute to thermal trans-
port in our amorphous Si and Ge layers in the SLs are non-
propagating modes. That is, the heat carrying vibrations in
our amorphous Si/Ge SLs are not spatially extended as in the
case of crystalline Si/Ge systems. (This conclusion can be
drawn due to the absence of size effects in the context of the
former and the prevalence of size effects in the context of
the latter.) This is supported by our simulations on LJ-based
samples as well, where we do not observe any size effects as
mentioned above.

The second and related aspect worth noting is that
Kapitza resistances at the interfaces within our amorphous
SW SLs do not appear to be a function of interface density.
On the contrary, Kapitza resistance has been shown to
decrease with increasing interface density in crystalline
SLs.19,20 This behavior has been ascribed to a transition from
diffusive to ballistic phonon transport, i.e., a shortening of
phonon mean-free-paths.20 Taking these two observations to-
gether, it follows that interfacial thermal transport is mediated
by delocalized and non-propagating modes (or diffusons) in

FIG. 3. Vibrational density of states of amorphous (dashed lines) and crys-
talline (shaded regions) Si and Ge. Regardless of amorphicity or crystallin-
ity, the differences between the vibrational spectra between Si and Ge are
similar.
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Engineering	thermal	conductivity	in	polymeric	TE	materials

Modification of the Poly(bisdodecylquaterthiophene) Structure for
High and Predominantly Nonionic Conductivity with Matched
Dopants
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ABSTRACT: Four p-type polymers were synthesized by
modifying poly(bisdodecylquaterthiophene) (PQT12) to in-
crease oxidizability by p-dopants. A sulfur atom is inserted
between the thiophene rings and dodecyl chains, and/or 3,4-
ethylenedioxy groups are appended to thiophene rings of
PQT12. Doped with NOBF4, PQTS12 (with sulfur in side
chains) shows a conductivity of 350 S cm−1, the highest reported
nonionic conductivity among films made from dopant−polymer
solutions. Doped with tetrafluorotetracyanoquinodimethane
(F4TCNQ), PDTDE12 (with 3,4-ethylenedioxy groups on
thiophene rings) shows a conductivity of 140 S cm−1. The
converse combinations of polymer and dopant and formulations
using a polymer with both the sulfur and ethylenedioxy
modifications showed lower conductivities. The conductivities are stable in air without extrinsic ion contributions associated
with PEDOT:PSS that cannot support sustained current or thermoelectric voltage. Efficient charge transfer, tighter π−π stacking,
and strong intermolecular coupling are responsible for the conductivity. Values of nontransient Seebeck coefficient and
conductivity agree with empirical modeling for materials with these levels of pure hole conductivity; the power factor compares
favorably with prior p-type polymers made by the alternative process of immersion of polymer films into dopant solutions.
Models and conductivities point to significant mobility increases induced by dopants on the order of 1−5 cm2 V−1 s−1, supported
by field-effect transistor studies of slightly doped samples. The thermal conductivities were in the range of 0.2−0.5 W m−1 K−1,
typical for conductive polymers. The results point to further enhancements that could be obtained by increasing doped polymer
mobilities.

■ INTRODUCTION
Doped polymeric semiconductors applied to thermoelectric
research have attracted increased attention because they show
useful attributes such as low thermal conductivity, structural
and compositional tunability, and amenability to flexible,
printable, large area applications.1,2 Poly(3,4-ethylenedioxythio-
phene) (PEDOT) is among the most widely used doped
polymers and has been investigated intensively in the fields of
thin-film conductive coatings and organic electronics because of
its environmental stability and wide range of conductivity.3−6

By using poly(styrenesulfonic acid) (PSS) as the counterion,
PEDOT:PSS shows high conductivity and solution process-
ability.7,8 Replacing PSS by small anions, such as tosylate (Tos),
PEDOT:Tos can reach electrical conductivity values exceeding
1000 S cm−1 and a high reported thermoelectric efficiency.9

However, PEDOT itself is insoluble in common organic
solvents so that the polymer is mainly prepared by electro-
chemical polymerization, which results in difficulty controlling

the film composition, thickness, and morphology. These similar
drawbacks exist in several works about other polythiophenes
containing the EDOT subunit synthesized by electrochemical
polymerization.10−12 On the other hand, the high thermo-
electric efficiency of PEDOT:PSS can be partly attributed to an
ionic Seebeck effect,13 which is transient and sensitive to
humidity, making the output power unstable and complicating
the data analysis.14,15 Most importantly, the ionic transport
contributes an unsustainable current to an external circuit,
which is detrimental to the operation.
The thermoelectric figure of merit, ZT = σS2T/λ, is used to

estimate the performance of thermoelectric material, where σ
and λ are electrical and thermal conductivity, respectively, S is
the Seebeck coefficient, and T is absolute temperature. Lacking
precise data on λ, thermoelectric performance is often assessed

Received: May 23, 2017
Published: July 24, 2017

Article

pubs.acs.org/JACS

© 2017 American Chemical Society 11149 DOI: 10.1021/jacs.7b05300
J. Am. Chem. Soc. 2017, 139, 11149−11157

COMMUNICATION

1606928 (1 of 7) © 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

www.advmat.de
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While stable p-type conductive polymers, 
especially those based on thiophene subu-
nits, have long been available,[5] solution-
processable conductive n-type polymers 
remain rare, and few are stable in air.[6] 
Deficiencies of reported solution-process-
able conductive n-type polymers are their 
low electrical conductivity σ and the air 
instability, severely limiting their extensive 
application. Chemical doping, inducing 
more free carriers (holes for p-doping 
or electrons for n-doping) into the host 
materials via redox reactions, is the most 
widely used strategy for increasing σ of 
conjugated polymers.[6] Recently, sev-
eral solution-processed n-doped organic 
conjugated polymers were reported, 
most of which show typical conductivi-
ties of <10−2 S cm−1. For example, the 
classic bithiophene donor-naphtha-
lenediimide acceptor n-type poly mer 
P(NDI2OD-T2) (lowest unoccupied 
molecular orbital (LUMO) ≈ −4.0 eV) was 
doped with dimers of rhodocene, dimeth-
ylaminophenyl dimethylbenzimidazo-
line (N-DMBI), tetrakis(dimethylamino) 

ethylene (TDAE), and with even more strongly n-doping 
N-DMBI dimer derivatives, which can effectively and quan-
titatively dope P(NDI2OD-T2) by electron transfer, with elec-
tron conductivity of 10−4–10−3 S cm−1 in spin-coated films 
under vacuum or N2.[7] Recently, a series of halo-substituted 

Air-stable and soluble tetrabutylammonium fluoride (TBAF) is demonstrated 
as an efficient n-type dopant for the conjugated polymer ClBDPPV. Electron 
transfer from F− anions to the π-electron-deficient ClBDPPV through anion–π 
electronic interactions is strongly corroborated by the combined results of 
electron spin resonance, UV–vis–NIR, and ultraviolet photoelectron spec-
troscopy. Doping of ClBDPPV with 25 mol% TBAF boosts electrical con-
ductivity to up to 0.62 S cm−1, among the highest conductivities that have 
been reported for solution-processed n-type conjugated polymers, with a 
thermoelectric power factor of 0.63 µW m−1 K−2 in air. Importantly, the See-
beck coefficient agrees with recently published correlations to conductivity. 
Moreover, the F−-doped ClBDPPV shows significant air stability, maintaining 
the conductivity of over 0.1 S cm−1 in a thick film after exposure to air for one 
week, to the best of our knowledge the first report of an air-stable solution-
processable n-doped conductive polymer with this level of conductivity. The 
result shows that using solution-processable small-anion salts such as TBAF 
as an n-dopant of organic conjugated polymers possessing lower LUMO 
(lowest unoccupied molecular orbital), less than −4.2 eV) can open new 
opportunities toward high-performance air-stable solution-processable n-type 
thermoelectric (TE) conjugated polymers.
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Multiple organic electronics applications require complemen-
tary pairs of n- and p-type conductive polymers, including the 
charge injection/extraction layers of organic light-emitting 
diodes and hybrid solar cells,[1] complementary inverter cir-
cuits[2] and sensors,[3] and organic thermoelectric modules.[4] 
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molecular weight was measured via gel permeation chroma-
tography versus polystyrene standards using tetrahydrofuran 
(THF) as eluent. Number-average molecular weight (Mn) and 
polydispersity index (Mw/Mn) are 34 000 and 3.06, respectively, 
comparable to those of the reference. The HOMO and LUMO 
level of ClBDPPV based on the cyclic voltammetry measure-
ment (Figure S3, Supporting Information) are −5.9 and −4.3 eV, 
respectively, also consistent with the reference.[8] All of the 
results indicate that ClBDPPV is successfully synthesized using 
oil bath heating. The calculated dihedral angles between the 
ClBDOPV and ethylene planes are small (θ1 and θ2, ≈10.06°) 
(Figure 2), indicating that ClBDPPV possesses an almost planar 
conjugated backbone. Moreover, computational results suggest 
that the HOMO and LUMO of ClBDPPV are well delocalized 

over the polymer backbone, which indicate longer polaron delo-
calization length and an easier intramolecular transfer, thus 
favoring a higher polaron mobility along the chain for almost 
planar ClBDPPV polymer.[7d,9] Considering that lower LUMO 
(−4.28 eV), high electron mobility, and longer polaron delocali-
zation length would promote efficient n-doping and higher σ, 
ClBDPPV was chosen to evaluate the efficiency of the n-dopant 
TBAF.

The polymer was doped by mixing TBAF in THF and 
ClBDPPV in chlorobenzene (molar doping ratios mentioned 
below are dopant molecules: repeat units of the ClBDPPV). 
UV–vis–NIR spectroscopy is often utilized to evaluate the 
formation of charge transfer complexes in doped polymers. 
UV–vis–NIR absorption spectra of ClBDPPV polymer with or 

Adv. Mater. 2017, 29, 1606928

Figure 1. The polymer structure and proposed reaction scheme for generation of ClBDPPV radical anion via reaction of TBAF and ClBDPPV. Other 
F− addition sites and radical/anion resonance structures are possible.

Modification of the Poly(bisdodecylquaterthiophene) Structure for
High and Predominantly Nonionic Conductivity with Matched
Dopants
Hui Li,† Mallory E. DeCoster,‡ Robert M. Ireland,† Jian Song,† Patrick E. Hopkins,‡

and Howard E. Katz*,†

†Department of Materials Science and Engineering, Johns Hopkins University, 3400 North Charles Street, Baltimore, Maryland
21218, United States
‡Department of Mechanical and Aerospace Engineering, University of Virginia, Charlottesville, Virginia 22904, United States

*S Supporting Information

ABSTRACT: Four p-type polymers were synthesized by
modifying poly(bisdodecylquaterthiophene) (PQT12) to in-
crease oxidizability by p-dopants. A sulfur atom is inserted
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chains) shows a conductivity of 350 S cm−1, the highest reported
nonionic conductivity among films made from dopant−polymer
solutions. Doped with tetrafluorotetracyanoquinodimethane
(F4TCNQ), PDTDE12 (with 3,4-ethylenedioxy groups on
thiophene rings) shows a conductivity of 140 S cm−1. The
converse combinations of polymer and dopant and formulations
using a polymer with both the sulfur and ethylenedioxy
modifications showed lower conductivities. The conductivities are stable in air without extrinsic ion contributions associated
with PEDOT:PSS that cannot support sustained current or thermoelectric voltage. Efficient charge transfer, tighter π−π stacking,
and strong intermolecular coupling are responsible for the conductivity. Values of nontransient Seebeck coefficient and
conductivity agree with empirical modeling for materials with these levels of pure hole conductivity; the power factor compares
favorably with prior p-type polymers made by the alternative process of immersion of polymer films into dopant solutions.
Models and conductivities point to significant mobility increases induced by dopants on the order of 1−5 cm2 V−1 s−1, supported
by field-effect transistor studies of slightly doped samples. The thermal conductivities were in the range of 0.2−0.5 W m−1 K−1,
typical for conductive polymers. The results point to further enhancements that could be obtained by increasing doped polymer
mobilities.

■ INTRODUCTION
Doped polymeric semiconductors applied to thermoelectric
research have attracted increased attention because they show
useful attributes such as low thermal conductivity, structural
and compositional tunability, and amenability to flexible,
printable, large area applications.1,2 Poly(3,4-ethylenedioxythio-
phene) (PEDOT) is among the most widely used doped
polymers and has been investigated intensively in the fields of
thin-film conductive coatings and organic electronics because of
its environmental stability and wide range of conductivity.3−6

By using poly(styrenesulfonic acid) (PSS) as the counterion,
PEDOT:PSS shows high conductivity and solution process-
ability.7,8 Replacing PSS by small anions, such as tosylate (Tos),
PEDOT:Tos can reach electrical conductivity values exceeding
1000 S cm−1 and a high reported thermoelectric efficiency.9

However, PEDOT itself is insoluble in common organic
solvents so that the polymer is mainly prepared by electro-
chemical polymerization, which results in difficulty controlling

the film composition, thickness, and morphology. These similar
drawbacks exist in several works about other polythiophenes
containing the EDOT subunit synthesized by electrochemical
polymerization.10−12 On the other hand, the high thermo-
electric efficiency of PEDOT:PSS can be partly attributed to an
ionic Seebeck effect,13 which is transient and sensitive to
humidity, making the output power unstable and complicating
the data analysis.14,15 Most importantly, the ionic transport
contributes an unsustainable current to an external circuit,
which is detrimental to the operation.
The thermoelectric figure of merit, ZT = σS2T/λ, is used to

estimate the performance of thermoelectric material, where σ
and λ are electrical and thermal conductivity, respectively, S is
the Seebeck coefficient, and T is absolute temperature. Lacking
precise data on λ, thermoelectric performance is often assessed
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confidence level) as a function of Λ and C of ≈100 nm PMMA
thin film and PEDOT spin-cast thin films. These uncertainties
are determined by the signal-to-noise ratio of the measurement
and the quality of the fit of the data to the thermal model. The
total uncertainties of the measured Λ and C are calculated by
adding these measurement uncertainties in quadrature with the
systematic errors that propagate from uncertainties in the film
thickness, laser spot size, and thermal properties of the
transducer film and substrate. The best fits are Λ = 0.29 ±
0.05 W m−1 K−1 and C = 2.0 ± 0.4 J cm−3 K−1 for spin-cast
PEDOT films with different DMSO compositions. We do not
observe a significant change in either Λ or C with different
DMSO compositions within our measurement accuracy, as
shown in Figure 3b.
Figure 4 shows elastic constants (C11 and C44) as a function

of in-plane electrical conductivity σ of spin-cast PEDOT films.
The error bars of the measured elastic constants are calculated
by considering error propagation from experimental uncertain-
ties, such as the uncertainty from the measured vSAW and film

thickness. Both C11 and C44 of spin-cast PEDOT films are
independent of DMSO compositions within the uncertainty of
our measurements. We find C11 ≈ 11 GPa and C44 ≈ 1.7 GPa.
These measurements of the elastic constants and through-

plane thermal conductivity of spin-cast PEDOT films support
our assumption that the phonon contribution to thermal
conductivity in PEDOT films does not change significantly with
DMSO composition.
Figure 5 shows Λ⊥ and Λ∥ of drop-cast PEDOT films as a

function of σ. Λ⊥ of the drop-cast layers does not change with σ

and is consistent with Λ⊥ measured on spin-cast films. Thermal
conductivity of the drop-cast PEDOT film is anisotropic with
Λ∥ ≈ 2Λ⊥ when the PEDOT film is not electrically conductive.
This result suggests that even in the absence of DMSO, the
molecular alignment created during the evaporation process has
a preferred direction parallel to the film surface. The anisotropy

Figure 3. (a) Contour map derived from the goodness-of-fit for
frequency-dependent TDTR data as a function of thermal conductivity
Λ and heat capacity C for ≈65 nm-thick spin-cast DMSO-mixed
PEDOT:PSS films with different DMSO compositions (0−4 wt %
DMSO; 0%, green; 1%, blue; 2%, red; and 4%, black), measured at
≈300 K. The contour for a validation measurement of a ≈100 nm-
thick PMMA sample is also shown. The contour lines represent 95%
confidence level that the true values of Λ and C fall within the contour.
(b) Λ as a function of in-plane electrical conductivity σ of spin-cast
DMSO-mixed PEDOT:PSS films. The dashed lines are the average
values Λ = 0.29 W m−1 K−1. The uncertainties of σ are smaller than
the size of the data symbols.

Figure 4. Elastic constants C11 (dots) and C44 (squares) as a function
of in-plane electrical conductivity σ of spin-cast DMSO-mixed
PEDOT:PSS films. C11 is measured by picosecond acoustics; C44 is
measured by velocity of surface acoustic waves. The dashed lines are
the average values C11 ≈ 11 GPa and C44 ≈ 1.7 GPa. The uncertainties
of σ are smaller than the size of the data symbols.

Figure 5. Through-plane (Λ⊥, fill circles) and in-plane (Λ∥, filled
squares) thermal conductivity of drop-cast DMSO-mixed PEDOT:PSS
films measured by TDTR as a function of in-plane electrical
conductivity σ, measured at ≈325 K. Λ⊥ of the drop-cast DMSO-
mixed PEDOT:PSS films does not change with σ (dot line is the
average value Λ⊥ ≈ 0.3 W m−1 K−1). Λ∥ of drop-cast DMSO-mixed
PEDOT:PSS film increases from Λ∥ ≈ 2Λ⊥ for the pristine film to Λ∥
≈ 3Λ⊥ for the DMSO-mixed film with the highest electrical
conductivity. The Wiedemann−Franz law and Sommerfeld value of
Lorenz number L, plotted as a dashed line (Λ∥ = Λph + LσT), is
consistent with the variation of Λ∥ on σ assuming the phonon
contribution to thermal conductivity Λph is constant.
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Measuring	heat	flow	in	thin	films:	TDTR

100 fs
80 MHzEOM

BiBO

Substrate

Thin film
The lock-in amplifier measures the fundamental compo-

nent of the probe signal at the modulation frequency, !0, and
rejects all other harmonic components. This is shown in Fig.
2!d". The output will be the amplitude, A, and phase, ", of
the fundamental component of the probe signal with respect
to the reference wave at every delay time #. Mathematically,
the solution takes the form of a “transfer function,” a com-
plex number Z!!0" such that the output of the lock-in ampli-
fier for a reference wave ei!0t is given by

Aei!!0t+"" = Z!!0"ei!0t. !3"

The transfer function can be represented in two ways. The
first, given by Capinski and Maris10 is in terms of the im-
pulse response of the sample, h!t",

Z!!0" =
$QQprobe

T #
q=0

%

h!qT + #"e−i!0!qT+#", !4"

where Q is the power per pump pulse, Qprobe is the power per
probe pulse, and $ is a constant that includes the thermore-
flectance coefficient and gain of the electronics. A math-
ematically equivalent form was later given by Cahill11 in
terms of the sample frequency response, H!!",

Z!!0" =
$QQprobe

T2 #
k=−%

%

H!!0 + k!s"eik!s#, !5"

where again !0 is the reference frequency and !s$2& /T.
The equivalence of Eqs. !4" and !5" stems from the fact that,
in a LTI system, the impulse response and frequency re-
sponse are Fourier transform pairs. In practice, Eq. !4" may
be more convenient for numerical simulations, while Eq. !5"
is more convenient for cases where an analytical heat trans-
fer solution is more easily obtained in the frequency domain.

In the limit that the time between pulses, T, becomes
infinite, both expressions reduce to the impulse response as a
function of delay time, #,

lim
T→%

$QQprobe

T #
q=0

%

e−i!0#h!qT + #" =
$QQprobe

T
h!#"e−i!0#

!6"

since at very long times, h!qT+#" decays to zero for all
terms where q!0. In this limiting case, the phase shift is
simply the delay between the pump and probe pulses divided
by the modulation frequency, as expected, and the amplitude
of the signal can be directly interpreted as the response of
the sample to a single pulse. In this case, the relevant time
and length scales are those associated with the single-pulse
response.

In the other limit, as T approaches zero, the expression
approaches the frequency response !i.e., the steady periodic
response at !0",

lim
T→0

$QQprobe

T2 #
q=0

%

e−i!0#h!qT + #"T =
$QQprobe

T2 H!!0" . !7"

In this case, the relevant time and length scales are those
associated with the steady periodic response.

In the intermediate range, where the decay time of the
system is not much longer or shorter than the pulse period T,
the signal has elements of both the impulse response and the
steady frequency response and the two effects cannot be eas-
ily separated.

To examine this further, we take a simple exponential
system as a model and see how the measured signal changes
as the decay rate and laser pulse period are varied. Although
the thermal response of a sample is more complex, the basic
features of the accumulation effects will be the same. The
impulse response and frequency response of the simple sys-
tem are given by

h!t" = e−at, !8"

Time (a.u.)

(a)

(b)

(c)

(d)

Temperature
Probe pulses

Pump pulses

Temperature
Pump pulses

Pump pulses

Temperature
Probe pulses

Reference wave

Measured signal

FIG. 2. !Color online" !a" The pump beam input to the sample modulated by
the fundamental component of the EOM. !b" The surface temperature of the
sample in response to the pump input. !c" The probe pulses arrive at the
sample delayed by a time, #, and are reflected back to a detector with an
intensity proportional to the surface temperature. !d" The fundamental har-
monic components of the reference wave and measured probe wave. The
amplitude and phase difference between these two waves is recorded by the
lock-in amplifier at every delay time.
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associated with the steady periodic response.

In the intermediate range, where the decay time of the
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FIG. 2. !Color online" !a" The pump beam input to the sample modulated by
the fundamental component of the EOM. !b" The surface temperature of the
sample in response to the pump input. !c" The probe pulses arrive at the
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fer solution is more easily obtained in the frequency domain.
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be more convenient for numerical simulations, while Eq. !5"
is more convenient for cases where an analytical heat trans-
fer solution is more easily obtained in the frequency domain.

In the limit that the time between pulses, T, becomes
infinite, both expressions reduce to the impulse response as a
function of delay time, #,

lim
T→%

$QQprobe

T #
q=0

%

e−i!0#h!qT + #" =
$QQprobe

T
h!#"e−i!0#

!6"

since at very long times, h!qT+#" decays to zero for all
terms where q!0. In this limiting case, the phase shift is
simply the delay between the pump and probe pulses divided
by the modulation frequency, as expected, and the amplitude
of the signal can be directly interpreted as the response of
the sample to a single pulse. In this case, the relevant time
and length scales are those associated with the single-pulse
response.

In the other limit, as T approaches zero, the expression
approaches the frequency response !i.e., the steady periodic
response at !0",

lim
T→0

$QQprobe

T2 #
q=0

%

e−i!0#h!qT + #"T =
$QQprobe

T2 H!!0" . !7"

In this case, the relevant time and length scales are those
associated with the steady periodic response.

In the intermediate range, where the decay time of the
system is not much longer or shorter than the pulse period T,
the signal has elements of both the impulse response and the
steady frequency response and the two effects cannot be eas-
ily separated.

To examine this further, we take a simple exponential
system as a model and see how the measured signal changes
as the decay rate and laser pulse period are varied. Although
the thermal response of a sample is more complex, the basic
features of the accumulation effects will be the same. The
impulse response and frequency response of the simple sys-
tem are given by

h!t" = e−at, !8"

Time (a.u.)

(a)

(b)

(c)

(d)

Temperature
Probe pulses

Pump pulses

Temperature
Pump pulses

Pump pulses

Temperature
Probe pulses

Reference wave

Measured signal

FIG. 2. !Color online" !a" The pump beam input to the sample modulated by
the fundamental component of the EOM. !b" The surface temperature of the
sample in response to the pump input. !c" The probe pulses arrive at the
sample delayed by a time, #, and are reflected back to a detector with an
intensity proportional to the surface temperature. !d" The fundamental har-
monic components of the reference wave and measured probe wave. The
amplitude and phase difference between these two waves is recorded by the
lock-in amplifier at every delay time.
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How	can	we	measure	nanoscale	heat	transport	processes?

Need time scale resolution < picoseconds

processes.24,25 However, there exist several experimental
results that cannot be predicted by theoretical models that
are solely based on phonon mediated transport such as the
well known diffuse mismatch model and the acoustic mis-
match model.24,26,27 These works allude to the fact that the
discrepancies in the theoretical models and the experimental
results arise due to the exclusion of physics that account for
metal electron to non-metal phonon interactions within the
models. This led to more robust theoretical models from
Huberman and Overhauser28 and Sergeev29,30 that proposed
a different channel of energy transport across metal/dielec-
tric interfaces.

Lyeo and Cahill31 have shown that electron-interface
scattering for Pb and Bi films on a diamond substrate does
not enhance the thermal boundary conductance. Their results
showed that the TBC is mainly driven by phonon scattering
processes, as Pb and Bi, which have similar Debye tempera-
tures yet different electron densities around their respective
Fermi surfaces, have comparable TBCs across the metal/
substrate interface. Their findings have been supported by
various phonon-phonon scattering theories.32–34 In addition,
recently, Singh et al.35 have shown that at non-cryogenic
temperatures, metal-electrons exhibit an adiabatic boundary
condition when scattering at metal/insulator interfaces.
Indeed, the thermal boundary conductance across metal/
substrate interfaces is primarily driven by phonons in the re-
gime of moderate non-equilibrium conditions between elec-
trons and phonons. This is in line with the hypothesis by
Majumdar and Reddy36 in which the electrons must first cou-
ple with the surrounding phonons in the metal film before
phonons can carry heat across the interface.

Understanding the interfacial scattering mechanisms
under conditions of strong non-equilibrium between elec-
trons and phonons, however, has received far less attention.

For example, we have previously shown that in thin gold
films on rough Si substrates, the influence of interfacial
roughness on e-p relaxation is only quantifiable at high effec-
tive electron temperatures.17 Along these lines, we have
shown both experimentally37,38 and theoretically39 that dur-
ing conditions of both e-e and e-p nonequilibrium, the elec-
tron cooling dynamics after short pulsed excitation can in
fact be influenced by the metal/substrate interface. Clearly,
based on our previous works, under conditions of strong
e-p nonequilibrium, electron energy exchange at or across a
metal/non-metal interface can affect e-p equilibration and
TBC. However, the phase space of this energy transport
pathway, which exists only under strong nonequilibrium
conditions, is relatively unchartered compared to its phonon-
phonon counterpart.40 Additionally, systematic studies to
determine how interfacial properties of different, well char-
acterized metal/substrate combinations can affect energy
flow from a nonequilibrium electron gas are necessary to for-
tify our understanding of e-p dynamics in warm-dense elec-
tron systems.

In light of the discussions in the previous paragraphs,
we measure the effective e-p coupling factor, Geff, in Au
films on various non-metal substrates with and without a
very thin (!3 nm) Ti adhesion layer across a wide range of
electron temperatures(Te! 400–2000 K). The thin Ti adhe-
sion layer is deposited to not only enhance the bonding
between the metal film and the dielectric substrate but also
to provide a strong channel for electron-phonon energy
exchange near the interface relative to the weak electron-
phonon coupling characteristic of Au. The inclusion of the
Ti adhesion layer is shown to significantly increase the meas-
ured Geff of the Au/Ti films compared to a system without
the adhesion layer. By repeating our measurements for three
different non-metallic substrates with different thermal con-
ductivities and phonon properties, we relate the electron-
interface scattering to thermal boundary conductance and
phonon properties of the substrate. We also show an increase
in the Geff values due to an increase in temperature, which is
in contrast to the conventional e-p energy exchange theory
based on free electrons6 where the e-p coupling factor is in-
dependent of temperatures greater than the Debye tempera-
ture of the metal. We attribute this temperature dependence
and increase in Geff to the increase in the number of elec-
tronic states around the Fermi level that couple their energy
to the lattice vibrations. Finally, we measure the TBC across
metal/substrate interfaces with and without the Ti adhesion
layer and show that at time scales when the electrons have
fully thermalized with the phonons, the electron-interface
conductance does not influence heat transport.

II. EXPERIMENTAL DETAILS

A. Sample preparation and characterization

Nominally 20 nm of gold films with and without a tita-
nium adhesion layer were evaporated onto crystalline silicon,
crystalline sapphire, and fused silica using electron-beam
evaporation. Thickness of the heterostructures was measured
via the X-ray reflectivity (XRR) technique, which was per-
formed using a Scintag PAD X diffractometer equipped with

FIG. 1. Thermoreflectance signal for a 20 nm Au/Si sample plotted as a
function of delay time between the pump and probe pulses. The data show
three distinct time regimes; the initial 10 ps during and after laser pulse
absorption that is characterized by electronic thermalization in the Au film,
followed by the picosecond acoustics regime that is marked by the periodic
oscillatory signal caused by longitudinal displacement of, or a strain wave
propagation in the film and the final time scale where the signal decays due
to heat transport across the film substrate interface and thermal effusion into
the substrate. In this plot, 2 ps is arbitrarily chosen as the maximum signal.
We note that for this particular data set, the cross correlation of the pump
and probe pulses is !700 fs.

105105-2 Giri et al. J. Appl. Phys. 117, 105105 (2015)
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What	can	we	measure	with	TDTR?	
Hot electron relaxation and recombination

electrons in the sample, according to the thin film optics
approach explained in Refs. 48 and 49. We take precaution
to make sure that the absorbed fluence does not increase the
conduction band number density due to d-band excitations.
This is because the Drude-based thermoreflectance model
only takes into account the change in reflectivity due to intra-
band transitions.50 The probe energy is well below the inter-
band transition threshold for Au (2.4 eV) supporting our use
of the aforementioned intraband thermoreflectance model.
Even at the maximum absorbed laser fluence, we estimate
that the conduction band number density will only be per-
turbed by <2%.51 Note that the effective electron tempera-
tures in our predictions from the modified TTM do not
exceed 3000 K. Above this temperature, the conduction band
number density is changed due to d-band transitions that
cause a change in the chemical potential and occupied den-
sity of states, rendering the thermoreflectance model ineffec-
tive.44,52 The thermoreflectance model requires the proper
knowledge of the e-e and e-p collisional frequencies, which
are !ee ¼ AeeT2

e and !ep¼BepTp, respectively.50 In Ref. 17,
we have shown a method by which the scattering coefficients
can be calculated for any metallic nanosystem given rela-
tively small perturbations of the electron temperature.

We analyze the magnitude of the thermoreflectance sig-
nal using the values of Aee and Bep determined for Au/Ti/Si,
Au/Ti/Al2O3, and Au/Ti/SiO2 systems. The thermoreflectance
model is fit to the experimental data by normalizing the peak
electron temperature to the peak in the reflectance signal while
iterating Geff until the minimum error between the model and
the data are produced. Figure 2 compares the TDTR data and
TTM fits for a 20.0 nm Au film on a fused silica substrate
(red square) and a 15.7 nm Au/2.8 nm Ti on fused silica sub-
strate (blue circle). The fast transient decay in the signal for
Au/Ti/fused silica shows that the inclusion of the Ti adhesion
layer significantly decreases the electron relaxation time and
causes an increase in the measured Geff values.

III. RESULTS AND DISCUSSION

A. Ballistic transport and electron scattering at the
interface

Figure 3 shows the measured values of Geff as a function
of total temperature of the electronic and vibrational states
in Au films with Ti adhesion layers on three substrates
(sapphire, silicon and fused silica). We define total tempera-
ture as the sum of the maximum lattice and electron tempera-
tures predicted via our TTM analysis. Due to the relatively
lower thermal effusivities of the fused silica and sapphire
substrates compared to that of silicon, there is an additional
temperature rise in the metal which we refer to as DC heat-
ing, DTDC. This temperature rise of the metal bi-layers can
be estimated through the expression,53

DTDC ¼
1" Rð Þ _q

k 2px2
0 þ 2px2

1

! "1=2
: (2)

Here _q is the incident laser power, R is the reflectivity, k is
the thermal conductivity of the substrate, and x0 and x1 are
pump and probe radii, respectively. Not accounting for this
DC heating results in an under prediction of the rate of e-p
relaxation.17

For comparison, Fig. 3 also plots the Geff values for
samples without the Ti layer. The agreement between the
measured Geff for these samples suggests that the mecha-
nisms driving e-p relaxation are intrinsic to Au films and in-
dependent of the Si and fused silica substrates along with the
interfacial region between the Au and the substrate.
However, with the inclusion of the thin Ti layer, the depend-
ency of Geff on the substrate becomes prominent and the Geff

increases by as much as five fold in the electron temperature

FIG. 2. TDTR data on Au/fused silica (red square) and Au/Ti/fused silica
(blue circle) samples at room temperature and corresponding best fits using
the modified TTM with a nonlinear thermoreflectance model.17 The data are
normalized by the maximum magnitude of the signal from the lock-in
amplifier.

FIG. 3. Geff as a function of maximum effective electron temperature plus
maximum phonon temperature from DC laser heating for Au/Ti/fused silica
(blue circle), Au/Ti/Si (red square), and Au/Ti/sapphire (black triangle). For
comparison, we have also plotted Geff values for Au/Si and Au/fused silica.
The hollow symbols represent data for Au films with a thickness of 40 nm
with Ti adhesion layer on different substrates. After accounting for DTDC in
Tmax

p (due to local heating of the Au lattice), TTM fits to the Au/fused silica
data results in similar temperature trends between the determined Geff for
Au/fused silica and Au/Si systems. However, we observed a much larger
enhancement in Geff for systems with the inclusion of the Ti layer.

105105-4 Giri et al. J. Appl. Phys. 117, 105105 (2015)
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What	can	we	measure	with	TDTR?	
Thermal conductivity of extremely thin films/interfaces
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Figure 2: Measured thermal resistance, R, and calculated effective thermal conduc-
tivity, κeff = d/R, of amorphous TiO2 and Al2O3 thin films. (a) and (b) show R and
κeff for a-TiO2 and (c) and (d) show R and κeff for a-Al2O3. The Al2O3 films were
deposited onto both silicon and quartz substrates, which are indicated in each plot
as circles or squares, respectively. The dashed lines are fits to a series-resistor model,
from which we can determine an intrinsic thermal conductivity that is thickness in-
dependent.
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in both random and ordered states in order to understand the
impact of chain alignment, interfacial ordering, and the role of
thermal boundary resistances on the thermal conductivity of PS-
b-PMMA films. This work specifically aims to answer the ques-
tion: What energy transport mechanism is more dominant in the
heat transport within the block copolymer films—chain align-
ment and internal ordering (layer formation) or thermal bound-
ary resistances?

2 Experimental Considerations

2.1 Sample Fabrication and Characterization. The PS-b-
PMMA films were spun-cast from propylene glycol monomethyl
ether acetate solutions to thickness values commensurate with the
asymmetric wetting condition and the natural lamellar period of the
block copolymer, as verified by ellipsometry prior to annealing.
The spun-cast films were initially amorphous and were then cleaved
with one set annealed in a vacuum oven (Yamamoto) below the
order–disorder transition temperature, but well above the glass

transition temperature, in order to promote directed self-assembly
into the asymmetric lamellar phase. The optimum temperature for
assembly was determined by performing self-assembly of the block
copolymer on neutral polymer brush layers (forming fingerprint
patterns). The polar substrate and nonpolar vacuum ambient pro-
duced an asymmetric wetting condition for the assembled lamellar
phase [31–34], schematically depicted in Fig. 1, along with X-ray
reflectivity (XRR) data and modeling for various film thicknesses
and annealing states, which shows excellent agreement with the ex-
perimental data for both the unannealed and annealed block copoly-
mer states. The idealized PS-b-PMMA lamellar phase depicted in
Fig. 1(a) has a thickness tn¼ (nþ 1=2)Lo, where n is the number of
full lamellar periods Lo, which was varied from 0 to 7. The surface
roughness of spun-cast and annealed PS-b-PMMA films was typi-
cally about 5 Å and 2 Å, respectively, as measured by atomic force
microscopy (AFM). As presented in Table 1, only films with thick-
ness commensurate with tn, the asymmetric lamellar assembly con-
dition, were utilized in this study and no terracing or holes in the
films were observed. The assembly of the annealed films into the

Fig. 1 (a) Block copolymer assembly schematic for the asymmetric wetting condition. (b) and (d) XRR data and modeling.
(b) Thick annealed film commensurate with 6.5 lamellar periods (Lo) showing third- and fifth-order Bragg peaks, (c) thick
unannealed film (plotted as XRR x qz

4 to display the weak high frequency oscillations in the data), (d) and (e) large area
AFM deflection mode images (with inset topography images) depicting surface roughness of annealed films commensurate
with 1.5 (d) and 6.5 (e) lamellar periods. (f) AFM topography image of spun-cast film before annealing. These AFM images
confirm that the films did not dewet and remained conformal after annealing.

024505-2 / Vol. 138, FEBRUARY 2016 Transactions of the ASME
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What	can	we	measure	with	TDTR?	
Heat capacity of thin films and some bulk systems

Phys. Rev. B 93, 024201
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FIG. 1. (a) Schematic representation of the TiO2-based hybrid structures for the as-deposited and annealed cases. The HQ layers transition
into 2D graphitic layers due to the high annealing treatment. (b) Grazing incidence x-ray diffraction (GIXRD) patterns for the control samples
and the hybrid films. (c) XRR patterns for the TiO2 based SLs with k:m ratio of 1:40 and 1:4, as well as for the purely inorganic TiO2

film.

position of the peaks, implying that the crystallinity for this
sample is fairly conserved. The m = 4 samples for both ZnO
and TiO2-based SLs are amorphous in nature.

In order to enhance the crystallinity of the TiO2-based
SLs, the samples were heat-treated at 600 ◦ C for 6 hours
(Nabertherm GMbH RS 80/500/11). For the k:m = 1:40
TiO2-based SL (with inorganic period thickness of ∼2 nm),
the high annealing treatment leads to enhanced crystallinity,
whereas, for the k:m = 1:4 TiO2-based SL, GIXRD pattern
does not show any change compared to the 1:4 as-deposited SL.
Furthermore, the annealing process converts the molecular HQ
components to a 2D graphitic layer as depicted in the schematic
shown in Fig. 1(a). This conversion was confirmed via Raman
Spectroscopy and further details on the characterization of
the carbon content in the fine internal interfaces for these
hybrid SLs can be found in our previous report [2]. Note,
this annealing treatment does not affect the periodic layering
of the SLs as demonstrated by the x-ray reflectivity (XRR;
PANanalytical X’Pert Pro MPD diffractometer) patterns with
interference maxima due to SL reflections as shown in Fig. 1(d)
of Ref. [2] for the TiO2-based SLs with k:m = 1:200 and
1:400. However, as the layer spacing is inversely proportional
to the XRR angle θ , and because the reflected intensity decays
exponentially with increasing θ , we do not observe the SL
reflections for our hybrid films with very small layer spacing
(k:m = 1:4 and 1:40) as shown in Fig. 1(c). In theory, these
hybrid films with very small layer spacing should show SL
reflections at high θ angle. Therefore, we extend the measured
θ range for these samples and from the observed peaks in the
XRR intensity, confirm that the SLs with k:m = 1:4 and 1:40
are in fact layered structures.

The small differences in the XRR patterns seen for the as-
deposited and annealed samples reveal a reduction in the film
thickness and consequent increase in the film densities. The
arrows in Fig. 1(c) highlight the reduction in the film thickness
after annealing that underline the shifts in the critical angle (θc)
values. The density reduction is expected to mainly stem from
the contraction of the organic layers. We estimate the densities

from the critical angle values of the XRR patterns [21]. First,
the mean electron density values were estimated from ρe =
(θ2

c π )/(λ2re), where λ is the x-ray wavelength and re is the clas-
sical electron radius. Then, assuming elemental compositions
to follow the stoichiometry of [(TiO2)m(Ti–O–C6H4–O–)k]n
or [(ZnO)m(Zn–O–C6H4–O–)k]n, the mean mass densities
were obtained from ρm = (ρeA)/(NAZ), where A is the
average molar mass, NA is the Avogadro constant, and Z the
average atomic number. The estimated densities along with the
measured thicknesses for the thin films are shown in Table I.

B. Time-domain thermoreflectance

We measure the thermal properties of the samples with
the time domain thermoreflectance (TDTR) technique. The
details of the experimental procedure as well as the analysis
process have been discussed in Refs. [22–24]. For this study,
we modulate the pump beam at different frequencies and
monitor the in-phase (Vin) and out-of-phase (Vout) signals of
the reflected probe beam with a lock-in amplifier. Prior to
TDTR measurements, we metallize the samples with ∼80 nm

TABLE I. Thicknesses and densities of the thin films measured
via XRR.

Thickness Density
Sample (nm) (g cm−3)

ALD-grown TiO2 98.3 3.65
[(TiO2)m=40(Ti–O–C6H4–O–)k=1]n 110.8 2.87

(as-deposited)
[(TiO2)m=40(C)k=1]n (annealed) 95.1 3.37
[(TiO2)m=4(Ti–O–C6H4–O–)k=1]n 123.7 1.98

(as-deposited)
[(TiO2)m=4(C)k=1]n (annealed) 85.3 2.83
ALD-grown ZnO 154.0 5.4
[(ZnO)m=9(Zn–O–C6H4–O–)k]n 93.8 3.3
[(ZnO)m=4(Zn–O–C6H4–O–)k]n 82.7 2.4
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What	can	we	measure	with	TDTR?	
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where j is the polarization (one longitudinal, two transverse),
C is the volumetric heat capacity, v is the group velocity
(assumed to be sound speed), and k is the scattering mean
free path of heat carriers in the system. This simple relation
is powerful in its revelation of the key components that gov-
ern thermal conductivity – it is proportional to heat capacity,
sound speed, and mean free path, meaning the observed dif-
ferences in thermal conductivity among samples are due to
differences in one or more of these parameters among sam-
ples. We note that heat capacity among samples is relatively
constant, changing by less than 10% among samples, as
measured via TDTR (supplementary material). This differ-
ence will be captured below when considering the number
densities and sound speeds. We proceed with expanding
this expression, noting that volumetric heat capacity can be
described by

Cj ¼
ðxD;j

0

!hxDj xð Þ
@fBE

@T
dx

¼ !h2

2p2kBT2v3
j

ðxD;j

0

x4

exp
!hx
kBT

" #

exp
!hx
kBT

" #
$ 1

" #2
dx; (2)

where xD is the Debye frequency (the maximum frequency
of vibration of polarization j), !h is the reduced Planck’s con-
stant, Dj ¼ x2=2p2v3

j is the density of states, fBE is the Bose-
Einstein distribution function, kB is Boltzmann’s constant,
and T is temperature (293 K). Substituting Eq. (2) into
Eq. (1), the thermal conductivity is

j ¼ !h2

6p2kBT2

X

j

1

v2
j

ðxD;j

0

kjx4

exp
!hx
kBT

" #

exp
!hx
kBT

" #
$ 1

" #2
dx: (3)

The minimum thermal conductivity model is derived from
this general model with two key assumptions. First, the
Debye frequency is defined by xD;j ¼ vjð6p2nÞ

1
3, where n is

number density. With this model, the number density inher-
ently defines the length scale of energy exchange. The
second assumption is that kj ¼ pvj=x, or, in other words, the
scattering time is half the period of oscillation for a given
mode. The conventional model employs atomic number
density such that atoms are indistinguishable and act as har-
monic oscillators; we will return to this assumption later.
Under these assumptions, the minimum thermal conductivity
is defined as

jmin ¼
!h2

6p2kBT2

X

j

1

vj

ðvj 6p2nð Þ
1
3

0

x3

exp
!hx
kBT

" #

exp
!hx
kBT

" #
$ 1

" #2
dx:

(4)

This formulation, which depends on both sound speed and
number density, is often used to accurately predict the ther-
mal conductivity of amorphous materials.1 In this case, num-
ber density is derived by using measured density together

with atomic compositions of silicon, oxygen, carbon, and
hydrogen, as determined by combined NRA-RBS. We quan-
tify sound speed with two independent techniques, picosec-
ond acoustics and nano-indentation. In picosecond acoustics,
we use the 10–100 ps delay time regime of our thermoreflec-
tance signal to measure longitudinal sound speed in the a-
Si[O/C]:H films,37–39 while nano-indentation relies on relat-
ing elastic modulus to the longitudinal sound speed; further
details can be obtained in the supplementary material. As
depicted in Fig. 2, we find excellent agreement between both
the techniques.

With sound speed and number density characterized, we
apply Eq. (4) to determine whether number density or sound
speed can explain the differences in thermal conductivities
among samples. As depicted in Fig. 3(a), this model, when
using either a constant (average) number density and only
considering sound speed (jminðvÞ) or both experimentally
determined number density and sound speed (jminðv; nÞ),
fails to capture the thermal conductivity trend observed.
Indeed, the model over-predicts the thermal conductivity for
all but two samples.

Figure 1 revealed that many interconnected variables
differ among samples; from a thermal transport perspective,
bond strength, number density, and atomic composition can
all play a role in determining thermal conductivity. The min-
imum thermal conductivity model given by Eq. (4) incorpo-
rates the parameters determined by these factors – bond
strength effects are established through group velocity and
number density is directly related to the Debye frequency.
Atomic composition is not directly established in the model,
as the model does not distinguish between the atom types in
determining scattering times; note that mass-impurity scat-
tering directly influences phonon scattering times in crystals.
However, since scattering time in this model is already lim-
ited to half a period of oscillation, mass impurity scattering

FIG. 2. Longitudinal (vL) and transverse (vT) sound speeds derived using
picosecond acoustics (y-axis) vs. those derived using nano-indentation
(x-axis). Equation (S1) is used to derive vL from the nano-indentation results
on elastic modulus, while sub-100 ps reflectance signals were used to mea-
sure vL directly in the case of picosecond acoustics. To obtain vT, Eq. (S2) is
used to derive this quantity for both picosecond acoustics and nano-
indentation. Details can be found in the supplementary material.

191905-3 Braun et al. Appl. Phys. Lett. 109, 191905 (2016)
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FIG. S1. Change in reflectivity vs. probe delay time. Longitudinal sound speed is derived by determining the time between troughs cor-
responding the time for a strain wave to propagate across the aluminum transducer layer and reflecting from the Al/a:H interface and the
peak/trough corresponding to the strain wave propagating across the a-Si[O/C]:H layer and reflecting at the a-Si[O/C]:H/c-Si interface.

I. DETERMINATION OF SOUND SPEED

We used two independent methods to determine longitudinal and transverse sound speeds for these samples. The first, nano-
indentation, is described in Ref. [1]. The second, picosecond acoustics uses the picosecond delay time regime in our time-domain
thermoreflectance signal to measure longitudinal sounds speed in the a-Si[O/C]:H films [2–4]. During this technique, the heating
event induced by the incident pump beam excitation creates a strain wave that propagates across the aluminum and a-Si[O/C]:H
film at each layer’s sound speed. Upon reaching an interface, the strain wave is partially reflected; this reflectance, upon reaching
the aluminum surface, changes the reflectance signal measured via the probe beam in the picosecond time regime beyond the
heating event. Thus, we measure the increase or decrease in amplitude of measured reflectivity (which depends on the relative
magnitude of acoustic impedance between layers in each sample) to determine the time it takes this strain wave to propagate
across each film. This propagation time, together with the thickness of the films, allows us to determine the longitudinal sound
speed of each a-Si[O/C]:H film.

Figure S1 displays the reflectivity data measured during TDTR up to 110 picoseconds beyond the heating event for three
representative samples. The first local maximum in reflectivity results from the partially reflected strain wave from the Al/a-
Si[O/C]:H interface reaching the surface. Because the acoustic impedance of the Al film is lower than that of the a-Si[O/C]:H
layer, the magnitude of reflectivity measured at the sample surface is lowered. Hence, when measuring the propagation time
of this strain wave, we take the time value associated with the local maximum of our signal caused by this event. In the case
of the a-Si:H film, the acoustic impedance of the a-Si:H layer is higher than that of the Si substrate; thus, when determining
the time associated with the strain wave partially reflecting from the aSi:H/c-Si interface, we take the time corresponding to the
local minimum of the reflectance signal. In the case of the a-SiC:H and a-SiO:H, the acoustic impedances of these films are
lower than that of the c-Si substrate, so that the time associated with the strain wave partially reflecting from the a-SiC:H/c-Si or
a-SiO:H/c-Si interface corresponds to the local maximum. We note that picosecond acoustics is often used in TDTR to measure
thickness of the metal transducer layer. In this case, we do the same to confirm the aluminum layer is 80 ±3 nm; this has the
added benefit of providing a calibration for the determination of a:Si[O/C]:H film sound speeds.

Using the elastic modulus from nano-indentation, we derive longitudinal sound speed from a continuum mechanics approach.
For linear elastic isotropic materials, as is the case for most amorphous films, the elastic and shear moduli can be related
to the longitudinal and transverse sound speeds in a material through simple analytical expressions: C11 = ⇢v2L and E =
C11 + 2C2

12/(C11 + C12), where C11 and C12 are elastic stiffness constants relating stress and strain, ⇢ is mass density, and E
is elastic modulus measured via nano-indentation. Using the relation for Poisson’s ratio given by ⌫ = C12/(C11 + C12), the

Measurement of strain 
wave/acoustic wave 

propagation in thin films



What	can	we	measure	with	TDTR?	
Bulk materials
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Appl. Phys. Lett. 111, 151902

optical penetration depths of HfN at laser wavelengths of
400 nm and 800 nm, calculated from optical constants found in
the literature,26 are 15 nm and 27 nm, respectively. We confirm
that finite optical absorption from the pump does not affect our

measured thermal conductivities by repeating the HfN/SiO2

measurements using a two-tint system (pump and probe wave-
lengths near 800 nm),35 which confirmed reproducibility.

We quantified the thermoreflectance coefficient of the
HfN transducers via6

dR

dT
¼

ffiffiffi
2
p

GQ

 !
V tð Þ
V0

" #
R

DT tð Þ

" #
; (1)

where V(t) is the phase corrected voltage signal recorded
from the lock-in amplifier, V0 is the average DC voltage
measured using the photodetector, R is the optical reflectivity
of HfN near k¼ 800 nm, G¼ 5 is the preamplifier gain, and
Q¼ 10 is the quality factor of the system circuit. DT(t) is the
calculated temperature induced by the pump at time t, which
is detailed elsewhere.4 We calculate dR/dT at t¼ 500 ps and
perform these calculations using both the in-phase and out-
of-phase signals. The results of these two calculations are
then averaged in our reported values.

Using Eq. (1), we determine the magnitude of the thermor-
eflectance coefficient of HfN as jdR=dTjHfN ¼ 1:4$ 10%4 K%1

at 800 nm. In order to confirm the reliability of our dR/dT
analysis, we performed the same measurement on Al and
determined jdR=dTjAl ¼ 2:3$ 10%4 K%1 to be in good agree-
ment with values found for Al at 785 nm.6 We compare the
thermoreflectance coefficient with those of other materials con-
sidered for TDTR/FDTR transducer applications, measured at
similar wavelengths.6 Figure 4(a) compares the thermoreflec-
tance coefficient of HfN with that of several other transducer
candidates including Ta, Al, TiN, and Au(Pd) as a function of
1-R at 800 nm. HfN is the closest in the magnitude of TiN,
which has a dR/dT of &1.8$ 10%4K%1. Previous works27–29

have alluded to the fact that Ta typically exhibits a crystalline
phase less desirable for TDTR applications, requiring addi-
tional steps to acquire the applicable phase, while the low
melting point of Al makes high temperature measurements
impossible. Au(Pd) is still a promising alternative but has a
thermoreflectance coefficient almost an order of magnitude
smaller than that of HfN. Furthermore, the strong absorption
of HfN in the visible region presents a unique advantage of
HfN as a TDTR/FDTR transducer in that large temperature

FIG. 2. Top: Sensitivity curves for %Vin/Vout signals as a function of delay
time between the pump and the probe for the thermal conductivities of HfN
and SiO2 and the thermal boundary conductance at the interface. Between
t¼ 1000 and 5500 ps, it is shown that jSiO2 exhibits the highest sensitivity.
Bottom: Contour plot illustrating the uncertainty of jSiO2

versus jHfN, which
demonstrates that our fits are insensitive to jHfN. Note that for these calcula-
tions, '450 K is allowed as the sample temperature.

FIG. 3. Measured thermal conductivities for SiO2, MgO, and Al2O3 and two
qualities of diamond using a HfN transducer layer as compared to literature
values. The shaded region represents 95% confidence interval.

FIG. 4. Comparison of thermoreflectance coefficients of HfN with other
transducer candidate systems at a probe wavelength of '800 nm for a pump
wavelength of (a) k¼ 800 nm and (b) k¼ 400 nm.6,30–34

151902-3 Rost et al. Appl. Phys. Lett. 111, 151902 (2017)
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Thermal	conductivity	of	materials	– Role	of	the	bond

temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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Layered structures can exhibit ultralow thermal conductivity
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The	Einstein	oscillator

Vibrations of atoms 
are are independent 
with random phases

The phonon picture 
(coupled oscillators): 

several different wavelength in a 
lattice (many energies)

Single frequency of vibration of 
atom and energy “hops” from 

one site to another
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The	Einstein	oscillator	– weakly	interacting	buckyballs

Add “disorder” with molecules: 
[6,6]-phenyl C61-butyric acid 

methyl ester (PCBM)

Fullerene films: Low thermal 
conductivities

specific heat can be calculated; see the solid
curve above ~10 K in Fig. 1, which agrees
well with our measurements.

Below -4 K, the specific heat decreases
less rapidly than predicted for Einstein os-
cillators, and at the lowest temperatures of
our measurements the specific heat ap-
proaches a linear temperature dependence.
In this temperature range (<4 K), the
specific heat resembles that of amorphous
solids, as shown in Fig. 2 through the
comparison with the specific heat of amor-
phous SiO2 and polystyrene (22). In amor-
phous solids, the low-temperature (T < 1
K) specific heat C can be described well by
a polynomial of tlde form (23)

C =clT+c3T3 (1)
The same polynomial can also be used to fit
our data below 0.7 K (Fig. 3). By plotting
(CJF) versus T2 on linear scales, we obtain
a straight line. The intercept at T = 0
yields cl = 2.5 x 10-6j g-' K-2. The slope
of the straight line yields c3 = 5.3 x 10-6

-

k
0

10c

E

0.01 0.1 1 10
Temperature (K)

100 1000

Fig. 4. Thermal conductivity of carbon in its
three phases: diamond (diamonds) (29); sin-
gle-crystal C60 (solid line) (30) and single-
crystal graphite, heat flow in the ab plane (filled
stars) and perpendicular to it (open stars), that
is, along the c axis (31), compared to that of
C6JC70 compacts (filled circles and squares as
in Fig. 1). In all single crystals, heat transport by
lattice waves (phonons) is observed. The
dashed line is the thermal conductivity based
on Einstein's theory, assuming that only the
rigid buckyballs carry heat in a random walk,
and not phonons.

J g` K-4. The solid curve in Fig. 1 is an
extension of Eq. 1 up to 2 K. The magni-
tude of c1 lies in the range found in all
amorphous solids (23). Although such low-
energy excitations [believed to be caused by
tunneling (24)1 have also been observed in
certain chemically disordered crystalline
solids [reviewed in (6) 1, they have not been
observed previously in a solid of a single
chemical species. As mentioned above, the
presence of C70 molecules appears to be
unimportant, we are thus led to conclude
that some other form of disorder causes the
glasslike behavior in our compacts. In our
measurements, both c1 and c3 are somewhat
sample dependent (to within -20%); the
origin of this effect is under investigation
(10).

From the cubic term, c3, we determine
the Debye temperature OD = 80 K of the
bulk solid with zero porosity (based on the
theoretical number density of buckyballs),
and the Debye velocity V0 = 2.39 x 105 cm
s51. From low-temperature measurements
of the Young's modulus on single crystals of
C60, Hoen et al. (25) determined a Debye
temperature of -80 K. Preliminary ultra-
sonic measurements on compacts in our
laboratory (26) at 300 K have yielded a
transverse velocity vt = 1.9 X 105 cm S-1
and a longitudinal velocity ve = 3.3 x 105
cm s 1. Shi et al. (27) recently reported an
increase of the Young's sound velocity of

Temperature (K)
Fig. 5. Thermal conductivity of polycrystalline
C6JC70 compacts (filled circles and squares)
compared with that of amorphous SiO2 (open
circles) and amorphous As2S3 (asterisks); solid
circles, dc measurements; solid squares, 3w
measurements. The dashed line shows a T2
dependence, drawn to show the smallest ther-
mal conductivity known for an amorphous solid
(Ca, KNO3) (32). The T2 thermal conductivity of
the C6dC70 compacts is approximately one-
quarter as large.

SCIENCE * VOL. 259 * 19 FEBRUARY 1993

22% as the single-crystal C60 was cooled
from 300 to 10 K. Assuming the same
stiffening in our samples and allowing for a
porosity of 8%, we calculate a low-temper-
ature Debye velocity of 2.68 X 1i0 cm s-1
in the zero-porosity solid, in satisfactory
agreement with the VD determined from the
specific heat. From V0 a dominant phonon
wavelength Xdom (the wavelength of the
phonons carrying the bulk of the heat at a
given temperature in the Debye approxima-
tion) can be determined from hxdom = 4.25
kBT, that is, (0dom/2Tr = (90 GHz K-1)T (h
= h/2lr, where h is Planck's constant) (28).
Values for Xdom in the C6JC70 compacts are
shown at the top of Fig. 1.
On the basis of the specific heat mea-

surements, we conclude that the thermally
excited vibrations below -4 K, correspond-
ing to a dominant phonon frequency of 400
GHz, are predominantly collective excita-
tions and tunneling states as characteristic
for amorphous solids. Above this tempera-
ture, the specific heat is dominated by
Einstein oscillators, which are believed to
be the vibrational motions of the rigid
buckyball molecules, and, above 40 K, by
surface modes, which are normal modes
within the molecules. These conclusions
can be verified through thermal conductiv-
ity measurements (Fig. 4), which are shown
together with measurements on diamond
(29), on a single crystal of C60 (30), and on
graphite for heat flow both in the tightly
bonded ab plane and in the direction per-
pendicular to it (31). Except for the C6/
C70 compacts, all crystals show the decrease
of the thermal conductivity with increasing
temperature near 300 K, which is charac-
teristic for crystals and which results from
the increased probability for phonon scat-
tering by Umklapp processes. In the com-
pacts, by contrast, the conductivity in-
creases with increasing temperature and is
practically temperature independent above
-10 K. This behavior suggests a different
mechanism for the heat transport. In Ein-
stein's theory, the heat is transported in a
random walk among harmonically coupled
localized oscillators, assumed to vibrate
with random phases (2). In that case, the
jump time of the elastic energy is close to
one-half of the period to of that oscillation
(to = 2'rr/AE). This model leads to a thermal
conductivity AEins (5):

kB2n 1/3 X2ex
AEi.. = 2 if 0 (ex_ 1)h 'rr (2)

where nv = (N/60) p is the number density
(per unit volume) of the buckyballs, OE is
the Einstein characteristic temperature,
and x = OEiT. In applying this theory, we
consider only vibrations of the rigid mole-
cules and ignore their surface modes, be-
cause we do not believe that surface modes
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New	lower	extreme	of	thermal	conductivity	of	materials

temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
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from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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Spectral Contributions to the Thermal Conductivity of C60 and the
Fullerene Derivative PCBM
Ashutosh Giri* and Patrick E. Hopkins*

Department of Mechanical and Aerospace Engineering, University of Virginia, Charlottesville, Virginia 22904, United States

ABSTRACT: We investigate the heat transport mechanisms responsible in
driving the characteristic temperature-dependent thermal conductivities of C60
and PCBM crystals via molecular dynamics simulations. We find that the thermal
conductivity of PCBM is “ultralow” across the temperature range studied in this
work. In contrast, the temperature-dependent thermal conductivity of C60
crystals exhibits two regimes: “crystal-like” behavior at low temperatures where
thermal conductivity increases rapidly with decreasing temperature and
temperature-independent thermal conductivities at higher temperatures. The
spectral contributions to thermal conductivity for C60 suggest that the majority of
heat is carried by modes in the low-frequency regime (<2 THz), which is a
consequence of intermolecular interactions. Unlike for C60, these modes are not
responsible for heat conduction in PCBM due to the mismatch in density of
states introduced by the addition of low-frequency modes from the alkyl chains
that are attached to the fullerene moieties.

The capability of fabricating carbon nanostructures (e.g.,
C60) in macroscopic quantities

1,2 has triggered their use in
a plethora of applications such as photovoltaics,3,4 thermo-
electrics,5,6 and phase change memory devices.7 Common to
these applications, the management of heat and thermal
characterization in fullerenes and their derivatives is critical
for their commercialization. For example, the complete
understanding of thermal transport has significance in properly
accounting for Joule heating in photovoltaic and phase change
memory devices,7−9 and likewise, knowledge of heat transport
mechanisms is necessary for thermoelectric applications where
materials with ultralow thermal conductivities and high electron
mobilities are desirable.6,10

Considering the impact that thermal characterization of C60-
based materials has on their device-driven applications,
relatively few studies have focused on investigating their
thermal properties. In this context, it has been shown that
bulk C60 crystals demonstrate low thermal conductivities, ∼0.4
W m−1 K−1 measured via the static one-heater, two-
thermometer method and the 3ω technique.11,12 Moreover,
the temperature dependence of the thermal conductivity
revealed an abrupt jump at 260 K as a result of an
orientational-order transition in C60 crystals. Similarly, molec-
ular dynamics (MD) simulations have revealed that at
temperatures greater than 200 K C60 molecules rotate
unhindered at high frequencies, whereas at lower temperatures,
orientational freezing is observed.13,14

The attachment of alkyl chains, or other such moieties, on
the fullerene (as in the case of the semiconducting PCBM,
[6,6]-phenyl C61-butyric acid methyl ester) can have a
significant change in structural and physical properties,15,16

including alteration of the characteristic thermal transport
mechanisms driving their thermal conductivities. Experimental

investigations of thermal properties of fullerenes and their
derivatives have revealed almost an order of magnitude
difference between the thermal conductivities of hexagonal
PCBM and face-centered cubic C60.

17−21 Using time domain
thermoreflectance, Duda et al.17,18 reported ultralow thermal
conductivities (0.03−0.06 W m−1 K−1 at room temperature) for
PCBM, which marked the lowest ever measured thermal
conductivity for fully dense solids. They attributed the reduced
thermal conductivity to vibrational scattering resulting from the
addition of molecular moieties on the fullerene molecules.
Recently, Chen et al.22 performed nonequilibrium molecular
dynamics (NEMD) simulations on PCBM at 300 K and
ascribed the reason for the ∼63% decrease in thermal
conductivity (from the addition of the molecular tails) to
localization of vibrational states and reduced group velocities of
heat carrying vibrations in PCBM as compared to bare C60
structures. They also demonstrated that the mismatch of the
vibrational density of states (DOS) between the alkyl chain and
the fullerene could potentially result in the scattering of low-
frequency vibrations. However, a thorough understanding of
thermal transport, which includes the mode-level details of the
amount of heat carried by different frequencies and the
characteristic temperature dependence of thermal conductiv-
ities in C60 and PCBM, is still lacking. In particular, the
important questions that need to be addressed to gain more
insight into the thermal transport properties of fullerenes and
their derivatives are (i) what frequencies carry heat in the C60
crystal and how do these spectral contributions differ with the
addition of the alkyl chain on the fullerene moiety and (ii) how
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conductivity of these structures as predicted via MD
simulations.
In contrast to the MD-predicted thermal conductivity of

PCBM, our results for C60 crystals do not agree with the
experimentally reported values in the literature.11,12 Yet, the
0.27 ± 0.025 W m−1 K−1 calculated via the GK approach at
room temperature is consistent with the prior NEMD results
from Chen et al.22 This discrepancy with experimental results
has been attributed to the error introduced due to the linear
fitting in a relatively small range of system sizes considered in
their NEMD simulations.22 While this could potentially lead to
lower predictions of thermal conductivity, our GK results are
also ∼33% lower than the experimentally reported values,
which suggests that size effects are not likely the cause of the
discrepancy. We note that the PCFF potential used to describe
the interatomic interactions might potentially not be sufficient
to reproduce the absolute values of the experimentally
measured thermal conductivities. Furthermore, the velocities
of atoms in our classical MD simulations are described by the
Maxwell−Boltzmann distribution, where the entire vibrational
spectrum of the system is excited at all temperatures. This
classical nature of the simulations could also be one of the
reasons for the discrepancy between the MD-predicted thermal
conductivities and the experimental results. However, for the
various reasons that we discuss later in this Letter regarding the
low-frequency mode contributions, we do not expect the
relative trends and differences in thermal conductivities among
the two systems studied in this work to change.
For the C60 crystals, even though the MD predictions do not

quantitatively match with the experimentally determined values,
similar temperature trends are observed. Most notably, the
abrupt jump in thermal conductivity below ∼200 K is
qualitatively similar to that observed in experiments conducted
by Yu et al.11 where the jump is observed at 260 K. They
attributed the sharp jump to the strong scattering of phonons in

the orientationally disordered fcc phase, leading to temper-
ature-independent thermal conductivity above 260 K. The
“crystal-like” thermal conductivity behavior below 260 K has
been attributed to orientational freezing;32 similar behavior has
also recently been reported for binary superatomic crystals of
Co6Se8(PEt3)6(C60)2 in ref 32.
To gain more insight into the intrinsic vibrational properties

and spectral contributions to thermal conductivity of the C60
and PCBM structures, we calculate the DOS and implement
the spectral analysis method as described in our previous work
(ref 33). Briefly, for the spectral analysis, the heat current
between atoms i and j is proportional to the correlation of the
interatomic force F⃗ij between the atoms and the velocities,
qi→j(ω) ∝ ⟨F⃗ij·(vi⃗ + vj⃗)⟩, where the brackets denote a steady-
state nonequilibrium ensemble average.33−36 To calculate the
spectrally resolved thermal conductivities, forces and velocities
for the atoms under consideration are tabulated for a total of 10
ns with 10 fs time intervals under NVE integration. Similarly,
the DOS is calculated by taking the Fourier transform of the
velocity autocorrelation function.37

Figure 3a shows the bulk DOS for the two structures. The
molecular tails in the PCBM broaden the sharp peaks seen in

the vibrational spectra of the C60 crystal and also shift them to
lower frequencies. This is expected as the molecular tails
increase the length and mass of the molecules, which manifests
in the vibrational spectrum by adding low-frequency modes,
while the stiffer interatomic interactions between the sp3 carbon
and the lighter atoms (or the C−H stretching modes) only
slightly increase the higher-energy spectrum of the crystals.
Figure 3b shows the normalized heat current accumulation

for our C60 and PCBM crystals at high (300 K) and low (50 K)
temperatures. At high temperatures for the C60 domains, the
thermal conductivity is dominated by the zone center modes
that are associated with long wavelength (frequencies lower
than 3 THz). In fact, ∼65% of the heat is carried by vibrations
of <3 THz. The intramolecular C−C stretching modes also
contribute ∼30% to the thermal conductivity of C60 at the high
temperature. In comparison to the case of C60, frequencies of

Figure 2. Temperature-dependent thermal conductivity predictions
from the GK approach for C60 and the nonequilibrium MD approach
for PCBM structures. The thermal conductivity of PCBM demon-
strates amorphous behavior, whereas for the C60 crystal, a jump in
thermal conductivity below 200 K marks the transition from “crystal-
like” to temperature-independent thermal transport behavior. The
dashed lines are to guide the eye.

Figure 3. (a) Vibrational DOS for the C60 and PCBM structures. (b)
Normalized heat current accumulation for the two structures at high
(300 K) and low (50 K) temperatures.
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range from 0:185 6 0:011 to 0:213 6 0:013 W m!1 K!1. The
relatively small changes in conductivity with film thickness,
together with the non-monotonic trends, suggest that the
“thinness” of the films is not responsible for the low thermal
conductivities (boundary effects would scale with thickness).
This lack of size dependence is consistent with earlier obser-
vations of the thermal conductivities of CuPc (Ref. 17) and
PCBM (Ref. 49) thin films. Furthermore, this reaffirms our
treatment of the polymer films as semi-infinite in our thermal
model despite their relative thinness (the thermal penetration
depth at our modulation frequency is roughly 60 nm in the
P3HT films). The data are thus consistent with the picture
that thermal transport in polymeric films is dominated by a
random walk of vibrational energy.

In summary, we have reported on the thermal conductiv-
ities of PEDOT:PSS, PCBM, P3HT, and P3HT:PCBM blend
thin films as measured by time domain thermoreflectance.
From 319 to 396 K, the thermal conductivities of these films
are insensitive to changes in temperature. The thermal con-
ductivities of blend films follow a rule of mixtures, and ther-
mal annealing of these films leads to a variable increase in
thermal conductivity, which we attribute to changes in mor-
phology that result from the anneal. Finally, the thermal con-
ductivities of P3HT thin films exhibit no sign of size effects
down to film thicknesses of 77 nm. The data suggest that
localization may play a large part in the thermal transport
behaviors of these films.
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FIG. 3. Thermal conductivities of the P3HT:PCBM blend films as a function
of weight percent P3HT. Filled squares represent data taken on annealed
samples and hollow circles on unannealed samples. The dashed line is a lin-
ear interpolation between the conductivities of pure PCBM and P3HT thin
films fabricated in identical fashion. The data suggest that a rule of mixtures
applies, where thermal conductivity is a linear function of film composition.
The three measurements taken on annealed 45:55 blends have been
(horizontally) offset slightly for clarity.

FIG. 4. Thermal conductivities of P3HT (filled circles), CuPc (hollow squares,
Ref. 17) and PCBM (hollow diamonds, Ref. 49) films as a function of film
thickness. The data indicate that size effects are not responsible for the low
thermal conductivities. The inset is a plot of measurement sensitivity as a func-
tion of delay time, and shows that we are overwhelmingly sensitive to the ther-
mal conductivity of the films even in a “worst-case-scenario,” where the film is
50 nm thick, and interface conductances are low, i.e., 50 MW m!2 K!1.
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conductivity increases with thickness, we can safely say that
the reduction is not due to film dislocations. Intriguingly,
the thermal conductivities of the alloy thin films measured
in this Letter are among the lowest of any of the previous
measurements on SiGe-based thin-film systems. We note
that the only previous data that approach our lowest mea-
sured value are those in which the authors admit that the
measured samples have poor crystal quality (black filled
squares in Fig. 2) [2].

To quantify this effect, we turn to a model originally
proposed by Wang and Mingo [31], in which thermal
conductivity ! is given by

! ¼
Z @!c=kBT

0

k4BT
3

2"2v@3 #ðT; yÞy4 expðyÞ
½expðyÞ % 1&2 dy; (1)

where kB is Boltzmann’s constant, @ is Planck’s constant
divided by 2", T is temperature, and y ¼ @!=kBT
is a dimensionless parameter. The average velocity v is
calculated by v ¼ ½ð1% xÞv%2

Si þ xv%2
Ge &%1=2, where x is

the Ge concentration and vSi and vGe are the average
speeds of sound in Si and Ge, respectively, as calculated
by Wang and Mingo [31]. The scattering time for a given
frequency, #, is related to the individual processes via
Mattheissen’s rule # ¼ ð#%1

U þ #%1
a þ #%1

b Þ%1, where #U,

#a, and #b are the umklapp, alloy, and boundary scattering
times, respectively. These are given by

#U ¼ ½ð1% xÞ#%1
U;Si þ x#%1

U;Ge&%1; (2)

#a ¼ ½xð1% xÞA!4&%1; (3)

and
#b ¼ d=v; (4)

where
#%1
U;SiðGeÞ ¼ BSiðGeÞ!

2 expð%CSiðGeÞ=TÞ: (5)

The constants A, B, andC are taken from Ref. [31], and d is
the film thickness.
Our model is thus identical to that in Ref. [31] except

for the cutoff frequency, which we define as !c ¼ 2"v=a,
with a being the lattice constant of the Si1%xGex film
approximated by Vegard’s law: a ¼ ð1% xÞaSi þ xaGe,
where aSi and aGe are the lattice constants of silicon and
germanium, respectively. Equation (1) assumes a disper-
sionless, Debye system. This is acceptable for Si1%xGex
systems with nondilute alloying compositions, since the
dispersive phonons scatter strongly with the alloy atoms
due to their high frequencies. This assertion is substanti-
ated by the reasonable agreement found between this
model, our data, and previously reported measurements
on thin-film alloys in Refs. [2,7,23] as shown in Fig. 2.
To first assess the role of alloy composition, Fig. 3

shows the measured thermal conductivity versus Ge
concentration and the predictions of the thermal conduc-
tivity for bulk and thin-film Si1%xGex of three different
thicknesses at room temperature using Eq. (1). For
Si1%xGex with 0:2< x< 0:8, we found that the thermal
conductivity is almost flat and in agreement with our
experimental results. This lack of dependence on the Ge
concentration is much more pronounced in thin films than
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Thermal	boundary	conductance	– nanoscale	resistances

Cross-sectional TEM was implemented to further char-
acterize the roughnesses and quality of the interfaces post
aluminum thin film deposition. Micrographs of samples I
and IV at two different magnifications are shown in Fig. 1.
The micrographs indicate that regardless of roughness, an
approximately 1.75 nm thick conformal oxide layer covers
the silicon substrates after 24-h exposure to ambient. This
oxide layer prohibits any apparent interdiffusion or composi-
tional mixing of aluminum and silicon at the interface, as
opposed to earlier studies of chromium-silicon interfaces
where Auger electron spectroscopy confirmed a significant
mixing of species within roughly 10 nm of the interface.22 In
addition, the micrographs indicate that the aluminum thin
films exhibit a columnar crystal structure regardless of sub-
strate roughness, and that the crystallinity of the substrate is
undisturbed by the etch. Again, this is contrary to the afore-
mentioned chromium-silicon study, where TEM indicated
the chromium films were amorphous.22

We measured the Kapitza conductance across the four
aluminum-silicon interfaces with TDTR.30,31 TDTR is a
non-contact, pump-probe technique in which a modulated
short pulse laser (full-width half max! 100 fs) is used to cre-
ate a heating event (pump) on the surface of a sample. This
heating event is monitored with a time-delayed probe pulse.
The change in the reflectivity of the probe at the modulation
frequency of the pump is detected through a lock-in ampli-
fier; the change in reflectivity is related to the change in tem-
perature at the sample surface. This temporal thermal
response is then related to the thermophysical properties of
the sample of interest. We monitor the thermoreflectance sig-
nal over 4.5 ns of probe delay time. The deposited energy
takes approximately 100 ps to propagate through the alumi-
num film, after which the response is related to the heat flow
across the aluminum-silicon interface and the thermal effu-
sivity of the silicon substrate. Our specific experimental
setup is described in detail elsewhere.32

We monitor is the ratio of the in-phase to the out-of-
phase voltage recorded by the lock-in amplifier ("Vin/Vout),
which is related to the temperature change on the surface of
the sample. The thermal model and analysis used to predict
the temperature change and subsequent lock-in ratio are
described in detail in references 30, 32, and 33. In short, the
model accounts for heat transfer in composite slabs34 from a
periodic, Gaussian source (pump) convoluted with a Gaus-
sian sampling spot (probe).30,34 The pump is modulated at
11 MHz and the pump and probe 1/e2 radii are 7.5 lm. The
temperature change at the surface is related to the thermal
conductivity and heat capacity of the composite slabs, as

well as the Kapitza conductance between each slab.
Although dominated by the aluminum-silicon Kapitza con-
ductance,32 the TDTR signal is also related to the heat
capacity and thickness of the Al film and the thermal proper-
ties of the silicon substrate (which, due to time delay and
modulation frequency can be taken as semi-infinite in this
work). We first assume bulk values for the properties of the
film and substrate35 and we verify the aluminum film thick-
ness via picosecond acoustics.36,37 We then adjust the ther-
mal conductivity of the substrate during our analysis to
achieve a better fit between the model and the data.3

Figure 2 shows the measured Kaptiza conductance
across the four aluminum-silicon interfaces as a function of
temperature (filled symbols). In addition, we plot the Kapitza
conductance at a nominally flat and oxide-free aluminum-sil-
icon interface as reported in Ref. 38 (open circles). As the
data indicate, even a thin oxide layer at the interface substan-
tially reduces the effective Kapitza conductance (>50%
reduction at room temperature). In addition, these two data
sets demonstrate significantly different temperature depend-
encies, suggesting that the oxide layer inhibits multiple-
phonon scattering events which would otherwise contribute
to Kapitza conductance.6,7 Similarly, comparing the four
data sets of the present study, increased interface roughness
both reduces the magnitude of Kapitza conductance as well
as suppresses its temperature dependence, i.e., Kapitza con-
ductance is less temperature dependent as interface rough-
ness increases.

In addition to the data, several different predictive mod-
els are plotted as well. All models are calculated assuming
that elastic phonon-phonon interactions dominate Kapitza
conductance, i.e., phonons in silicon at frequencies higher
than the maximum phonon frequency of aluminum do not
participate in transport. The diffuse mismatch model39

(DMM) is calculated using an approach we outlined previ-
ously in Ref. 40, where the vibrational properties of film and

TABLE I. Root-mean-square roughnesses and room-temperature Kapitza
conductances of the four Al:Si interfaces studied within this work. The
reported standard deviations represent the repeatability of the measurement,

i.e., the deviation about the mean value of several measurements made on a
single sample.

Sample d (nm) hK @ 300 K (W m"2 K"1)

I <0.1 6 0.0 193 6 18

II 0.6 6 0.3 182 6 15

III 6.5 6 2.3 131 6 13

IV 11.4 6 3.1 90 6 13

FIG. 1. Cross sectional TEM micrographs of samples I (a and c) and IV (b
and d) Al:Si interfaces at two different magnifications. The micrographs
indicate show that regardless of roughness, a! 1.75 nm conformal oxide
layer covers the Si substrates after 24 h exposure to ambient. This oxide
layer prohibits any noticeable interdiffusion or compositional mixing of spe-
cies near the interface. Lastly, the evaporated Al thin film exhibits a colum-
nar crystal structure regardless of substrate surface roughness, while the
crystallinity of the substrate is undisturbed.
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Increase	in	bonding	increases	solid/solid	TBC
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where F̃ and vĩ are Fourier transforms of the force and velocity
vectors, A is the surface area, M is the number of samples, Δts is
the sampling interval and Fi

B = ∑j∈BFij. Therefore, for the
purposes of this work, atomic velocities and forces are collected
for a total of 10 ns during steady-state nonequilibrium
conditions at a sampling interval of 10 fs in order to determine
the spectral contribution to the total heat flux. As such, the
outputs of forces and velocities include components in the
three Cartesian coordinates. Thus, the dot-product of the force
and velocity vectors, ⟨F⃗ij·vi⃗⟩, which describes the modal
contributions to the heat current has separate contributions
in the x-, y-, and z-directions. The x- and y- components
describe the in-plane or transverse mode contributions to the
total heat current and the z-component describes the out-of-
plane or longitudinal mode contributions to the total heat
current.
Note, this method of calculating the total force on an atom

on the left side of the interface due to the collective forces from
all the atoms in the other side of the interface reduces the
computational cost by a large extent. Furthermore, instead of
considering forces on every atom i at the left side of the
interface, we consider an average force exerted on a plane of
atoms (due to periodic boundary conditions on the x- and y-
directions) since atoms in a monolayer parallel to the interface
will experience the same force due to the collective atoms from
the other side of the interface. In this context, our approach
considerably reduces the computational time and cost for the
modal analysis calculations compared to previous methods in
which the computational cost of storing the velocities and
forces between each atom pair interaction during the simulation
and taking the Fourier transforms require a large amount of
storage space.60,61 Moreover, because of the random motion of
the gas and liquid atoms in the simulation cell, the atom-by-
atom approach adds another complexity due to the require-
ment of tracking the nearest-neighbor atoms of the solid atoms
for force and velocity calculations.

■ RESULTS AND DISCUSSIONS
To validate the modal decomposition method described above,
we perform NEMD calculations on LJ argon at 50 K by placing

an imaginary interface with a cross section at the middle of the
simulation cell in the z-direction. For the calculations, the
simulation domain size is 10a0 × 10a0 × 60a0, which confirms
that no size effects due to boundary scattering affects the
calculations. Figure 2a shows the modal contributions of the
normalized heat flux accumulation (q(ω)) due to a steady-state
temperature induced across the LJ argon computational
domain. For comparison, the predictions from a Boltzmann
transport equation (BTE) in conjunction with anharmonic
lattice dynamics (LD) calculations performed at 50 K (with the
same LJ parameters as detailed in ref 62) are also shown. In this
method, the phonon properties predicted via an anharmonic
LD calculation, which takes into consideration three- and four-
phonon processes, are used as input parameters in the BTE
equation. The modal decomposition method and the BTE-LD
method predict very similar spectral contributions to the
thermal conductivity of LJ argon. In particular, both methods
predict that the largest contribution to thermal conductivity is
due to phonons with 20% to 80% of the maximum frequency.
This is intuitive due to the large population of phonons in this
frequency range (see the density-of-states of LJ argon
represented by Solid A in Figure 2b). The good agreement
between the two approaches gives us confidence in the results
presented in this section. We note that the BTE-LD approach
and the approach used in this work are fundamentally different
as the former uses information such as the relaxation times as
input parameters in the BTE, while our approach relies on the
outputs of atomic velocities and forces directly from MD
simulations.
Figure 2b shows the modal contributions to the normalized

heat flux accumulation from Solid A (m = mAr) to Solid B (m =
4mAr) at 30 K for εA−B in the range εAr to εAr/4; the exact values
of the interaction strengths are given in the legend of Figure 2c.
Figure 2b also shows the predictions for the case with εA−B =
εAr (which is the relatively strongly bonded interface) at 1 K
average temperature. For this case, the heat flux from Solid A to
Solid B has negligible contributions from frequencies greater
than the cutoff frequency of Solid B (even though the phonon
spectrum in Solid A extends to twice the maximum frequency
of Solid B). However, at 30 K, frequencies greater than the
cutoff frequency of Solid B contribute to more than 50% of the
total heat flux from Solid A to Solid B for the strongly bonded
interface. The temperature dependencies can be understood by

Figure 2. (a) Normalized thermal conductivity accumulation predicted from the NEMD calculations for a homogeneous LJ argon with an imaginary
interface in the middle of the computational domain (at 50 K) as a function of ωAr/ωAr, max. For comparison, the result from ref 62 that is based on
the Boltzmann transport equation in conjunction with anharmonic lattice dynamics calculation performed at 50 K are also shown. (b) Normalized
thermal boundary conductance accumulation at 30 K for the range of εA−B studied in this work. Also included are the predictions at 1 K for the
strongest cross-species interaction strength across the interface (with εA−B = 10.3 meV). The DOS (a.u.) of the bulk solids are included to emphasize
the cutoff frequencies in the two solids. (c) NEMD-predicted thermal boundary conductances across the LJ-based solids differentiated by mass as a
function of temperature for the range of cross-species interactions.
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Thermal	boundary	conductance	– bonding	effects
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Atmospheric	plasma	functionalization	of	graphene	surfaces
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Atmospheric	plasma	functionalization	of	graphene	surfaces

Collaboration: Scott Walton (NRL)

• Al/graphene interaction increased 
with oxygen bond (Al-O bond)
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have for SLG devices?

Nano Lett. 12, 590 (2012)

Heat flow
Metal film

Substrate

Graphene

Functionalization



Au/graphene	electronic	contacts
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Chemistry	effects	on	the	TBC	across	Au/Ti/graphene

Collaboration: Stephen McDonnell (UVA)
Nanotechnology 29, 145201

warrants more thorough interface characterization. Titanium
was selected for this work as it is commonly used as a contact
or adhesion layer for graphene due to its low work function
and low electron Schottky barrier.

Experimental details

To fabricate samples for this experiment, commercial gra-
phene grown by chemical vapor deposition (CVD) on Cu foil
(from Graphene Supermarket) was transferred to SiO2 by a
polymethyl methacrylate (PMMA) carrier film followed by a
ultra high vacuum (UHV) anneal to remove PMMA residues
[14]. Following the transfer, a 5 nm film of titanium was
deposited onto Gr/SiO2 in a high vacuum (HV) electron
beam evaporator at pressures of 10−7 or 10−6 Torr and
deposition rates ranging from 0.01 to 0.5 nm s−1, indicated by
a quartz crystal monitor. Samples for TLM measurements
were fixed with a shadow mask described elsewhere [9] prior
to metal evaporation. The samples were not exposed to
atmosphere following the deposition of Ti. Au was deposited
to cap the samples prior to removal from UHV, in order to
prevent further oxidation of the Ti layer upon air exposure.
Au films of 500 nm, 80 nm, and 2 nm were deposited on
samples for TLM, thermal measurements, and XPS, respec-
tively. X-ray photoelectron spectroscopy data was collected
with a monochromated x-ray source at a pass energy of 50 eV
in a UHV system described previously [15]. Spectra were
deconvoluted using kolXPD software [16] to extract relative
compositions of Ti metal and Ti oxide. The samples were
then characterized by the transfer length method and time-
domain thermoreflectance to determine RC and thermal
boundary conductance, respectively. More detailed descrip-
tions of these measurements are included in supporting
information available online at stacks.iop.org/NANO/0/
000000/mmedia.

Results

We have found that oxide composition is largely dependent
on the contact deposition conditions. Titanium is highly
reactive and will readily oxidize under high-vacuum deposi-
tion conditions. As others have suggested [17–19], the
adsorption of oxidizing species onto the substrate surface
during deposition will affect the chemistry of the contact,
which is expected to manifest in the electrical and thermal
properties of the interface. Figure 1 shows oxide composition
versus deposition rate for samples fabricated from three
individually transferred pieces of graphene.

Each color represents a single piece of graphene trans-
ferred to SiO2 and subsequently split into three (or four)
samples to receive metal deposition at three (or four) different
deposition rates. Sample-to-sample variability is observed,
but there appears to be a trend of decreasing oxide compo-
sition with increasing deposition rate. The deposition rate
determines the impingement rate of Ti atoms on the surface of
the substrate relative to the impingement rate of the oxidizing

species from residual gases. It is therefore expected that
higher deposition rates result in lower oxide composition,
since at higher deposition rates Ti atoms arrive at the sample
surface at faster rates than oxidizing species in the chamber.
The anomalous data point can be explained by the presence of
additional oxidizing species from PMMA residues which will
be addressed in the discussion section.

Base pressure also has a substantial effect, which can
dominate over deposition rate. A sizable partial pressure of
residual H2O or OH is typically detected in elastomer-sealed
vacuum chambers and the base pressure is a measure of the
quantity of residual gases in the chamber. During deposition,
these residual H2O and OH molecules are impinging on the
sample surface, along with the Ti. Depositing at higher
pressures increases the amount of oxidizing species available
for reaction with Ti, and depositing at lower deposition rates
increases the fraction of Ti atoms that will react with oxi-
dizing species upon reaching the surface. This is observed in
figure 2. To overcome any issue of sample-to-sample varia-
bility, each sample represented in figure 2 was cut from a
single piece Gr/SiO2 produced in a single transfer. Two out
of the three samples were deposited on at the same rate but
different base pressures, and two out of three were deposited
on at the same base pressure but different rates. In figure 2(a),
(i) corresponds to a deposition 1×10−7 Torr and a rate of
0.01 nm s−1, (ii) corresponds to a deposition at 1×10−7 Torr
and a rate of 0.1 nm s−1 and (iii) corresponds to a pressure of
1×10−6 Torr at a rate of 0.1 nm s−1. The corresponding
TLM data for each are shown in figure 2(b). Comparison of
(i) and (ii) illustrates the effect of deposition rate alone at the
same base pressure. As previously discussed, a lower oxide
composition results at a faster deposition rate. In (ii) and (iii),
we observe the effects of varying base pressure at the same
deposition rate. Depositing at 1×10−7 Torr yields 25%
oxide whereas 1×10−6 Torr results in 78% oxide. This
indicates that base pressure has a substantial effect on oxide
composition. The TLM results corresponding to (i) and (iii)

Figure 1. Plot of Ti oxide composition versus deposition rate at a
pressure of 1×10−7 Torr on Gr/SiO2 samples. Each identical
marker shape represents samples cut from the same piece of
graphene.
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contacts of similar oxide composition show large variations in
RC as seen in figure 3.

The effects of contact processing conditions manifest in
thermal transport properties. Figure 4(a) shows XPS spectra
acquired for four samples fabricated with four different
deposition rates and figure 4(b) shows the corresponding
TDTR data as a function of oxide composition. XPS shows
significant oxide composition at the slowest deposition rate of
0.01 nm s−1. The oxide composition decreases between 0.01
and 0.1 nm s−1. The thermal data indicates that thermal
boundary conductance hK is inversely related to the oxide
composition. For the deposition rate of 0.1 nm s−1, which
resulted in the lowest oxide composition,
hK=65±7MWm−2 K−1, whereas for the slowest deposi-
tion rate, which resulted in the highest oxide composition,
hK=32±3MWm−2 K−1. The values of hK correspond to
Au/SiO2 interface where the effective interfacial regions
between Au and SiO2 for this analysis is the Ti/Gr layers, as
mentioned previously.

The measured value of hK for the slower deposition rates
matches very well with those measured for a similar
Au/Ti/Gr/SiO2 interface deposited at 0.05 nm s−1 and
reported by Koh et al [22]. The twofold increase in hK with
the faster deposition rate corresponds to the relative decrease
in the oxide composition between the different deposition
rates as shown in figure 4(a). Thus, a higher oxide compo-
sition in the Ti layer at an Au/Ti/Gr/SiO2 contact leads to a
lower hK (higher resistance) than a lower oxide composition.
Stated differently, our results suggest that to minimize the
thermal resistance at the Au/Ti/Gr/SiO2 contact, the Ti
should be as metallic as possible. In contrast to thermal
transport, electrical transport does not appear to be as sensi-
tive to the composition of the contact for this particular
sample; however, the results shown in figure 3 indicate that
the reactor base pressure does have an impact on RC.

Discussion

It is apparent in figure 1 that samples processed identically
might result in different oxide compositions. A major source
of variability in the Gr/metal interface chemistry is related to
PMMA residue from the transfer process. PMMA is typically
removed by dissolution in acetone followed by an anneal in
UHV at a temperature high enough to dissociate the various
hydrocarbon species [23]. The thermal decomposition of
PMMA is inherently a random process, and generated radi-
cals can react with defects in the graphene or form longer
polymer chains that cannot be removed [24]. Therefore,
samples which undergo the same PMMA removal process
can be left with different quantities of PMMA residue, and the
quantity of PMMA residue is unlikely to be uniform across a
single sample. Lee et al have shown that a PMMA-free
transfer process results in lower contact resistance than that
which uses PMMA [25]. PMMA residues are known to dope
graphene and alter its electronic properties [23]. Furthermore,
transport across the Ti/Gr interface will be inhibited by the
presence of contaminants, which scatter charge carriers and
obstruct hybridization between the graphene π-orbitals and Ti
metal d-orbitals [10, 26]. Orbital hybridization will be
inhibited both by the presence of polymer residues at the
interface and by the presence of an oxidized contact rather
than a metallic one. It has been shown that PMMA residues
react with Ti overlayers [27]. Other sources of variability, in
both the interface and contact chemistry, could be related to
intrinsic defects in the CVD-grown graphene film or due to
other extrinsic effects of transfer process including residual
Cu, incomplete removal of graphene from the back of the Cu
foil, wrinkles and tears in the film, or adsorbates. While
measures can be taken to assess the quality and uniformity of
the transferred graphene prior to device fabrication, such as
characterization with Raman spectroscopy, these defects are
inherent to the transfer process and are fundamentally
uncontrollable.

Despite the inevitable sample-to-sample variability, our
results suggest that some degree of control over contact
composition is achievable during the deposition process,
particularly via deposition rate and base pressure. The overall
linear correlation between oxide composition and RC sum-
marized in figure 3 is not surprising given that the electrical
resistivity of TiO2 is orders of magnitude higher than that of
metallic Ti [28]. The results presented in figure 2 indicate that
the cleanliness of the graphene/TiOx interface, which is
affected by the base pressure of the deposition, likely dom-
inates RC to a greater extent than the oxide composition.
While we observe a relationship between deposition rate and
oxide composition in figure 1, and a correlation between RC

and oxide composition in figure 3, it is important to note that
deposition rate does not have a substantial effect on RC. It
then follows that oxide composition is not the prevailing
factor determining RC.

The possible origins of the change in thermal boundary
conductance with change in oxygen content of the Ti layer
between the Au and graphene could manifest from various
changes in electronic and vibrational scattering and interfacial

Figure 4. (a) Ti 2p core-level spectra for Gr/SiO2 deposited at
different rates at a base pressure of 1×10−7 Torr. (b) Time-domain
thermoreflectance data for the same samples as a function of oxide
composition.
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contacts of similar oxide composition show large variations in
RC as seen in figure 3.

The effects of contact processing conditions manifest in
thermal transport properties. Figure 4(a) shows XPS spectra
acquired for four samples fabricated with four different
deposition rates and figure 4(b) shows the corresponding
TDTR data as a function of oxide composition. XPS shows
significant oxide composition at the slowest deposition rate of
0.01 nm s−1. The oxide composition decreases between 0.01
and 0.1 nm s−1. The thermal data indicates that thermal
boundary conductance hK is inversely related to the oxide
composition. For the deposition rate of 0.1 nm s−1, which
resulted in the lowest oxide composition,
hK=65±7MWm−2 K−1, whereas for the slowest deposi-
tion rate, which resulted in the highest oxide composition,
hK=32±3MWm−2 K−1. The values of hK correspond to
Au/SiO2 interface where the effective interfacial regions
between Au and SiO2 for this analysis is the Ti/Gr layers, as
mentioned previously.

The measured value of hK for the slower deposition rates
matches very well with those measured for a similar
Au/Ti/Gr/SiO2 interface deposited at 0.05 nm s−1 and
reported by Koh et al [22]. The twofold increase in hK with
the faster deposition rate corresponds to the relative decrease
in the oxide composition between the different deposition
rates as shown in figure 4(a). Thus, a higher oxide compo-
sition in the Ti layer at an Au/Ti/Gr/SiO2 contact leads to a
lower hK (higher resistance) than a lower oxide composition.
Stated differently, our results suggest that to minimize the
thermal resistance at the Au/Ti/Gr/SiO2 contact, the Ti
should be as metallic as possible. In contrast to thermal
transport, electrical transport does not appear to be as sensi-
tive to the composition of the contact for this particular
sample; however, the results shown in figure 3 indicate that
the reactor base pressure does have an impact on RC.

Discussion

It is apparent in figure 1 that samples processed identically
might result in different oxide compositions. A major source
of variability in the Gr/metal interface chemistry is related to
PMMA residue from the transfer process. PMMA is typically
removed by dissolution in acetone followed by an anneal in
UHV at a temperature high enough to dissociate the various
hydrocarbon species [23]. The thermal decomposition of
PMMA is inherently a random process, and generated radi-
cals can react with defects in the graphene or form longer
polymer chains that cannot be removed [24]. Therefore,
samples which undergo the same PMMA removal process
can be left with different quantities of PMMA residue, and the
quantity of PMMA residue is unlikely to be uniform across a
single sample. Lee et al have shown that a PMMA-free
transfer process results in lower contact resistance than that
which uses PMMA [25]. PMMA residues are known to dope
graphene and alter its electronic properties [23]. Furthermore,
transport across the Ti/Gr interface will be inhibited by the
presence of contaminants, which scatter charge carriers and
obstruct hybridization between the graphene π-orbitals and Ti
metal d-orbitals [10, 26]. Orbital hybridization will be
inhibited both by the presence of polymer residues at the
interface and by the presence of an oxidized contact rather
than a metallic one. It has been shown that PMMA residues
react with Ti overlayers [27]. Other sources of variability, in
both the interface and contact chemistry, could be related to
intrinsic defects in the CVD-grown graphene film or due to
other extrinsic effects of transfer process including residual
Cu, incomplete removal of graphene from the back of the Cu
foil, wrinkles and tears in the film, or adsorbates. While
measures can be taken to assess the quality and uniformity of
the transferred graphene prior to device fabrication, such as
characterization with Raman spectroscopy, these defects are
inherent to the transfer process and are fundamentally
uncontrollable.

Despite the inevitable sample-to-sample variability, our
results suggest that some degree of control over contact
composition is achievable during the deposition process,
particularly via deposition rate and base pressure. The overall
linear correlation between oxide composition and RC sum-
marized in figure 3 is not surprising given that the electrical
resistivity of TiO2 is orders of magnitude higher than that of
metallic Ti [28]. The results presented in figure 2 indicate that
the cleanliness of the graphene/TiOx interface, which is
affected by the base pressure of the deposition, likely dom-
inates RC to a greater extent than the oxide composition.
While we observe a relationship between deposition rate and
oxide composition in figure 1, and a correlation between RC

and oxide composition in figure 3, it is important to note that
deposition rate does not have a substantial effect on RC. It
then follows that oxide composition is not the prevailing
factor determining RC.

The possible origins of the change in thermal boundary
conductance with change in oxygen content of the Ti layer
between the Au and graphene could manifest from various
changes in electronic and vibrational scattering and interfacial

Figure 4. (a) Ti 2p core-level spectra for Gr/SiO2 deposited at
different rates at a base pressure of 1×10−7 Torr. (b) Time-domain
thermoreflectance data for the same samples as a function of oxide
composition.
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• TDTR: Measurement of thermal conductivity of thin films and 
thermal resistance across interfaces

• Weakly bonded solids: new lower limits to thermal conductivity

• Functionalized interfaces at graphene contacts: tuning heat and 
electrical transport via the interfacial bond

• Heat transport across single molecule interfaces: when does a 
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• Molecular interfaces in organic/inorganic composites: diffusive 
scattering via the vibron-phonon interaction



Contact	chemistry	to	manipulate	TBC
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thermal conductance (G) as a function of the methyl:thiol end-group ratio
for 0%, 25%, 50%, 75% and 100% thiol end groups. Duplicated structures
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data fitting (see Supplementary Information for details).

transfer-printing/TDTR set-up can accurately probe the thermal
conductance across a molecular interface. Our measurements
for G also show good agreement with previous reports of
thermal transport across SAM interfaces10,24–26. Particularly striking
is the similarity between G measured for Au/SH–C11–Si⌘Qz
(Gavg = 65MWm�2 K�1) and the recent calculations by Keblinski
and colleagues for a Au/SAM/Si interface with strong bonding at
both SAM end-groups (G=60MWm�2 K�1; ref. 10).

To further explore the importance of a single bonding layer
on heat transfer, we investigate the thermal transport across
Au/SAM/Qz interfaces using other !-end-group and ↵-attachment
chemistries but having the same methylene chain length (Fig. 3b).
Approximate boundary lines are drawn representing van der
Waals (36MWm�2 K�1) and covalent (65MWm�2 K�1) bond-
ing in our system based on the average measurements for the
Au/CH3–C11–Si⌘Qz and Au/SH–C11–Si⌘Qz structures respec-
tively. Surprisingly, G for the amine-terminated surface is roughly
equivalent to the methyl-terminated surface. Although charged
quaternary amines bind strongly to Au, particularly when used as
stabilizing ligands for Au nanoparticles27, the primary amine-Au
binding energy in the dry, uncharged state is calculated to be
only ⇠0.25 eV (ref. 28), about 5⇥ less than the Au–S bond
energy (⇠1.4 eV; ref. 19). The low surface roughness of the
gold may also contribute to weaker binding, as amines are be-
lieved to bond more strongly to under-coordinated Au adatom
defects29. Bromine-terminated surfaces give a higher interfacial
thermal conductance (Gavg = 47MWm�2 K�1) than a van der
Waals interaction. We offer two possible explanations: (1) the
high electron-density from the three sets of lone-pair electrons
generates a stronger van der Waals interaction at this interface or
(2) the heavier bromine moiety has a better vibrational match to
the heat-conducting phonons in gold, permitting more effective
coupling. Dodecyl SAMs formed using a dimethylmonochlorosi-
lane attachment chemistry are found to have a thermal con-
ductance that is effectively lower than the van der Waals limit.
However, experimental characterization of these SAMs reveals a
lower surface coverage than the tri-functional silanes. Thus, the
reduction in G is believed to be a consequence of having a lower
density monolayer30.

Finally, we demonstrate the ability to directly tune the interfacial
thermal conductance. In this experiment, the Au/SAM/Qz struc-
tures are formed using mixed monolayers of SH–C11–Si⌘ and
CH3–C11–Si⌘. (See Supplementary Fig. S5 for X-ray photoelec-
tron spectroscopy analysis.) Measurements of G for these mixed
monolayers are shown in Fig. 4. Apparent in this figure is a
monotonic increase inGwith increased SH–C11–Si⌘ concentration
up to 75% SH–C11–Si⌘. This result implies that as the number
of covalent (Au–thiol) attachment sites increases, phonons couple
more strongly across the interface. A plateau in G is reached for
a concentration of 75% SH–C11–Si⌘. This plateau effect with
interfacial bond strength is consistent with MD simulations made
for silicon/polyethylene interfaces12 and water/SAM interfaces11.
Mechanistically, at some critical bond strength, the ‘spring constant’
between the twomaterials becomes stiff enough to effectively couple
all relevant heat-carrying phonon frequencies across the interface.
At this point, other factors, such as acoustic mismatch, differences
in the phonon density of states, or interfacial roughness limit heat
transport across the interface.

In summary, we have experimentally shown that the strength
of a single bonding layer directly controls phonon heat transport
across an interface. Although transitioning from van der Waals to
covalent bonding increases G by ⇠80% for Au/Qz interfaces, it is
possible that much greater contrast could be achieved in systems
that havemore similarity in their vibrational properties (refs 12,13).
More importantly, this experimental systemprovides a simple route
to probing vibrational transport phenomena across interfaces. We
expect future experiments using similar techniques combined with
theoretical calculations will lead to a clearer fundamental descrip-
tion of interfacial thermal conductance and reveal new opportuni-
ties for engineering heat transport in nanostructured systems.

Methods
Detailed descriptions of SAM deposition and characterization, transfer printing
procedures, TDTR measurements, picosecond acoustic measurements,
laser spallation measurements and data analysis are provided in the
Supplementary Information.
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Phosphonic acid	interfaces:	Size	and	mass	control
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Phosphonic acid	interfaces:	Size	and	mass	control

• No correlation with length

• Most noticeable change in TBC 
with large MW F21PA

Is the change in TBC the metal/PA 
interface or the F21PA itself?
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Heat transport in single F21PA molecules
• No prior evidence of diffusive heat 

flow in a molecule (ballistic observed 
by Wang et al. Science 317, 787 
(2007)

• ~2 nm molecule, so effective thermal 
conductivity of F21PA~0.2 W/m/K at 
RT
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TDTR analysis to reduce 
uncertainty

was completely insensitive to the thermal properties of the
substrate. At this pump frequency, we estimate that our
measurements sample ∼50−100 nm beneath the Al/protein
interface. Therefore, the TDTR data were analyzed with a two-
layer model of an Al film (the thickness of which was
determined from picosecond acoustics) on a semi-infinite
protein layer. In addition, because of the combination of the
pump-and-probe spot sizes and the pump modulation
frequency, the heat transfer is nearly entirely 1-D in the
cross-plane direction.35 We determined the thermal con-
ductivity of protein films by fitting the ratio of the in-phase
to out-of-phase lock-in output to a two-layer axially symmetric
thermal model that accounts for pulse accumulation during the
experiment.33−35 We fit the thermal model to the data by
varying the thermal conductivity of the protein. We assume
literature values for the heat capacity of Al42 and the heat
capacity of the protein.43,44 We deduce the thermal
conductivity of the Al film via the Wiedemann−Franz Law
and electrical resistivity measurements. Because of the low
thermal conductivity of the proteins, our measurements were
completely insensitive to the Al/protein thermal boundary
conductance. Therefore, in our analysis, the only fitting
parameter was the protein thermal conductivity. We took five
to seven TDTR scans at different locations on four different
samples of BSA (two on silicon and two on cover glass) and
two different samples of myoglobin (both on silicon). The
uncertainty in our measurements is determined by considering
the repeatability of the measurements at the different sample
locations, uncertainty in the local Al film thickness determined
by picosecond ultrasonics, uncertainty in the thermal
conductivity of the Al film, and uncertainty in the heat
capacities of the proteins. In general, the uncertainty in the
measured thermal conductivity of the protein films determined
from our TDTR measurements is ∼15%.
The room-temperature thermal conductivities of our BSA

and myoglobin films are 0.231 ± 0.031 and 0.190 ± 0.024 W
m−1 K−1, respectively. The thermal conductivities of the BSA
samples on silicon and glass substrates did not exhibit any
difference within the experimental uncertainty. Our BSA
measurements agree with previous measurement by Park et
al.,24 who determined the thermal conductivity of BSA as 0.265
± 0.08 W m−1 K−1 from various measurements of BSA in water
solutions.
Unlike measurements of the thermal conductivity of proteins

in solution, our solid protein films allow us to measure the
thermal conductivity of the protein structure at different
temperatures without having to account for phase changes in
the solution (e.g., freezing of water). We mount our protein
samples in a liquid-nitrogen-cooled cryostat with optical access
for our laser and measure the thermal conductivities of
myoglobin and BSA from 77 K to room temperature. We
only tested the thermal conductivities of the samples on silicon
substrates to minimize steady-state heating from the absorbed
laser power.33 For the samples on the silicon substrates, we
estimate that the steady-state heating from the absorbed laser
will increase the sample temperature by <1 K over all
temperatures. However, for the samples on glass substrates
that we tested only at room temperature, we reduced the
incident power but still approximate the steady state temper-
ature rise as ∼20 K. As previously noted, we did not observe
any difference in measured thermal conductivity so assert that
this steady-state laser heating difference in the samples on
different substrates did not change the thermal state of the

material. We expect additional heating in the protein samples
by the absorbed energy from the modulated pump pulses at
11.39 MHz. This is the average heating in the volume sampled
by TDTR (∼50−100 nm beneath the Al/protein interface).33

This estimated temperature rise is <1 K for all temperatures
and therefore negligibly affects our reported values.
The protein thermal conductivity as a function of temper-

ature is shown in Figure 3. The thermal conductivity increases

with temperature, although the values begin to level off upon
approaching room temperature. We do not heat the sample
substantially above room temperature to ensure that we are not
denaturing the proteins. For comparison, we also show the
thermal conductivity of polystyrene (PS),45 which has been
previously analyzed in terms of anharmonic coupling of
vibrations.46 The PS data show very similar trends to our
protein data, which suggest that anharmonic coupling of
vibrations in the protein structure is contributing to thermal
conductivity. As another comparison, we show the thermal
conductivity of SiO2.

47 This increase in thermal conductivity
has also been analyzed in terms of anharmonic coupling of
localized vibrations.46 In other words, much like SiO2 and PS,
anharmonic vibrational coupling contributes to the thermal
conductivity of proteins.
In addition to demonstrating thermal conductivity measure-

ments of solid proteins over a range of temperatures, one of our
goals of this work is to lend insight into previous theories on
fracton transport. The various fracton theories presented by
Orbach and colleagues19−22 claim that an increase in thermal
conductivity over this temperature range is partially due to
anharmonic fracton hopping.20 However, the various amor-
phous materials that have been analyzed in terms of this fracton
theory are not necessarily fractal, and they can also be well-
described by other theories such as the minimum limit to
thermal conductivity.7−11 In fact, Freeman and Anderson48

discuss that it is not clear what excitations are responsible for
thermal transport in amorphous structures and Cahill and
Pohl49 conclude that the fracton theory does not apply to
purely amorphous solids and polymers. Therefore, it is difficult

Figure 3. Thermal conductivity of BSA and myoglobin (this work),
SiO2,

47 and polystyrene (PS)45 as a function of temperature. The
increase in thermal conductivity in these systems over this temperature
range can be ascribed to anharmonic vibrational interactions.
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Outline

• TDTR: Measurement of thermal conductivity of thin films and 
thermal resistance across interfaces

• Weakly bonded solids: new lower limits to thermal conductivity

• Functionalized interfaces at graphene contacts: tuning heat and 
electrical transport via the interfacial bond

• Heat transport across single molecule interfaces: when does a 
molecule become a defect?

• Molecular interfaces in organic/inorganic composites: 
diffusive scattering via the vibron-phonon interaction
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FIG. 2. (a), (b) STEM images on two of the AlAs-GaAs SL samples. (c) Cross-plane thermal conductivity measurements on three sets of
AlAs-GaAs SLs of 2, 12, and 24 nm period thicknesses and a set of thin film GaAs samples plotted versus SL thickness, L, at room temperature.
The lines connecting the various data sets are guides to the eye. The figure also shows good agreement between our measurement results on
samples with dSL = 24 nm and those by Luckyanova et al. [6]. The inset is a zoomed view of the data for samples with L < 136 nm plotted
on a linear-linear scale. The solid lines in the inset are linear fits to the plotted data points. (d) Selected data from (c) plotted versus period
thickness, dSL. Green left triangles represent κSL in the diffusive regime obtained by taking average values of thermal conductivities of films
with L > 216 nm for each data set dSL = 2, 12, and 24 nm and the two data points at L = 2,160 nm for dSL = 6 and 18 nm. The lines are
guides to the eye. (e) Thermal conductivity as a function of SL thickness, L, at three different temperatures (100 and 200 K compared to room
temperature). The trend at low temperatures is similar to that at room temperature suggesting that the mechanisms of heat transfer are dictated
by the sample geometry even though the characteristic length and the mean free path distribution of heat carriers are significantly altered.

general, an intermixing layer of the order of ∼1 nm is observed122

with the initial few monolayers showing strong intermixing123

and subsequent layers showing reduced intermixing. Details124

of sample growth and thermal measurements are given in the125

Supplemental Material [18].126

Cross-plane thermal conductivities at room temperature,127

measured with time-domain thermoreflectance [19–21] (de-128

tails in the Supplemental Material) [18] are plotted versus129

L in Fig. 2(c) and versus dSL in Fig. 2(d). For the three130

different period thickness sample sets, the thermal conduc-131

tivity increases quasilinearly with L followed by a plateau132

for thickness larger than ∼200 nm. A linear slope indicates133

ballistic phonon transport, or phonon flow without momen-134

tum backscattering within the sample. In this case, phonon135

scattering comes only from the boundaries of the sample.136

A plateau indicates diffusive transport, or flow dictated by137

phonon scattering within the sample. The dependence of κSL138

on L for L < 200 nm demonstrates the existence of long-range139

boundary scattering, or classical size effects [22], even in the140

SLs with highest interface density (dSL = 2 nm). This is also141

apparent by examining the trends in κSL versus dSL for the142

thinnest samples (L ≈ 24 nm) in Fig. 2(d). For this sample143

thickness, κSL becomes nearly independent of dSL, and is thus144

limited by scattering at the sample boundary (L) and not the145

period boundaries spaced by dSL. This is a clear indication of146

quasiballistic transport. The transition from quasiballistic to 147

diffusive transport takes place when the effective mfp becomes 148

comparable to the total thickness and phonons diffusively 149

scatter within the SL instead of at the SL-substrate interface. 150

We note that these trends in κSL versus L are similar at 151

lower temperatures also, as shown in Fig. 2(e), suggesting that 152

the mechanisms of heat transfer are dictated by the sample 153

geometry even though the characteristic length and the mean 154

free path distribution of heat carriers are altered. 155

The ballistic-diffusive transition is also present in the 156

thermal conductivity data of thin film GaAs [Fig. 2(c)]. The 157

fact that this transition occurs at nearly the same thickness 158

of the SL films, for all values of dSL, and the same thickness 159

of the GaAs films suggests that boundary scattering of long 160

mfp (low frequency) phonons at the film/substrate interface is 161

limiting thermal transport in these structures [9]. The inclusion 162

of interfaces via SLs impedes short mfp phonons leading to a 163

reduction in the magnitude of thermal conductivity of SLs as 164

compared to thin film GaAs. 165

III. DISCUSSION AND MODELING: COHERENT VS. 166

INCOHERENT EFFECTS 167

Several works on thermal transport in SLs reported a 168

minimum in κSL as a function of dSL that denotes a crossover 169
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Figure 3 | Structural and microstructural characterization of superlattice 
samples from both series. High-resolution, short angular-range q‑2q XRD 
scan of a, an (STO)6/(CTO)6 superlattice centred on the NGO 220 substrate 
peak and b, (STO)74/(BTO)1 superlattice peaks centred on the STO 002 
substrate peak. Both the superlattice peaks and the thickness fringes suggest 
the high degree of interface abruptness in the samples. c, A high-resolution 
reciprocal space map of the (STO)2/(CTO)2 superlattice centred on the NGO 
332 substrate peak. The map clearly shows that the superlattice film is 
coherently strained to the substrate. d, Surface topography of a 200 nm (STO)2/
(CTO)2 thick superlattice film on an STO 001 substrate. The image clearly 
shows the presence of smooth step edges with unit cell height. STEM images of 
e, (STO)2/(CTO)2  and f, STEM-EELS image (dimensions 35 nm X 3.6 nm) of a 
(STO)30/(BTO)1 superlattice revealing the presence of atomically sharp 
interfaces with minimal intermixing in the samples studied along with a 
schematic of the crystal structures on the right. Chemical formulas of the 
component materials of the superlattice are colour-coded to match the false-
colour of the STEM-EELS image on the left (Sr – orange, Ba – purple, Ti – 
green). 
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Incoherent/particle	picture	of	phonon	transport	in	SLs
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Coherent	transport	in	superlattices

Interfacial periodicity can 
lead to “mini-band” formation
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Minimum Thermal Conductivity of Superlattices

M.V. Simkin and G.D. Mahan
Department of Physics and Astronomy, University of Tennessee, Knoxville, Tennessee 37996-1200

and Solid State Division, Oak Ridge National Laboratory, P.O. Box 2008, Oak Ridge, Tennessee 37831
(Received 23 July 1999)

The phonon thermal conductivity of a multilayer is calculated for transport perpendicular to the layers.
There is a crossover between particle transport for thick layers to wave transport for thin layers. The
calculations show that the conductivity has a minimum value for a layer thickness somewhat smaller
then the mean free path of the phonons.

PACS numbers: 66.70.+f, 68.65.+g

The thermal conductivity is a fundamental transport pa-
rameter [1]. There has been much recent interest in the
thermal conductivity of semiconductor superlattices due to
their possible applications in a variety of devices. Efficient
solid state refrigeration requires a low thermal conductivity
[2]. Preliminary experimental and theoretical work sug-
gests that the thermal conductivity of superlattices is quite
low, both for transport along the planes [3,4], or perpen-
dicular to the planes [5–8]. The heat is carried by exci-
tations such as phonons and electrons. Most theories use
a Boltzmann equation which treats the excitations as par-
ticles and ignores wave interference [7,9]. These theories
all predict that the thermal conductivity perpendicular to
the layers decreases as the layer spacing is reduced in the
superlattice. The correct description using the Boltzmann
equation would be to use the phonon states of the superlat-
tice as an input to the scattering, but this has not yet been
done by anyone.
We present calculations of the thermal conductivity per-

pendicular to the layers which include the wave interfer-
ence of the superlattice. These calculations, in one, two,
and three dimensions, always predict that the thermal con-
ductivity increases as the layer spacing is reduced in the
superlattice. This behavior is shown to be caused by band
folding in the superlattice. It is a general feature which
should be true in all cases. The particle and wave calcu-
lations are in direct disagreement on the behavior of the
thermal conductivity with decreasing layer spacing. This
disagreement is resolved by calculations which include the
mean free path (mfp) of the phonons. For layers thinner
than the mfp, the wave theory applies. For layers thicker
than the mfp the particle theory applies. The combined
theory predicts a minimum in the thermal conductivity, as
a function of layer spacing. The thickness of the layers for
minimum thermal conductivity depends upon the average
mfp, and is therefore temperature dependent.
The particle theories use the interface boundary resis-

tance [10] as the important feature of a superlattice. A su-
perlattice with alternating layers has a thermal resistance
for one repeat unit of RSL ! L1!K1 1 L2!K2 1 2RB,
where "Lj , Kj# are the thickness and thermal conductiv-
ity of the individual layers, and RB is the thermal bound-
ary resistance. For simplicity assume that L1 ! L2 $ L,

which is often the case experimentally. The effective ther-
mal conductivity of the superlattice is then

KSL !
2L
RSL

!
2L

L"1!K1 1 1!K2# 1 2RB
. (1)

This classical prediction is that the thermal conductivity
decreases as the layer thickness L decreases [9].
The wave theory calculates the actual phonon modes

vl"k# of the superlattice, where l is the band index. They
are used to calculate the thermal conductivity from the
usual formula in d dimensions [1],

K"T # !
X

l

Z ddk
"2p#d h̄vl"k# jyz"k#j!l"k#

≠n"v, T #
≠T

,

(2)
where n"v, T # is the Bose-Einstein distribution function.
A rigorous treatment uses Boltzmann theory applied to
the transport in minibands to find the mean free path
!l"k#. At high temperatures, one can approximate n %
kBT!h̄vl"k#, which gives the simpler formula

K"T # ! kB

X

l

Z ddk
"2p#d jyz"k#j!l"k# . (3)

The above formula is quite general. There are two im-
portant special cases of constant relaxation time "Kt# and
constant mfp "K!#

Kt"T # ! kBt
X

l

Z ddk
"2p#d yz"k#2, (4)

K!"T # ! kB!
X

l

Z ddk
"2p#d jyz"k#j . (5)

Both of these formulas can be related to the distribution
P"yz# of phonon velocities perpendicular to the layers

P"yz# !
X

l

Z ddk
"2p#d d"yz 2 jyz"k#j# , (6)

Kt ! kBt
Z

dyzP"yz#y2
z , (7)

K! ! kB!
Z

dyzP"yz#yz . (8)

Wave interference leads to band folding [11,12]. Band
folding leads to a reduction of the phonon velocities. Both
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Figure 3 | Structural and microstructural characterization of superlattice 
samples from both series. High-resolution, short angular-range q‑2q XRD 
scan of a, an (STO)6/(CTO)6 superlattice centred on the NGO 220 substrate 
peak and b, (STO)74/(BTO)1 superlattice peaks centred on the STO 002 
substrate peak. Both the superlattice peaks and the thickness fringes suggest 
the high degree of interface abruptness in the samples. c, A high-resolution 
reciprocal space map of the (STO)2/(CTO)2 superlattice centred on the NGO 
332 substrate peak. The map clearly shows that the superlattice film is 
coherently strained to the substrate. d, Surface topography of a 200 nm (STO)2/
(CTO)2 thick superlattice film on an STO 001 substrate. The image clearly 
shows the presence of smooth step edges with unit cell height. STEM images of 
e, (STO)2/(CTO)2  and f, STEM-EELS image (dimensions 35 nm X 3.6 nm) of a 
(STO)30/(BTO)1 superlattice revealing the presence of atomically sharp 
interfaces with minimal intermixing in the samples studied along with a 
schematic of the crystal structures on the right. Chemical formulas of the 
component materials of the superlattice are colour-coded to match the false-
colour of the STEM-EELS image on the left (Sr – orange, Ba – purple, Ti – 
green). 

Figure 2 | Measured thermal conductivity values for (STO)m/(CTO)n superlattices 
as a function of interface density at different temperatures. The minimum in 
thermal conductivity becomes deeper at lower temperatures and the interface density 
at which the minimum occurs moves to smaller values at lower temperatures as 
expected. The solid lines are guides to the eye. The shift of the minimum is shown 
using dotted lines projected onto the x-axis for different temperatures. 
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FIG. 2. (a), (b) STEM images on two of the AlAs-GaAs SL samples. (c) Cross-plane thermal conductivity measurements on three sets of
AlAs-GaAs SLs of 2, 12, and 24 nm period thicknesses and a set of thin film GaAs samples plotted versus SL thickness, L, at room temperature.
The lines connecting the various data sets are guides to the eye. The figure also shows good agreement between our measurement results on
samples with dSL = 24 nm and those by Luckyanova et al. [6]. The inset is a zoomed view of the data for samples with L < 136 nm plotted
on a linear-linear scale. The solid lines in the inset are linear fits to the plotted data points. (d) Selected data from (c) plotted versus period
thickness, dSL. Green left triangles represent κSL in the diffusive regime obtained by taking average values of thermal conductivities of films
with L > 216 nm for each data set dSL = 2, 12, and 24 nm and the two data points at L = 2,160 nm for dSL = 6 and 18 nm. The lines are
guides to the eye. (e) Thermal conductivity as a function of SL thickness, L, at three different temperatures (100 and 200 K compared to room
temperature). The trend at low temperatures is similar to that at room temperature suggesting that the mechanisms of heat transfer are dictated
by the sample geometry even though the characteristic length and the mean free path distribution of heat carriers are significantly altered.
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FIG. 2. (a), (b) STEM images on two of the AlAs-GaAs SL samples. (c) Cross-plane thermal conductivity measurements on three sets of
AlAs-GaAs SLs of 2, 12, and 24 nm period thicknesses and a set of thin film GaAs samples plotted versus thickness, L, at room temperature.
The lines connecting the various data sets are guides to the eye. The figure also shows good agreement between our measurement results on
samples with dSL = 24 nm and those by Luckyanova et al. [6]. The inset is a zoomed view of the data for samples with L < 136 nm plotted
on a linear-linear scale. The solid lines in the inset are linear fits to the plotted data points. (d) Selected data from (c) plotted versus period
thickness, dSL. Green left triangles represent κSL in the diffusive regime obtained by taking average values of thermal conductivities of films
with L > 216 nm for each data set dSL = 2, 12, and 24 nm and the two data points at L = 2,160 nm for dSL = 6 and 18 nm. The lines are
guides to the eye. (e) Thermal conductivity as a function of SL thickness, L, at three different temperatures (100 and 200 K compared to room
temperature). The trend at low temperatures is similar to that at room temperature suggesting that the mechanisms of heat transfer are dictated
by the sample geometry even though the characteristic length and the mean free path distribution of heat carriers are significantly altered.

general, an intermixing layer of the order of ∼1 nm is observed
with the initial few monolayers showing strong intermixing
and subsequent layers showing reduced intermixing. Details
of sample growth and thermal measurements are given in the
Supplemental Material [18].

Cross-plane thermal conductivities at room temperature,
measured with time-domain thermoreflectance [19–21] (de-
tails in the Supplemental Material) [18] are plotted versus
L in Fig. 2(c) and versus dSL in Fig. 2(d). For the three
different period thickness sample sets, the thermal conductivity
increases quasilinearly with L followed by a plateau for
thickness larger than ∼200 nm. A linear slope can indicate
ballistic phonon transport, or phonon flow without momen-
tum backscattering within the sample. In this case, phonon
scattering comes only from the boundaries of the sample.
A plateau indicates diffusive transport, or flow dictated by
phonon scattering within the sample. The dependence of κSL
on L for L < 200 nm demonstrates the existence of long-range
boundary scattering, or classical size effects [22], even in the
SLs with highest interface density (dSL = 2 nm). This is also
apparent by examining the trends in κSL versus dSL for the
thinnest samples (L ≈ 24 nm) in Fig. 2(d). For this sample
thickness, κSL becomes nearly independent of dSL, and is thus
limited by scattering at the sample boundary (L) and not the
period boundaries spaced by dSL. This is a clear indication of

quasiballistic transport. The transition from quasiballistic to
diffusive transport takes place when the effective mfp becomes
comparable to the total thickness and phonons diffusively
scatter within the SL instead of at the SL-substrate interface.
We note that these trends in κSL versus L are similar at
lower temperatures also, as shown in Fig. 2(e), suggesting that
the mechanisms of heat transfer are dictated by the sample
geometry even though the characteristic length and the mean
free path distribution of heat carriers are altered.

The ballistic-diffusive transition is also present in the
thermal conductivity data of thin film GaAs [Fig. 2(c)]. The
fact that this transition occurs at nearly the same thickness
of the SL films, for all values of dSL, and the same thickness
of the GaAs films suggests that boundary scattering of long
mfp (low frequency) phonons at the film/substrate interface is
limiting thermal transport in these structures [9]. The inclusion
of interfaces via SLs impedes short mfp phonons leading to a
reduction in the magnitude of thermal conductivity of SLs as
compared to thin film GaAs.

III. DISCUSSION AND MODELING: COHERENT VS.
INCOHERENT EFFECTS

Several works on thermal transport in SLs reported a
minimum in κSL as a function of dSL that denotes a crossover
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Supplemental Figure 2: Derived thermal boundary conductance in the AlAs-GaAs SLs as a function
of period thickness.

this Supplemental Material), where the data start to level o↵ at the 12 nm period,
and thus one may expect that hK for a single AlAs-GaAs interface will be extremely
high. A value higher than 200 MW m�2 K�1 for the interface conductance between
the SL film (where the bottom layer of the SL film is AlAs, see Supplemental Fig. 1)
and the GaAs smoothing layer is enough to make the TDTR measurement com-
pletely insensitive to this parameter. Note, the increase in hK with the decrease
in dSL suggests that in shorter dSL, a larger portion of the phonon spectrum bal-
listically traverse the AlAs-GaAs samples scattering less frequently at the internal
interfaces defining the SL periodicity, as we have discussed previously. This result
has been shown in Si-Ge, AlN-GaN, as well as AlAs-GaAs SLs previously [4]. How-
ever, the large interface density in SLs with shorter dSL leads to a higher thermal
resistance that suppresses the thermal conductivity of the 2 nm period thickness
samples well below that of 12 and 24 nm samples. Even with the high values of hK

(1.7 - 4.1 GW m�2 K�1) the thermal conductivities of the SLs are significantly lower
than that of 0, demonstrating that although the trend in thermal conductivity is
dictated by long-range boundary scattering, scattering of short mfp phonons from
internal interfaces can significantly impact the magnitude of thermal conductivity
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Figure 1: (a) 2D Schematic representation of the ZnOx/HQ superlattice (bottom panel) along with
an illustration of the heat flow pathway that induces a temperature gradient in the superlattice
(top panel). (b) Grazing incidence X-ray diffraction (GIXRD) patterns for the control samples and
hybrid thin films with varying ZnO:HQ and TiO2:HQ ratios. The peaks in the XRD patterns for the
ZnO based samples fit to the typical hexagonal wurtzite structure of ZnO (indexed accordingly).
There are no shifts in the position of the peaks for the hybrid SLs, suggesting that the introduction
of the organic monolayers do not affect the crystallinity of the ZnO phase. Similarly, the peaks for
the (TiO2)x/HQ SL do not shift in position compared to the TiO2 sample.
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with the thermal conductivities of m = 99 and 49 hybrid SLs
(Ref. [28]), and a 180-nm ZnO film (Ref. [35]). The calculated
minimum in thermal conductivity for ZnO is also shown for
comparison.

of SL period thickness of the ZnO-based SLs as compared
to the TiO2-based SLs is due to the fact that the phonon flux
in a ZnO layer is much greater than that in the TiO2 layer
[28]. Furthermore, the m = 4 TiO2-based SLs and the m = 9
and 4 ZnO-based SLs demonstrate thermal conductivities that

Inorganic 
thin films  

Hybrid Inorganic/organic 
thin films  

FIG. 5. Thermal conductivities of ZnO- and TiO2-based SLs as a
function of SL period thickness. The measured thermal conductivity
for a k:m = 1:1 hybrid film reported in Ref. [1] is also plotted (hollow
triangle). The calculated minimum in thermal conductivities for ZnO
and TiO2 are also shown for comparison. Note, for the case of as-
deposited and annealed TiO2, the SL period of ∼ 100 nm are for
the corresponding purely ALD grown samples with k = 0 (hollow
symbols).

are lower than the theoretical minimum, further providing
evidence that the thermal transport in these SLs is severely
limited by the SL period thicknesses. Figure 5 also includes
the thermal conductivity measured via TDTR for a ZnO-based
ALD/MLD grown thin film with k:m = 1:1 [1]. We estimate
the period spacing for the ZnO layers in their structure to
be ∼0.15 nm, which is a reasonable estimation considering
that the average growth rate reported in Ref. [1] is 0.15
nm/cycle. Their measured thermal conductivity is in line
with the decreasing trend in the thermal conductivity with
decreasing period spacing for our hybrid samples. With more
than an order of magnitude difference in the measured thermal
conductivities, ALD/MLD grown hybrid films in general
demonstrate a wide range of tunability in the design of their
thermal conductivities.

IV. HEAT CAPACITY

Figure 6 shows the measured volumetric heat capacities for
the TiO2- and ZnO-based SLs as a function of temperature.
Along with the thermal conductivities, the heat capacities
of the TiO2-based SLs increase significantly due to the high
annealing treatment as shown in Fig. 6(a). For comparison, the
bulk heat capacities of TiO2 are also shown [38]. As expected,
the heat capacities of the as-deposited SL are close to the
values for the bulk heat capacities due to the fact that the
fraction of the organic component in the SL film is relatively
small (the SL is fabricated with 40 ALD cycles for every 1
MLD cycle). Similarly, the measured heat capacities for the
ZnO-based sample (with m = 9) agree very well with the bulk
ZnO heat capacities [Fig. 6(b)] [37].

To understand the effect of higher fractions of organic
constituents on the heat capacity of the hybrid SLs, we
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thermal boundary conductance for any interface.309

From the measured thermal conductivities in our hybrid SLs, we derive the mean thermal310

boundary conductance across the individual ZnO/HQ/ZnO interfaces with a series resistor311

model, which assumes that phonons can only scatter at the ZnO/HQ/ZnO interfaces (con-312

sistent with our previous analysis where we assume that the phonon flux is only scattered313

at the ZnO/HQ boundaries). We calculate the mean conductance across the HQ layers as314

1/RK = d/(ZnO
x

/HQ n), where n is the number of organic layers in-between the inorganic315

layers and d is the total thickness of the hybrid SLs. Figure 6a shows the mean thermal con-316

ductance for ZnO/HQ/ZnO interfaces as a function of the inorganic layer thickness (hollow317

squares). Two aspects of the results for the conductance calculations shown in Fig. 6a are318

worth noting. First, the values of the mean conductances for these multilayers among the319

various samples are agreeable within the uncertainties, regardless of the ZnO/HQ/ZnO inter-320

face density. This suggests that the series resistor model used to derive these conductances321
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Figure 1: (a) 2D Schematic representation of the ZnOx/HQ superlattice (bottom panel) along with
an illustration of the heat flow pathway that induces a temperature gradient in the superlattice
(top panel). (b) Grazing incidence X-ray diffraction (GIXRD) patterns for the control samples and
hybrid thin films with varying ZnO:HQ and TiO2:HQ ratios. The peaks in the XRD patterns for the
ZnO based samples fit to the typical hexagonal wurtzite structure of ZnO (indexed accordingly).
There are no shifts in the position of the peaks for the hybrid SLs, suggesting that the introduction
of the organic monolayers do not affect the crystallinity of the ZnO phase. Similarly, the peaks for
the (TiO2)x/HQ SL do not shift in position compared to the TiO2 sample.
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FIG. 7. Top panel depicts unit cells with increasing number of
hydroquinone molecules. (a) Thermal conductivity measurements at
room temperature as a function of the number of MLD cycles per-
formed. Calculation of Eq. (2) for the inorganic layer thickness is also
shown for comparison. The measured thermal conductivity for the
SLs deviate from the prediction of Eq. (3) as the HQ layer thicknesses
increase. (b) Effective resistances of inorganic/organic/inorganic
interfaces with varying number of hydroquinone layers derived from
the thermal conductivities shown in (a).

on self-assembled monolayers of aliphatic alkane chains
[27,58–60]. Most of these studies have concluded that the
conductance across molecular chains is insensitive to the
length of the hydrocarbon chains, particularly in Ref. [60], it is
shown that the conductance is constant for chain lengths >20
carbon atoms. However, for shorter chain lengths, theoretical
calculations by Segal et al. [60] and experimental data by
Meier et al. [59] suggest that conductance is maximum for
a chain length of up to 4 carbon atoms and decreases with
increasing number of carbon atoms thereafter to a certain
chain length. From our results, the drastic reduction in phonon
transmission coefficients with thicker HQ layers compared
to that of the SLs with a monolayer of HQ molecule could
be due to the diffusive nature of vibrational transport in the
longer chain molecules. However, as pointed out previously,
we cannot comprehensively separate the resistances due to

inorganic/organic interface scattering and the internal scatter-
ing in the molecular layers. Therefore, we do not attempt to
separate the intrinsic thermal conductivity of the individual
organic layers from the overall thermal conductivity of the
hybrid films.

IV. CONCLUSIONS

We conclude that the heat transfer mechanisms in hybrid
SLs with single molecular layers are strongly influenced by
phonon-boundary scattering, where nearly the entire spec-
trum of phonon mean free paths in the inorganic layer is
limited by scattering at the inorganic/organic interface. The
resulting thermal conductivities of these hybrid nanostructures
are mainly limited by the ZnO phonon flux and period
spacing of the inorganic layers. Our analysis suggests that
the phonon flux in the inorganic layer, which scatters at the
inorganic/organic interface, limits the thermal conductivity
of these nanostructures. The mean conductances derived
from the thermal conductivity measurements also suggest
that scattering at the molecular layer interfaces accounts for
the majority of the reduction in the thermal conductivity of
hybrid SLs with single organic layers. By considering this
as a thermal boundary conductance limited processes, we
hypothesize that phonons with wavelengths greater than the
organic layer thickness are transmitted across the organic
layers after scattering at the inorganic/organic interface; these
phonon wavelengths make up >75% of the phonon flux in
the ZnO, which offers a concomitant picture of the heat
transfer processes in inorganic/organic hybrid composites.
By increasing the thickness of the MLD-grown layer, we
observe a significant reduction in the phonon transmission
across the thicker molecular layers as compared to the thermal
conductance across the single organic layers. The linear trend
in thermal resistance with number of molecular layers suggests
a diffusive scattering process in the MLD-grown organic layer,
which offers a robust opportunity for more focused theoretical
or computational studies to pinpoint the size effects in vibronic
scattering in aromatic molecules.
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of the hybrid films as a whole are also not very sharp,
which could be seen as a sign that the interfaces
between the ZnO and TOCN layers are not perfectly
defined. In fact, AFM images taken from the dip-
coated TOCN layers, obtained before the ZnO over-
layer deposition, revealed a rather loose network of
individual TOCNs on ZnO (Fig. 2), suggesting that
ZnO could also grow between the cellulose nanofi-
bers during the ALD process. It is somewhat sur-
prising that the cellulose nanofibers do not coat the
ZnO surface more completely, considering that the
electrostatic attraction between the negatively
charged TOCN and the positive ZnO surface [28]
would be expected to facilitate the coating of the
surface. The FTIR spectra in Fig. 1b compare the
peaks from a ZnO/TOCN film to those of ZnO and
a drop-cast TOCN film (the intensity of which has
been reduced by a factor of 10) to confirm that the
characteristic functional groups of the cellulose
nanofibers are detected from the hybrid films.
Although very much suppressed, the same peaks
that are detected from the drop-cast cellulose
nanofibers can be seen in the ZnO/TOCN films as
well, suggesting that there is no deterioration of the
cellulose taking place during ZnO deposition.
Taken together, the XRR, AFM and FTIR

measurements confirm that a layered hybrid
material of ZnO and cellulose nanofibers was suc-
cessfully fabricated.

The thermal conductivity values obtained from the
TDTR measurements are listed in Table 1 along with
values for ZnO and a number of ALD/MLD-grown
ZnO/hydroquinone (ZnO/HQ) superlattices from a
previous publication [19] for comparison purposes. It
should be noted that while the organic layers are
different, the methodology for the ZnO depositions
and thermal conductivity measurements are exactly
the same in this study and in Ref. [19]. All the ZnO/
TOCN films display large reductions in their thermal
conductivity of more than an order of magnitude
compared to that of a ZnO thin film [29], and the
effect becomes larger as the number of cellulose
nanofiber layers is increased. This is expected, since
the total number of ZnO ALD cycles in the films was
kept constant at 600, so as the number of organic
layers increases, the separation between individual
TOCN layers decreases; more specifically, the period
thickness changes from *25 nm in the N = 3 film to
*10 nm in the N = 9 sample. Thus, not only were
there more interfaces to scatter phonons in the films
with the higher TOCN content, the layer thicknesses
of the inorganic constituent start to become more

Figure 1 a XRR patterns and b FTIR spectra of representative ZnO/TOCN films, including c a schematic illustrating the film
composition.

J Mater Sci (2017) 52:6093–6099 6095

and ZnO/HQ samples due to the rather different
structures of the two organic constituents. The rigid
and highly conjugated benzene ring that forms the
backbone of the hydroquinone molecule could facil-
itate thermal transport across the organic layers, at
least compared to the long carbon chains of the cel-
lulose nanofibers. The similar results from the two
organic substances could be explained by the sparsity
of cellulose nanofibers deposited in the dip-coating
process; it is feasible that an otherwise larger thermal
conductivity reduction was offset by having an
incomplete surface coverage of the nanofibers.
Nonetheless, it appears clear that molecular size and
organic layer thickness are the major parameters
affecting the thermal conductivity of a layered hybrid
material. This suggests that a good approach for
minimizing thermal conductivity while maintaining

electrical properties of hybrid materials would be to
use very large organic molecules with good electrical
properties. However, simultaneous comparison of
cross-plane thermal conductivities and electrical
resistivities for a variety of hybrid inorganic/organic
superlattices with varying structures and thicknesses
of the organic layers are necessary before any
definitive statements can be made on the matter.

Conclusion

Layered hybrid inorganic–organic thin films were
fabricated from ZnO and cellulose nanofibers, and
the TOCN layers were found to cause large reduc-
tions in the thermal conductivity of ZnO. The effect
on thermal conductivity was larger than with the
hydroquinone-based monomolecular organic layers
investigated previously, which we hypothesize is due
to the higher thicknesses of cellulose nanofibers
compared to the monomolecular organic layers. The
results suggest that the application potential of
renewable materials can be further expanded into the
field of sustainable thermoelectric materials.

Supplementary information

Thickness, roughness and density values obtained for
the individual ZnO and TOCN layers through fitting
of XRR patterns are provided in Table S1.
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Figure 3 Thermal conductivity values of the ZnO/TOCN films
compared with ZnO/hydroquinone hybrid films, based on a super-
lattice period or b thickness of the individual organic layers. ZnO/
HQ data were taken from references [13, 19].
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Figure 3: Average ZnO block thickness compared to thermal conductivity of superlattices
and linear Gradients, Value for plain ZnO is from Alvarez et al.[60]

Figure 4. Thermal conductivity plotted against the number of HQ-DEZ cycles. Squares
indicate the SLs (unlabelled ones are previously reported[33,34]), triangles gradient materials.
The diamond shapes are samples with the HQ-Zn layers not spread out completely. For a
more detailed description of samples see Table 1.
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of the hybrid films as a whole are also not very sharp,
which could be seen as a sign that the interfaces
between the ZnO and TOCN layers are not perfectly
defined. In fact, AFM images taken from the dip-
coated TOCN layers, obtained before the ZnO over-
layer deposition, revealed a rather loose network of
individual TOCNs on ZnO (Fig. 2), suggesting that
ZnO could also grow between the cellulose nanofi-
bers during the ALD process. It is somewhat sur-
prising that the cellulose nanofibers do not coat the
ZnO surface more completely, considering that the
electrostatic attraction between the negatively
charged TOCN and the positive ZnO surface [28]
would be expected to facilitate the coating of the
surface. The FTIR spectra in Fig. 1b compare the
peaks from a ZnO/TOCN film to those of ZnO and
a drop-cast TOCN film (the intensity of which has
been reduced by a factor of 10) to confirm that the
characteristic functional groups of the cellulose
nanofibers are detected from the hybrid films.
Although very much suppressed, the same peaks
that are detected from the drop-cast cellulose
nanofibers can be seen in the ZnO/TOCN films as
well, suggesting that there is no deterioration of the
cellulose taking place during ZnO deposition.
Taken together, the XRR, AFM and FTIR

measurements confirm that a layered hybrid
material of ZnO and cellulose nanofibers was suc-
cessfully fabricated.

The thermal conductivity values obtained from the
TDTR measurements are listed in Table 1 along with
values for ZnO and a number of ALD/MLD-grown
ZnO/hydroquinone (ZnO/HQ) superlattices from a
previous publication [19] for comparison purposes. It
should be noted that while the organic layers are
different, the methodology for the ZnO depositions
and thermal conductivity measurements are exactly
the same in this study and in Ref. [19]. All the ZnO/
TOCN films display large reductions in their thermal
conductivity of more than an order of magnitude
compared to that of a ZnO thin film [29], and the
effect becomes larger as the number of cellulose
nanofiber layers is increased. This is expected, since
the total number of ZnO ALD cycles in the films was
kept constant at 600, so as the number of organic
layers increases, the separation between individual
TOCN layers decreases; more specifically, the period
thickness changes from *25 nm in the N = 3 film to
*10 nm in the N = 9 sample. Thus, not only were
there more interfaces to scatter phonons in the films
with the higher TOCN content, the layer thicknesses
of the inorganic constituent start to become more

Figure 1 a XRR patterns and b FTIR spectra of representative ZnO/TOCN films, including c a schematic illustrating the film
composition.
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Figure 3 | Structural and microstructural characterization of superlattice 
samples from both series. High-resolution, short angular-range q‑2q XRD 
scan of a, an (STO)6/(CTO)6 superlattice centred on the NGO 220 substrate 
peak and b, (STO)74/(BTO)1 superlattice peaks centred on the STO 002 
substrate peak. Both the superlattice peaks and the thickness fringes suggest 
the high degree of interface abruptness in the samples. c, A high-resolution 
reciprocal space map of the (STO)2/(CTO)2 superlattice centred on the NGO 
332 substrate peak. The map clearly shows that the superlattice film is 
coherently strained to the substrate. d, Surface topography of a 200 nm (STO)2/
(CTO)2 thick superlattice film on an STO 001 substrate. The image clearly 
shows the presence of smooth step edges with unit cell height. STEM images of 
e, (STO)2/(CTO)2  and f, STEM-EELS image (dimensions 35 nm X 3.6 nm) of a 
(STO)30/(BTO)1 superlattice revealing the presence of atomically sharp 
interfaces with minimal intermixing in the samples studied along with a 
schematic of the crystal structures on the right. Chemical formulas of the 
component materials of the superlattice are colour-coded to match the false-
colour of the STEM-EELS image on the left (Sr – orange, Ba – purple, Ti – 
green). 
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