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High	power	device	thermal	management	- traditional

fiber array. A variable optical delay line in one of the paths was used to control the modulation
phase difference of the optical signal and switch between common mode, i.e., zero phase differ-
ence, and differential mode, i.e., phase difference of ð2nþ 1Þ!. The responsivity of these devices
was measured to be 0.75 A/W. To attain uniform illumination of the PDs, the fibers were pulled back
until the photoresponse dropped to half the peak value. The device under test was placed on a
thermoelectric cooler with a surface temperature of $ %10 &C. The PDs were biased separately by
two dc source meters through bias-tees integrated on the microwave probe. The RF signal from the

TABLE 1

Epitaxial layer structure of CC-MUTC PDs with a cliff layer

Fig. 1. (a) SEM image of an InP chip with four pairs of balanced PDs and two single PDs. (b) Photo-
micrograph of a diamond submount. (c) Schematic cross-sectional view of balanced PDs flip-chip
bonded on a diamond submount. The blue arrows indicate the direction of heat flow.
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Nanoscopic view:	not	all	materials	created	equal

FIG. 3. Thickness dependent thermal conductivity of GaN at varying (colored bands) dislo-

cation densities and impurity levels compared to (symbols) published values of GaN’s thermal

conductivity.12–18,39,59–70. Filled symbols are from the present effort. Diamonds correspond to

GaN nanowires. Dotted line is guide to the eye. All values correspond to a measurement temper-

ature of ∼ 300 K.

power diodes possessing thicknesses of 20 µm dictates that a bulk thermal conductivity228

will not be realized even if made of “perfect” GaN. Rather, thermal conductivities less229

than 200 W/mK are more likely. No film less than 100 µm has been reported to have a230

thermal conductivity greater than 215 W/mK. Second, compensation of intrinsic doping231

using counter-doping implants is benign to thermal transport as long as total impurity232

levels remain below 1019 cm−3 . Third, the impact of doping and dislocations on thermal233

conductivity lessens as the device layer becomes thinner. It is size instead that dictates the234

thermal transport.235

IV. CONCLUSIONS236

From measurements of epilayer films having varying free carrier concentration, size effects237

are shown to dominate the thermal conductivity of GaN. Quantitatively, GaN’s thermal238

conductivity reduces by half relative to its bulk value for films 1 µm in thickness. GaN device239

layers are typically on this order and will therefore exhibit thermal conductivities reduced240

relative to bulk values even if of pristine quality. Fully capitalizing upon the large intrinsic241
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The case of GaN: Collaboration with Thomas Beechem (SNL)
J. Appl. Phys. 120, 095104



AlN is	not	AlN is	not	AlN,	and	1	number	is	always	assumed
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High	power	device	thermal	management	- traditional

fiber array. A variable optical delay line in one of the paths was used to control the modulation
phase difference of the optical signal and switch between common mode, i.e., zero phase differ-
ence, and differential mode, i.e., phase difference of ð2nþ 1Þ!. The responsivity of these devices
was measured to be 0.75 A/W. To attain uniform illumination of the PDs, the fibers were pulled back
until the photoresponse dropped to half the peak value. The device under test was placed on a
thermoelectric cooler with a surface temperature of $ %10 &C. The PDs were biased separately by
two dc source meters through bias-tees integrated on the microwave probe. The RF signal from the

TABLE 1

Epitaxial layer structure of CC-MUTC PDs with a cliff layer

Fig. 1. (a) SEM image of an InP chip with four pairs of balanced PDs and two single PDs. (b) Photo-
micrograph of a diamond submount. (c) Schematic cross-sectional view of balanced PDs flip-chip
bonded on a diamond submount. The blue arrows indicate the direction of heat flow.
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Thermal	boundary	conductance	(TBC)	– nanoscale	issues
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High	power	device	thermal	management	- nano

fiber array. A variable optical delay line in one of the paths was used to control the modulation
phase difference of the optical signal and switch between common mode, i.e., zero phase differ-
ence, and differential mode, i.e., phase difference of ð2nþ 1Þ!. The responsivity of these devices
was measured to be 0.75 A/W. To attain uniform illumination of the PDs, the fibers were pulled back
until the photoresponse dropped to half the peak value. The device under test was placed on a
thermoelectric cooler with a surface temperature of $ %10 &C. The PDs were biased separately by
two dc source meters through bias-tees integrated on the microwave probe. The RF signal from the

TABLE 1

Epitaxial layer structure of CC-MUTC PDs with a cliff layer

Fig. 1. (a) SEM image of an InP chip with four pairs of balanced PDs and two single PDs. (b) Photo-
micrograph of a diamond submount. (c) Schematic cross-sectional view of balanced PDs flip-chip
bonded on a diamond submount. The blue arrows indicate the direction of heat flow.
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What	drives	TBC	across	interfaces?	Simple/cubic	interfaces
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What	drives	TBC	across	interfaces?	Simple/cubic	interfaces
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THERMAL BOUNDARY CONDUCTANCE ACCUMULATION AND . . . PHYSICAL REVIEW B 91, 035432 (2015)

where

hK,1→2(ωα) =
∫ ωα

0

∂q1(ω)
∂T

ζ1→2(ω)dω =
∫ ωα

0
hK(ω)dω

(6)

is the un-normalized Kapitza conductance accumulation func-
tion and represents the portion of the total thermal boundary
conductance due to carriers in the metal (side 1) with phonon
frequencies less than ωα transmitting energy to side 2. The
equation on the far right of Eq. (6) recasts the integrand into
a spectral thermal boundary conductance hK. Ultimately, this
accumulation function is dictated by the product of ∂q1/∂T
and ζ1→2, both of which are dependent on frequency and
therefore difficult to explicitly separate from this integral to
compare with experimental data. However, we can separate
these quantities using the generalized mean value theorem for
definite integrals [70] which states that there exists a frequency
x ∈ [0,ωα] such that

hK,1→2(ωα) = ζ1→2[x(ωα)]
∫ ωα

0

∂q1(ω)
∂T

dω, (7)

where ζ1→2[x(ωα)] is the average of interfacial transmission
from side 1 to side 2 over the frequency interval [0,ωα]
weighted by ∂q1/∂T . Since ωα is the independent variable
in our formulation, and x is a function of ωα , we can write

ζ1→2 solely as a function of ωα so that Eq. (7) becomes

hK,1→2(ωα) = ζ1→2(ωα)QT (ωα), (8)

where QT (ωα) =
∫ ωα

0 ∂q1/∂T dω is the un-normalized accu-
mulation of ∂q1/∂T . We also define αqT (ωα) as the normalized
QT (ωα). We note that this approach provides the separation
of flux and average transmission (which is related to the
fundamental mechanisms of phonon scattering and energy
transport at interfaces) in the formulation of thermal boundary
conductance. We show example calculations of the different
variables given in Eqs. (5)–(8) in Fig. 1 for Al/Si and Au/Si
interfaces using DMM assumptions. This assumption of
diffusive phonon scattering directly impacts calculations of
the phonon transmissivity but not the calculations of the metal
phonon flux. These assumptions and our specific procedure
for the DMM are outlined in detail in our previous works, and
are not repeated here [73,74]. For these calculations, we ignore
the contribution from optical modes and assume a fourth-order
polynomial fit to the one-dimensional phonon dispersion in
the % → X direction in Au (Ref. [75]), Al (Ref. [76]), and
Si (Ref. [77]), and an isotropic Brillouin zone, which is an
acceptable approximation for cubic structures [78]. Finally,
we assume two-phonon elastic scattering as the mechanism for
phonon transmission across interfaces [18,19], and therefore
we only conduct these calculations up to the maximum phonon
frequencies in the metal which corresponds to the cutoff
frequency of the longitudinal acoustic branch (e.g., frequencies

FIG. 1. (Color online) (a) Thermal boundary conductance accumulation function αK(ωα), (b) un-normalized thermal boundary conductance
accumulation function hK(ωα), (c) accumulation of the temperature derivative of the phonon flux in the metal αqT (ωα), (d) transmission
coefficient ζ (ω), (e) spectral thermal boundary conductance hK(ω), and (f) temperature derivative of phonon flux in the metal ∂q1/∂T (ω), for
Al/Si (solid line) and Au/Si (dashed line) interfaces as a function of phonon frequency calculated using Eqs. (5)–(8) at room temperature. The
horizontal and vertical lines in (a) and (c) designate the portion of the spectrum contributing to 50% of the plotted quantity. The calculations
suggest that the majority of heat is carried by high-frequency phonons in Au but is more evenly spread across the spectrum in Al. The
features in curves are related to the Van Hove singularities [71] in the various phonon spectra and our assumptions in the DMM calculations.
Discontinuities in the slopes of the various calculations occur at the frequencies corresponding to the Brillouin zone edge of either the metal
or silicon. Note that for Al/Si accumulation in (a) and (b), there is a very slight second discontinuity in the trend of αK(ωα) and hK(ωα) at the
aluminum TA cutoff frequency of 36.4 Trad s−1, which can be observed more clearly in the hK(ω) in (e). The various modeling calculations
shown in these plots and the MATLAB code used to generate these accumulation models are given in the Supplemental Material [72].
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Simple	predictions	break	down	for	complex	materials
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Achieving	maximum	TBC
• All vibrational energy trans. across the interface
• Perfect interface (lattice matched, no imperfections)
• Well matched phonon spectra

ASHUTOSH GIRI et al. PHYSICAL REVIEW B 93, 115310 (2016)
R

x

κ

FIG. 7. Top panel depicts unit cells with increasing number of
hydroquinone molecules. (a) Thermal conductivity measurements at
room temperature as a function of the number of MLD cycles per-
formed. Calculation of Eq. (2) for the inorganic layer thickness is also
shown for comparison. The measured thermal conductivity for the
SLs deviate from the prediction of Eq. (3) as the HQ layer thicknesses
increase. (b) Effective resistances of inorganic/organic/inorganic
interfaces with varying number of hydroquinone layers derived from
the thermal conductivities shown in (a).

on self-assembled monolayers of aliphatic alkane chains
[27,58–60]. Most of these studies have concluded that the
conductance across molecular chains is insensitive to the
length of the hydrocarbon chains, particularly in Ref. [60], it is
shown that the conductance is constant for chain lengths >20
carbon atoms. However, for shorter chain lengths, theoretical
calculations by Segal et al. [60] and experimental data by
Meier et al. [59] suggest that conductance is maximum for
a chain length of up to 4 carbon atoms and decreases with
increasing number of carbon atoms thereafter to a certain
chain length. From our results, the drastic reduction in phonon
transmission coefficients with thicker HQ layers compared
to that of the SLs with a monolayer of HQ molecule could
be due to the diffusive nature of vibrational transport in the
longer chain molecules. However, as pointed out previously,
we cannot comprehensively separate the resistances due to

inorganic/organic interface scattering and the internal scatter-
ing in the molecular layers. Therefore, we do not attempt to
separate the intrinsic thermal conductivity of the individual
organic layers from the overall thermal conductivity of the
hybrid films.

IV. CONCLUSIONS

We conclude that the heat transfer mechanisms in hybrid
SLs with single molecular layers are strongly influenced by
phonon-boundary scattering, where nearly the entire spec-
trum of phonon mean free paths in the inorganic layer is
limited by scattering at the inorganic/organic interface. The
resulting thermal conductivities of these hybrid nanostructures
are mainly limited by the ZnO phonon flux and period
spacing of the inorganic layers. Our analysis suggests that
the phonon flux in the inorganic layer, which scatters at the
inorganic/organic interface, limits the thermal conductivity
of these nanostructures. The mean conductances derived
from the thermal conductivity measurements also suggest
that scattering at the molecular layer interfaces accounts for
the majority of the reduction in the thermal conductivity of
hybrid SLs with single organic layers. By considering this
as a thermal boundary conductance limited processes, we
hypothesize that phonons with wavelengths greater than the
organic layer thickness are transmitted across the organic
layers after scattering at the inorganic/organic interface; these
phonon wavelengths make up >75% of the phonon flux in
the ZnO, which offers a concomitant picture of the heat
transfer processes in inorganic/organic hybrid composites.
By increasing the thickness of the MLD-grown layer, we
observe a significant reduction in the phonon transmission
across the thicker molecular layers as compared to the thermal
conductance across the single organic layers. The linear trend
in thermal resistance with number of molecular layers suggests
a diffusive scattering process in the MLD-grown organic layer,
which offers a robust opportunity for more focused theoretical
or computational studies to pinpoint the size effects in vibronic
scattering in aromatic molecules.
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FIG. 6. (a) The mean thermal boundary conductances of inter-
faces in ZnOx/HQ SLs derived from thermal conductivity measure-
ments shown in Fig. 4. Also plotted are the mean conductances
of interfaces in W/Al2O3 SLs [51] and AlN/GaN SLs [52] for
comparison. (b) The mean thermal boundary conductances derived
for x = 7.0 and 13.1 nm as a function of temperature for the
ZnO-based SLs. The calculations of maximum conductance in ZnO
with phonon transmission coefficient equal to unity are also shown.
Also included for comparison is the calculation of the DMM for a
ZnO/ZnO interface (i.e., 50% transmission of the ZnO phonon flux).

described by the temperature derivative of the phonon flux
[as described in Eq. (2)] with the inclusion of a transmission
coefficient (ζ1→2) from side 1 to 2 (from inorganic, through
the organic monolayer, and emitted into the next inorganic
layer). The thermal boundary conductance is defined based
on the temperature of the incident and emitted phonons,
and therefore it predicts a finite interfacial conductance (as
opposed to an infinite conductance or zero thermal boundary
resistance) for an imaginary interface composed of the same
material [50]. This conductance occurs when ζ1→2 = 1 and
all available phonon modes are transmitted from side 1 to
2 of the imaginary interface in the crystal. We note that
by this definition, the maximum possible thermal boundary
conductance for an imaginary interface is solely limited by the
phonon flux that impinges upon the interface. Alternatively,
assuming an interface between two materials that causes
diffusive scattering, this maximum limit is described by a
transmission of ζ = 0.5.

To consider the possibility of the thermal boundary
conductance across the inorganic/organic/inorganic interface-
limiting the thermal transport across the SLs, we model
hK across the ZnO/HQ/ZnO interface assuming maximal
phonon transmission. This assumption implies that the phonon
transmission from the ZnO across the HQ is unimpeded by any
properties of the HQ; that is, we assume ζ1→2 = 1. For these
calculations, we make the same assumptions for ZnO density
of states and phonon velocities as in Eq. (2). Calculation of
this maximal conductance at room temperature for a ZnO
phonon flux is shown in Fig. 6(a) (dashed line). In most real

nanosystems, due to both a mismatch of vibrational density
of states and imperfections around the interfacial regions,
the transmission coefficient is not unity (for a review of
thermal boundary conductance dictated by various interfacial
conditions, readers are referred to Ref. [5]). For this reason,
the measured values of hK in the literature have never ex-
ceeded this maximum thermal boundary conductance for any
interface.

From the measured thermal conductivities in our hybrid
SLs, we derive the mean thermal boundary conductance across
the individual ZnO/HQ/ZnO interfaces with a series resistor
model, which assumes that phonons can only scatter at the
ZnO/HQ/ZnO interfaces (consistent with our previous analysis
where we assume that the phonon flux is only scattered at
the ZnO/HQ boundaries). We calculate the mean conductance
across the HQ layers as hK = 1/RK = (κZnOx/HQn)/d, where
n is the number of inorganic/organic/inorganic interfaces and
d is the total thickness of the hybrid films. To reiterate, this
formulation of 1/RK implies that the resistance due to the
individual ZnO/HQ interfaces and the intrinsic resistance of
the organic molecules comprising the interface are lumped as
a single resistor.

Figure 6(a) shows the mean thermal conductance for
ZnO/HQ/ZnO interfaces as a function of the inorganic layer
thickness (hollow squares). Two aspects of the results for
the conductance calculations shown in Fig. 6(a) are worth
noting. First, the values of the mean conductances for these
SLs among the various samples are agreeable within the
uncertainties, regardless of the ZnO/HQ/ZnO interface density.
This suggests that the series resistor model used to derive
these conductances is applicable for our hybrid SLs with
single HQ layers, and our previous assumption and discussion
regarding fully thermalizing (i.e., black) inorganic/organic
boundaries is supported. Along with the results for the hybrid
SLs, we also plot the mean conductances derived from
thermal conductivity measurements for W/Al2O3 [51] and
AlN/GaN[52] SLs. Contrary to our hybrid SLs, the mean
conductances in these inorganic based SLs increase with
decreasing period thicknesses. In Ref. [52], this increase in
hK for the AlN/GaN SLs was attributed to phonons with long
wavelengths carrying the majority of heat.

The second aspect worth noting is that the mean conduc-
tances derived are close to the maximum conductance with
ζ = 1. We demonstrate this consistency over a wide range of
temperatures, shown in Fig. 6(b), which plots hK calculated
for ZnO/HQ/ZnO interface as a function of temperature for
the two SLs with x = 13.1 and 7.0 nm. The appreciable
agreement between these values and the conductance in
ZnO is consistent with the analysis in Fig. 5 (treating all
phonon mean free paths being limited by scattering at the
ZnO/HQ/ZnO interface), as mentioned above. This agreement
also suggests that a large portion of the phonon modes in the
ZnO transmits ballistically across the ZnO/HQ/ZnO interface,
implying relatively minor intrinsic thermal resistance in the
molecular layer. While the relatively minor disagreement
between the maximal conductance [Fig. 6(b), solid line] and
the data could imply some level of phonon-vibron interactions
in the HQ layer, more rigorous computational models are
necessary to draw quantitative conclusions regarding these
diffusive scattering processes in the molecule.
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FIG. 6. (a) The mean thermal boundary conductances of inter-
faces in ZnOx/HQ SLs derived from thermal conductivity measure-
ments shown in Fig. 4. Also plotted are the mean conductances
of interfaces in W/Al2O3 SLs [51] and AlN/GaN SLs [52] for
comparison. (b) The mean thermal boundary conductances derived
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ZnO-based SLs. The calculations of maximum conductance in ZnO
with phonon transmission coefficient equal to unity are also shown.
Also included for comparison is the calculation of the DMM for a
ZnO/ZnO interface (i.e., 50% transmission of the ZnO phonon flux).

described by the temperature derivative of the phonon flux
[as described in Eq. (2)] with the inclusion of a transmission
coefficient (ζ1→2) from side 1 to 2 (from inorganic, through
the organic monolayer, and emitted into the next inorganic
layer). The thermal boundary conductance is defined based
on the temperature of the incident and emitted phonons,
and therefore it predicts a finite interfacial conductance (as
opposed to an infinite conductance or zero thermal boundary
resistance) for an imaginary interface composed of the same
material [50]. This conductance occurs when ζ1→2 = 1 and
all available phonon modes are transmitted from side 1 to
2 of the imaginary interface in the crystal. We note that
by this definition, the maximum possible thermal boundary
conductance for an imaginary interface is solely limited by the
phonon flux that impinges upon the interface. Alternatively,
assuming an interface between two materials that causes
diffusive scattering, this maximum limit is described by a
transmission of ζ = 0.5.

To consider the possibility of the thermal boundary
conductance across the inorganic/organic/inorganic interface-
limiting the thermal transport across the SLs, we model
hK across the ZnO/HQ/ZnO interface assuming maximal
phonon transmission. This assumption implies that the phonon
transmission from the ZnO across the HQ is unimpeded by any
properties of the HQ; that is, we assume ζ1→2 = 1. For these
calculations, we make the same assumptions for ZnO density
of states and phonon velocities as in Eq. (2). Calculation of
this maximal conductance at room temperature for a ZnO
phonon flux is shown in Fig. 6(a) (dashed line). In most real

nanosystems, due to both a mismatch of vibrational density
of states and imperfections around the interfacial regions,
the transmission coefficient is not unity (for a review of
thermal boundary conductance dictated by various interfacial
conditions, readers are referred to Ref. [5]). For this reason,
the measured values of hK in the literature have never ex-
ceeded this maximum thermal boundary conductance for any
interface.

From the measured thermal conductivities in our hybrid
SLs, we derive the mean thermal boundary conductance across
the individual ZnO/HQ/ZnO interfaces with a series resistor
model, which assumes that phonons can only scatter at the
ZnO/HQ/ZnO interfaces (consistent with our previous analysis
where we assume that the phonon flux is only scattered at
the ZnO/HQ boundaries). We calculate the mean conductance
across the HQ layers as hK = 1/RK = (κZnOx/HQn)/d, where
n is the number of inorganic/organic/inorganic interfaces and
d is the total thickness of the hybrid films. To reiterate, this
formulation of 1/RK implies that the resistance due to the
individual ZnO/HQ interfaces and the intrinsic resistance of
the organic molecules comprising the interface are lumped as
a single resistor.

Figure 6(a) shows the mean thermal conductance for
ZnO/HQ/ZnO interfaces as a function of the inorganic layer
thickness (hollow squares). Two aspects of the results for
the conductance calculations shown in Fig. 6(a) are worth
noting. First, the values of the mean conductances for these
SLs among the various samples are agreeable within the
uncertainties, regardless of the ZnO/HQ/ZnO interface density.
This suggests that the series resistor model used to derive
these conductances is applicable for our hybrid SLs with
single HQ layers, and our previous assumption and discussion
regarding fully thermalizing (i.e., black) inorganic/organic
boundaries is supported. Along with the results for the hybrid
SLs, we also plot the mean conductances derived from
thermal conductivity measurements for W/Al2O3 [51] and
AlN/GaN[52] SLs. Contrary to our hybrid SLs, the mean
conductances in these inorganic based SLs increase with
decreasing period thicknesses. In Ref. [52], this increase in
hK for the AlN/GaN SLs was attributed to phonons with long
wavelengths carrying the majority of heat.

The second aspect worth noting is that the mean conduc-
tances derived are close to the maximum conductance with
ζ = 1. We demonstrate this consistency over a wide range of
temperatures, shown in Fig. 6(b), which plots hK calculated
for ZnO/HQ/ZnO interface as a function of temperature for
the two SLs with x = 13.1 and 7.0 nm. The appreciable
agreement between these values and the conductance in
ZnO is consistent with the analysis in Fig. 5 (treating all
phonon mean free paths being limited by scattering at the
ZnO/HQ/ZnO interface), as mentioned above. This agreement
also suggests that a large portion of the phonon modes in the
ZnO transmits ballistically across the ZnO/HQ/ZnO interface,
implying relatively minor intrinsic thermal resistance in the
molecular layer. While the relatively minor disagreement
between the maximal conductance [Fig. 6(b), solid line] and
the data could imply some level of phonon-vibron interactions
in the HQ layer, more rigorous computational models are
necessary to draw quantitative conclusions regarding these
diffusive scattering processes in the molecule.
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FIG. 7. Top panel depicts unit cells with increasing number of
hydroquinone molecules. (a) Thermal conductivity measurements at
room temperature as a function of the number of MLD cycles per-
formed. Calculation of Eq. (2) for the inorganic layer thickness is also
shown for comparison. The measured thermal conductivity for the
SLs deviate from the prediction of Eq. (3) as the HQ layer thicknesses
increase. (b) Effective resistances of inorganic/organic/inorganic
interfaces with varying number of hydroquinone layers derived from
the thermal conductivities shown in (a).

on self-assembled monolayers of aliphatic alkane chains
[27,58–60]. Most of these studies have concluded that the
conductance across molecular chains is insensitive to the
length of the hydrocarbon chains, particularly in Ref. [60], it is
shown that the conductance is constant for chain lengths >20
carbon atoms. However, for shorter chain lengths, theoretical
calculations by Segal et al. [60] and experimental data by
Meier et al. [59] suggest that conductance is maximum for
a chain length of up to 4 carbon atoms and decreases with
increasing number of carbon atoms thereafter to a certain
chain length. From our results, the drastic reduction in phonon
transmission coefficients with thicker HQ layers compared
to that of the SLs with a monolayer of HQ molecule could
be due to the diffusive nature of vibrational transport in the
longer chain molecules. However, as pointed out previously,
we cannot comprehensively separate the resistances due to

inorganic/organic interface scattering and the internal scatter-
ing in the molecular layers. Therefore, we do not attempt to
separate the intrinsic thermal conductivity of the individual
organic layers from the overall thermal conductivity of the
hybrid films.

IV. CONCLUSIONS

We conclude that the heat transfer mechanisms in hybrid
SLs with single molecular layers are strongly influenced by
phonon-boundary scattering, where nearly the entire spec-
trum of phonon mean free paths in the inorganic layer is
limited by scattering at the inorganic/organic interface. The
resulting thermal conductivities of these hybrid nanostructures
are mainly limited by the ZnO phonon flux and period
spacing of the inorganic layers. Our analysis suggests that
the phonon flux in the inorganic layer, which scatters at the
inorganic/organic interface, limits the thermal conductivity
of these nanostructures. The mean conductances derived
from the thermal conductivity measurements also suggest
that scattering at the molecular layer interfaces accounts for
the majority of the reduction in the thermal conductivity of
hybrid SLs with single organic layers. By considering this
as a thermal boundary conductance limited processes, we
hypothesize that phonons with wavelengths greater than the
organic layer thickness are transmitted across the organic
layers after scattering at the inorganic/organic interface; these
phonon wavelengths make up >75% of the phonon flux in
the ZnO, which offers a concomitant picture of the heat
transfer processes in inorganic/organic hybrid composites.
By increasing the thickness of the MLD-grown layer, we
observe a significant reduction in the phonon transmission
across the thicker molecular layers as compared to the thermal
conductance across the single organic layers. The linear trend
in thermal resistance with number of molecular layers suggests
a diffusive scattering process in the MLD-grown organic layer,
which offers a robust opportunity for more focused theoretical
or computational studies to pinpoint the size effects in vibronic
scattering in aromatic molecules.
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FIG. 1. (Color online) Comparison between the highest reported
thermal conductances for various materials (filled circles) to the
theoretical maximum conductances predicted by Eq. (1) (open
squares). Red markers indicate the results of this study. Interface
conductance data is strongly correlated to the product of the Debye
velocity and heat capacity (x axis). Conductance data is only shown
for studies that took steps to produce a relatively clean interface, such
as an in situ high-temperature bake prior to metal deposition. Data
for G of Au/Al2O3 is from Ref. [4], NiSi2/Si from Ref. [12], Au/Si
from Ref. [13], TiN/MgO from Ref. [14], AlN/GaN from Ref. [15],
and Al/Ge and Al/Si data are from Ref. [40].

In our second set of experiments, we report TDTR measure-
ments of G for Al/MgO between 0 and 60 GPa. High-pressure
measurements ensure stiff interfaces with strong atomic
bonds [21]. Additionally, the reduction in lattice constant and
stiffening of elastic constants with increasing pressure [22]
allow us to systematically study how G compares to Gmax
across a range of vDC values.

The values of G we deduce from TDTR measurements of
SrRuO3/SrTiO3 and Al/MgO at 60 GPa are the two highest
interface conductance values reported to date. Our TDTR mea-
surements of SrRuO3/SrTiO3 samples are consistent with G !
0.8 GW m−2 K−1, approaching our estimates of Gmax ≈ 0.8
and 1.3 GW m−2 K−1 for SrRuO3 and SrTiO3, respectively. For
Al/MgO at 60 GPa we find G ≈ 1 GW m−2 K−1, within 40%
of our estimate of Gmax ≈ 1.7 GW m−2 K−1 for Al at 60 GPa.

II. METHODS

Thin films of SrRuO3 with thicknesses between 8 and
170 nm were grown from a ceramic SrRuO3 target via
pulsed laser deposition using a KrF excimer laser (LPX
205, Coherent). The SrRuO3 films were grown on etched
and annealed [20] TiO2-terminated SrTiO3 (001) substrates
from Crystec GmbH, held at 600 °C in 100 mTorr of oxygen
pressure. X-ray diffraction, x-ray reflectivity, spectroscopic
ellipsometry, and four-point probe characterizations were
performed on all SrRuO3 films immediately following
growth and immediately prior to the TDTR measurements.

The electrical resistivity of the SrRuO3 films varied
between 220 and 240 µ! cm. No correlation between
film thickness and electrical resistivity was observed in
the thickness range studied herein, indicating boundary
scattering is not an important source of resistance in
these SrRuO3/SrTiO3 samples. Rutherford backscattering
confirmed a stoichiometric Sr to Ru ratio of 1.01 ± 0.03.

The thermal transport properties of the SrRuO3/SrTiO3
samples were characterized with TDTR using the metallic
SrRuO3 film as an optical transducer [23]. In TDTR, the
thermal response of a sample to a train of pump pulses pe-
riodically modulated at frequency f is observed by measuring
temperature-induced changes in the intensity of a reflected
probe beam. Experimental data consists of the in-phase and
out-of-phase voltages recorded by a Si photodiode connected
to an rf lock-in that picks out the signal components at
the pump modulation frequency f . The measured signal is
compared to the predictions of a thermal model that uses
the thermal properties of the sample as inputs. Unknown
thermal properties are adjusted until the predictions of the
thermal model agree with the experimental data. In our
analysis, the heat capacity and thermal conductivity of SrTiO3
was fixed to 2.74 J cm−3 K−1 based on literature values
and 11.5 W m−1 K−1 based on TDTR measurements of Al-
coated SrTiO3 substrates [24,25]. The thermal conductivity of
SrRuO3 was fixed to 5.0 ± 0.5 W m−1 K−1 based on TDTR
measurements of an Al-coated 170-nm SrRuO3 film. The
product of the SrRuO3 film thickness and heat capacity per unit
volume (hC) and the SrRuO3/SrTiO3 interface conductance
G were treated as fitting parameters.

Our standard thermal model for interpreting TDTR data
assumes that the laser energy is deposited at the metal film
surface and that the intensity fluctuations of the probe beam are
proportional to the metal film’s surface temperature [26]. Both
of these assumptions are invalid for TDTR measurements that
use the thin SrRuO3 films as the optical transducer because
the optical penetration depth of SrRuO3 is 50 nm at the
pump/probe wavelength of 785 nm [23], which is larger than
the film thickness. Therefore, we made several changes to
our standard thermal model when analyzing the TDTR data
collected from bare SrRuO3/SrTiO3 samples. First, instead of
assuming that the measured signal is proportional to surface
temperature of the metal film, we follow Ref. [27] and assume
it is proportional to a weighted average of the temperature pro-
file through depths below the surface. The weighting function
is calculated from an optical model for the thermoreflectance
dR/dT vs film depth using optical constants and thermo-optic
coefficients measured via spectroscopic ellipsometry [23].
Second, instead of assuming the heat was deposited at the metal
surface, we used a bidirectional model that deposits the heat at
a plane on the interior of the metal film some distance z from
the surface. A description of how we adapt our thermal model
to accommodate bidirectional heat flow from the heated plane
can be found in the Appendix of Ref. [28]. We then calculate
the thermal response of the sample with z = (n + 1/2)h/10
for n = 0–9, where h is the thickness of the SrRuO3 film.
Finally, we compare a weighted average of the thermal
responses for n = 0–9 to the experimental data, with the
spatial derivative of the Poynting vector used as the weighting
function.
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TDTR does not 
measure as “deep” as 

we think it does!

Jeff Braun

B. Temperature response and thermal penetration
depth due to a modulated heat flux

We next discuss the spatially dependent temperature
profiles when a modulated heat flux is applied to the surface.
Since the laser heating magnitude is modulated about some
average power, we note that there will always be a steady-
state (DC) component to temperature rise as discussed in
Section II A. In this section, however, we focus on only the
modulated (AC) component to this temperature rise to com-
ply with temperature profiles of interest to TDTR and FDTR.
Equations (29) and (31) describe the surface temperature
solution to such a heat flux condition. The expression given
by Eq. (1) is commonly used in both TDTR and FDTR stud-
ies to correlate TPD with physical length scales associated
with heat carriers.18–23 However, this equation, given the
assumptions invoked in its derivation, is limited in its practi-
cal applicability and clearly breaks down when true condi-
tions deviate from such idealities. For example, in agreement
with the conclusion drawn from the unmodulated case, the
TPD depends strongly on time after pulse absorption for the
pulsed case. Figure 6 demonstrates this, showing calculations
of temperature rise as a function of depth for a (a) CW and
(b) pulsed source. For a CW source, the temperature profile
with depth at r¼ 0 (representing FDTR when r1" r0) shows
that when considering the magnitude of temperature decay,
Eq. (1) exactly predicts the calculated TPD for bulk a-SiO2.
However, when a pulsed response of equivalent power is
observed at 100 ps, the TPD is clearly not accurately pre-
dicted by Eq. (1). Thus, the TPD varies with time in the
pulsed case, making its use as a metric of measurement vol-
ume unreliable in many situations. Of course, it can be
argued that since temperature deviations in pulsed vs. CW
solutions occur only near-surface for high repetition rate
pulsed sources (note, as per our previous discussion, this is
not the case with low repetition rate sources), the experimen-
tal volume as a whole can still be reasonably predicted using
the CW solution. Nonetheless, it is clear that Eq. (1) has lim-
itations, such that its use can result in inaccurate predictions

of TPD for certain experimental conditions. As it turns out,
such conditions are well within the norm of those typically
used in TDTR and FDTR experiments. Two such examples
include: (i) the modulation frequency is on the order of the
radially averaged thermal diffusivity (x0 ! D=r2

0) and (2)
layers and interfaces become significant to thermal transport.
We consider both cases below.

The unmodulated temperature response suggests a phys-
ical limit to the thermal penetration depth obtainable by a
modulated source; that is, the thermal penetration depth
resulting from a modulated heat flux can never be greater
than that resulting from an unmodulated heat flux with all
other parameters staying equal. Thus, Eq. (1) breaks down at
low modulation frequencies. Figure 7(a) displays the thermal

FIG. 6. Modulated temperature profiles as a function of depth at r¼ 0 lm
for a bulk a-SiO2 system. The average power absorbed at the sample surface
was chosen as aA¼ 1 mW. The modulation frequency in both cases was set
to 1 MHz, while the repetition rate of the pulsed laser was set to 80 MHz.
The temperature decay with depth is shown when the heat flux is (a) CW
and (b) pulsed and observed at t¼ 100 ps.

FIG. 7. Thermal penetration depth vs. modulation frequency for (a) bulk
a-SiO2 and Si and (b) 100 nm Al on a-SiO2 and Si as determined computa-
tionally using the approach described in this manuscript compared to that
predicted via Eq. (1). In all cases, the heat flux is provided by a CW source
with power aA¼ 1 mW and 1/e2 gaussian radius of 15 lm and the TPD is
given for the depth-dependent temperature decay along the r¼ 0 profile.
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Geometric	roughness	– Al/Si	interfaces
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Cross-sectional TEM was implemented to further char-
acterize the roughnesses and quality of the interfaces post
aluminum thin film deposition. Micrographs of samples I
and IV at two different magnifications are shown in Fig. 1.
The micrographs indicate that regardless of roughness, an
approximately 1.75 nm thick conformal oxide layer covers
the silicon substrates after 24-h exposure to ambient. This
oxide layer prohibits any apparent interdiffusion or composi-
tional mixing of aluminum and silicon at the interface, as
opposed to earlier studies of chromium-silicon interfaces
where Auger electron spectroscopy confirmed a significant
mixing of species within roughly 10 nm of the interface.22 In
addition, the micrographs indicate that the aluminum thin
films exhibit a columnar crystal structure regardless of sub-
strate roughness, and that the crystallinity of the substrate is
undisturbed by the etch. Again, this is contrary to the afore-
mentioned chromium-silicon study, where TEM indicated
the chromium films were amorphous.22

We measured the Kapitza conductance across the four
aluminum-silicon interfaces with TDTR.30,31 TDTR is a
non-contact, pump-probe technique in which a modulated
short pulse laser (full-width half max! 100 fs) is used to cre-
ate a heating event (pump) on the surface of a sample. This
heating event is monitored with a time-delayed probe pulse.
The change in the reflectivity of the probe at the modulation
frequency of the pump is detected through a lock-in ampli-
fier; the change in reflectivity is related to the change in tem-
perature at the sample surface. This temporal thermal
response is then related to the thermophysical properties of
the sample of interest. We monitor the thermoreflectance sig-
nal over 4.5 ns of probe delay time. The deposited energy
takes approximately 100 ps to propagate through the alumi-
num film, after which the response is related to the heat flow
across the aluminum-silicon interface and the thermal effu-
sivity of the silicon substrate. Our specific experimental
setup is described in detail elsewhere.32

We monitor is the ratio of the in-phase to the out-of-
phase voltage recorded by the lock-in amplifier ("Vin/Vout),
which is related to the temperature change on the surface of
the sample. The thermal model and analysis used to predict
the temperature change and subsequent lock-in ratio are
described in detail in references 30, 32, and 33. In short, the
model accounts for heat transfer in composite slabs34 from a
periodic, Gaussian source (pump) convoluted with a Gaus-
sian sampling spot (probe).30,34 The pump is modulated at
11 MHz and the pump and probe 1/e2 radii are 7.5 lm. The
temperature change at the surface is related to the thermal
conductivity and heat capacity of the composite slabs, as

well as the Kapitza conductance between each slab.
Although dominated by the aluminum-silicon Kapitza con-
ductance,32 the TDTR signal is also related to the heat
capacity and thickness of the Al film and the thermal proper-
ties of the silicon substrate (which, due to time delay and
modulation frequency can be taken as semi-infinite in this
work). We first assume bulk values for the properties of the
film and substrate35 and we verify the aluminum film thick-
ness via picosecond acoustics.36,37 We then adjust the ther-
mal conductivity of the substrate during our analysis to
achieve a better fit between the model and the data.3

Figure 2 shows the measured Kaptiza conductance
across the four aluminum-silicon interfaces as a function of
temperature (filled symbols). In addition, we plot the Kapitza
conductance at a nominally flat and oxide-free aluminum-sil-
icon interface as reported in Ref. 38 (open circles). As the
data indicate, even a thin oxide layer at the interface substan-
tially reduces the effective Kapitza conductance (>50%
reduction at room temperature). In addition, these two data
sets demonstrate significantly different temperature depend-
encies, suggesting that the oxide layer inhibits multiple-
phonon scattering events which would otherwise contribute
to Kapitza conductance.6,7 Similarly, comparing the four
data sets of the present study, increased interface roughness
both reduces the magnitude of Kapitza conductance as well
as suppresses its temperature dependence, i.e., Kapitza con-
ductance is less temperature dependent as interface rough-
ness increases.

In addition to the data, several different predictive mod-
els are plotted as well. All models are calculated assuming
that elastic phonon-phonon interactions dominate Kapitza
conductance, i.e., phonons in silicon at frequencies higher
than the maximum phonon frequency of aluminum do not
participate in transport. The diffuse mismatch model39

(DMM) is calculated using an approach we outlined previ-
ously in Ref. 40, where the vibrational properties of film and

TABLE I. Root-mean-square roughnesses and room-temperature Kapitza
conductances of the four Al:Si interfaces studied within this work. The
reported standard deviations represent the repeatability of the measurement,

i.e., the deviation about the mean value of several measurements made on a
single sample.

Sample d (nm) hK @ 300 K (W m"2 K"1)

I <0.1 6 0.0 193 6 18

II 0.6 6 0.3 182 6 15

III 6.5 6 2.3 131 6 13

IV 11.4 6 3.1 90 6 13

FIG. 1. Cross sectional TEM micrographs of samples I (a and c) and IV (b
and d) Al:Si interfaces at two different magnifications. The micrographs
indicate show that regardless of roughness, a! 1.75 nm conformal oxide
layer covers the Si substrates after 24 h exposure to ambient. This oxide
layer prohibits any noticeable interdiffusion or compositional mixing of spe-
cies near the interface. Lastly, the evaporated Al thin film exhibits a colum-
nar crystal structure regardless of substrate surface roughness, while the
crystallinity of the substrate is undisturbed.
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less than 1 !typically less than 0.1", so that the film can be treated
as a lumped thermal capacitance #44$. Therefore, the film thick-
ness should be restricted to

Bi =
hBDd

kf
! 0.1 ⇒ d !

0.1kf

hBD
!1"

where d is the film thickness. For Cr /Si interfaces, hBD%2.0
"108 W m−2 K−1 and kf =94 W m−1 K−1 #24,45$. Therefore, the
film thickness should be no more than 50 nm. This is a reasonable
thickness from the microscopic prospective since it is approxi-
mately three times larger than the mean free path, therefore reduc-
ing the probability of ballistic electron scattering at the interface
#46,47$.

For the case when the metal film is treated as a lumped capaci-
tance, the thermal model for the film and substrate system is

#dCf
dTf!t"

dt
= hBD#Ts!0,t" − Tf!t"$ !2"

!Ts!x,t"
!t

= $s
!2Ts!x,t"

!x2 !3"

where Tf is the temperature of the film that is measured using the
TTR technique, Ts is the substrate temperature and is a function of
time and space, and #, Cf, and $s are the film density, film specific
heat, and substrate diffusivity, respectively. Radiative and convec-
tive losses at the front of the film surface are negligible compared
to typical interface conductances of 106–108 W m−2 K−1 and are
therefore neglected. The temperature in Eqs. !2" and !3" can be
nondimensionalized by

% f ,s =
Tf ,s − T0

Tf!0" − T0
!4"

where T0 is the ambient temperature and Tf!0" is the temperature
of the film immediately after excitation. Therefore, the thermal
model can be expressed as

d% f!t"
dt

=
hBD

#dCf
#%s!0,t" − % f!t"$ !5"

!%s!x,t"
!t

= $s
!2%s!x,t"

!x2 !6"

subject to the following initial conditions:

% f!0" = 1 !7"

%s!x,0" = 0 !8"
and the following boundary conditions:

− ks
!%s!0,t"

!x
= hBD#% f!t" − %s!0,t"$ !9"

!%s!&,t"
!x

= 0 !10"

The semi-infinite assumption made in Eq. !10" is reasonable for
the time scale of interest, %1–5 ns. The thermal penetration depth
for most substrates at this time scale is !$st"1/2!1 'm, which is
significantly less than the thickness of the Si substrate used in this
study.

Equations !5" and !6" subject to Eqs. !7"–!10" were numerically
solved using the Crank–Nicolson method, which has only a sec-
ond order truncation error in both time and space. The thermal
boundary conductance was determined by fitting the TTR data to
the model using the material constants listed in Table 1. The spe-
cifics of the fitting procedure are discussed in a later section.

Sample Preparation and Interface Characterization
The purpose of changing the conditions during deposition was

to try to control the amount of interdiffusion between the Cr and
Si. When in contact with Si at room temperature, Cr has been
shown to form an intermixed region %10 ML thick #48$. How-
ever, when in contact with thick oxide layers !such as SiO2, an
oxide layer that naturally forms on Si", Cr will develop a strong
adhesive bond to the oxide, creating a diffusion barrier for further
reaction between the Cr and SiO2 #36$. In addition, Cr is known to
form silicides on oxide-free surfaces at elevated temperatures
!CrSi2 at 720 K" #49$. An example of Cr /Si mixing is shown in
the transmission electron micrograph in Fig. 2, which is focused
on the interface between the Cr film and the Si substrate of sample
Cr-4 !see Tables 1 and 2". The surface of the Si substrate exhibits
some degree of roughness, which is apparent by the dark region
labeled “Si substrate surface” in Fig. 2. Note that the thickness of
interatomic mixing determined from the transmission electron mi-
croscopy !TEM" analysis was quantified by examining the inter-
ference lines from the Si#110$ crystallographic planes. Therefore,
the mixing region, which is determined from the TEM as 8.5 nm

Table 1 Thermophysical parameters used in the study †56‡
Lattice heat capacity of Cr film, Cf 3.3"106 J m−3 K−1

Lattice heat capacity of Si substrate, Cs 1.65"106 J m−3 K−1

Thermal conductivity of Si substrate, ks 148 W m−1 K−1

Ambient temperature, T0 300 K

Table 2 Fabrication details of Cr/Si samples

Sample
ID

Backsputter
etch

!min"
Heat treatment

prior to deposition
Deposition

notes

Cr-1 None None 50 cm Cr at 300 K
Cr-2 5 None 50 nm Cr at 300 K
Cr-3 5 20 min at 873 K 50 nm Cr at 300 K
Cr-4 5 50 min at 873 K 50 nm Cr at 300 K
Cr-5 5 20 min at 873 K 50 nm Cr at 573 K
Cr-6 5 None 10 nm Cr at 300 K;

Heat treatment to 770 K;
deposition of 40 nm

Cr at 300 K

Fig. 2 TEM image of the Cr/Si interface. The observable mix-
ing from the TEM analysis is based on the Si crystallographic
planes, yielding a 8.5 nm mixing layer. However, the actual
Cr/Si elemental mixing may not be completely crystalline;
therefore, AES is used for interfacial chemical analysis.

Journal of Heat Transfer JUNE 2008, Vol. 130 / 062402-3

Downloaded 28 Dec 2012 to 137.54.10.198. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

thick, only represents the Cr /Si mixing when the Si diamond
structure is still present. There is still some atomic mixing be-
tween the Cr /Si that results in a noncrystalline structure; there-
fore, the chemical mixing between Cr and Si could be slightly
larger than the structural quantification from the TEM image. This
elucidates the importance of a chemical analysis for an accurate
determination of Cr /Si elemental mixing.

The Cr films were grown on Si !100" substrates in a multi-
source, high vacuum thin-film sputter deposition system, a Super-
system III manufactured by the Kurt J. Lesker company capable
of pumping down to 10−7 Torr. This specific system is equipped
with a chamber heater capable of reaching temperatures greater
than 900 K and a vibrating quartz crystal to monitor deposition
rate. The Cr deposition rate is about 17 nm /min with 37 SCCM
Ar flow rate and 300 W power to the target gun. All substrates
were spin cleaned with reagent alcohol #90.7% ethyl alcohol,
4.8% isopropyl alcohol, 4.5% methyl alcohol, and 0.12% water$,
trichloroethylene, and methanol, and were then subsequently
baked for 5 min at 400 K to remove any residual water that may
have formed at the substrate surface as a result of spin cleaning.
Once in the chamber, various in situ deposition procedures were
performed including backsputter etching followed by chamber
heating up to 873 K before deposition. While fabricating some
samples, the chamber temperature was elevated during or after Cr
deposition. During any type of chamber heating, a ramp rate of
20 K /min was maintained until the target temperature was
reached. Therefore, if a certain deposition requires the chamber to
maintain 873 K for 20 min, the chamber is actually at an elevated
temperature for a much longer time due to the slow temperature
rise to reach the target temperature and the slow radiative cooling
processes of the vacuum chamber back to room temperature. The
procedures used during fabrication for each of the 50 nm Cr /Si
samples are summarized in Table 2. A total of 50 nm of Cr was
deposited during any given deposition and was verified with the in
situ vibrating quartz crystal. Films of this thickness ensure that
hBD across the Cr /Si interface can be accurately resolved, given
the 1.5 ns maximum delay of the probe path in the TTR experi-
mental setup %24&.

A number of differently composed interface regions were ex-
pected, as the Cr /Si fabrication parameters were systematically
modified. The interfaces were characterized by AES, used in con-
junction with an argon ion beam to provide quantitative composi-
tional information as a function of depth into the material. Data
were taken on a commercial X-ray photoemission spectroscopy
#XPS$/scanning Auger system #Physical Electronics 560$,
equipped with a double-pass, cylindrical mirror electron energy
analyzer #CMA$. To minimize the adsorption of contaminants on
the sample surface, the chamber is maintained at ultrahigh
vacuum #at a base pressure of 10−9 Torr$ with a 200 Hz ion pump,
assisted by a small sublimation pump. These pumps allow the
vacuum chamber to remain virtually free of hydrocarbon contami-
nation. The electron gun is mounted coaxially inside the electron
energy analyzer for efficient data collection and to reduce shad-
owing effects. A 3 keV electron beam was used for AES analysis,
and depth profiling was conducted by atomically sputtering away
the material using a 240 nA Ar ion beam current and a 2
!2 mm2 raster, which resulted in a Cr sputtering yield of
4.12 nm /min. A typical AES depth profile of the Cr /Si samples is
shown in Fig. 3. It should be noted that the vacuum in the sput-
tering chamber during Cr deposition was low #10−6 Torr$, so the
relatively low levels of O2 and C contamination found in the films
is expected. Also, note that the O2 and C percentages in the Cr
film depth are slightly higher than the actual composition since
contaminants from the film surface are pushed into the depth of
the film as a result of the Ar ion bombardment for the depth
profile. The beginning and end of the Cr /Si mixing region is
defined as the depth at which Si reaches 10% of the total film
composition and Cr reaches 10% of the film composition, respec-

tively. This threshold was chosen since C levels were slightly less
than 10% of the total film composition near the interface.

The AES spectra around the mixing region for all six samples
are shown in the Appendix. The ID’s of each sample correspond-
ing to the ID’s in Table 2 are shown in the upper left of each plot.
The line types in the Appendix represent different elements and
correspond to the same designation as in Fig. 3. Due to the con-
trolled deposition conditions, varying mixing layer thicknesses
and spatial gradients are expected at the sample interfaces. Since
Cr is expected to form a diffusion barrier when in contact with an
oxide layer, the O2 levels at the beginning of the mixing layer
must also be considered to explain the different compositional
changes among the samples. The O2 levels at the beginning of the
defined mixing layer range from 12% to 21%. Examining only the
samples that were deposited at room temperature #Cr-1–Cr-4$,
Cr-1 has about 19% O2 at the beginning of the mixing layer while
the other room temperature samples have about 14%. The back-
sputter etch procedure performed on Cr-2–Cr-4 is most likely re-
sponsible for this since bombarding the substrate with Ar atoms
prior to deposition is a common method to remove the native
oxide layer.

Substrate etching can physically roughen the substrate, which
could lead to Cr atoms being deposited into craters beneath the
substrate surface introduced by the backsputter process. This is
evident from the differing mixing layer thicknesses among the
samples deposited at room temperature. In an attempt to smooth
the substrate surface after backsputtering, the chamber tempera-
ture was increased to 873 K prior to Cr deposition. When only
backsputtered #Cr-2$, the mixing layer depth is almost 15 nm
compared to a 9.5 nm two-phase region seen in Cr-1, which was
not backsputtered prior to deposition #however, since only ETM
spin cleaning was performed on Cr-1, it is assumed that the sur-
face was relatively smooth from factory polishing and the oxide
layer$. The annealing for different times #20 min and 50 min for
Cr-3 and Cr-4, respectively$ results in a smaller mixing layer
depth with increased annealing times. Notice that annealing for
50 min #Cr-4$ results in a two-phase region of 10 nm, almost the
same thickness as Cr-1 #9.5 nm$ in which there was no in situ
substrate preparation.

The thermal model used in this study is extremely sensitive to
film thickness %24&. Although 50 nm of Cr was deposited during
fabrication due to the varying levels of Cr /Si mixing, the portion
of the film that can be modeled with the Cr heat capacity is actu-
ally less than 50 nm. To accurately model this system, the thick-

Fig. 3 Example of a full AES spectrum of one of the Cr/Si films
examined, Cr-1. Note the relatively high concentrations of O2
and C at the sample surface, about 100% more than those in
the film. These elements were sputtered away from the surface
with the ion gun during the depth profiling procedure. The mix-
ing layer is depicted by the vertical lines at the 10% mark of the
Si and Cr.
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of hBD to interfacial conditions and is indicative of the variability
in the fabrication processes.

The sensitivity of the model to film thickness also needs to be
considered. Since the model assumes a lumped capacitance, a
change in film thickness would change the thermal mass of the
system, affecting the predicted change in temperature. For ex-
ample, assuming that the Cr film thicknesses were actually 50 nm,
the amount of Cr deposited onto the Si substrates during deposi-
tion, the values of hBD determined from the fitting routine could
increase as much as 50%. However, this increase would be com-
mon on all samples maintaining the same trends reported in this
study. As previously mentioned, the Cr film thicknesses were de-
termined from the AES profiles and are listed in Table 3. This
thickness sensitivity also gives more evidence of the effect of
fabrication variability and interfacial conditions on the measured
thermal boundary conductance since hBD measured by Stevens et
al. was slightly higher for a thinner film.

Figure 5 shows the measured hBD of the six Cr samples as a
function of mixing layer thickness. The thermal boundary conduc-
tance in the room temperature samples !Cr-1–Cr-4" decreased
with increasing mixing layer thickness. In these samples, the hBD
ranged from 0.178 GW m−2 K−1 in the sample with a 9.5 nm mix-
ing thickness to 0.113 GW m−2 K−1 in the sample with 14.8 nm of
mixing. In these room temperature samples, the smallest amount
of mixing occurred in Cr-1, which was not subject to any in situ
substrate cleaning. The other room temperature samples, Cr-2–
Cr-4, were subject to backsputter etching, which reduced the oxy-
gen on the Si surface from #19% to #14% !see Table 3" and also
roughened the substrate prior to Cr deposition. The largest mixing
layer thickness and lowest hBD were measured in Cr-2, which
could be a result of the Si substrate being rougher than the other
room temperature samples. When the substrate was heated after
etching, presumably smoothing the surface and reducing surface
defects before room temperature Cr deposition !Cr-3 and Cr-4",
the mixing layer thickness decreased, resulting in a linear increase
in hBD. The measured hBD in Cr-1 deviated from the linear trend
in Cr-2–Cr-4, which could be partly due to the increased O2 con-
centration.

The samples that were subject to non-room-temperature depo-
sitions, Cr-5 and Cr-6, did not demonstrate the same relationship
between hBD and mixing layer. Both samples had much smaller

mixing layer thicknesses. The elevated temperatures imposed on
the Cr during deposition could have introduced impurities or
changed the material structure around the interface or in the film
that was not detectable by AES, therefore introducing another
variable between the high temperature deposited samples and the
room temperature deposited samples.

Figure 6 shows the relationship between measured hBD and the
interface “abruptness” !the slope of the Si content changes with
depth, as previously described". Note that the slope of the spatial
increase of Si is quantified by only considering the first 3 nm in
the mixing layer defined in the AES data. In addition, a very
abrupt interface does not necessarily relate to a small mixing layer
thickness. The apparent trend is a decrease in hBD with an increas-
ingly abrupt interface. The highest hBD values in the room tem-
perature samples !Cr-1–Cr-4" are measured on the samples in
which the Cr was deposited on a smooth Si surface, which created
a more gradual increase in Si content near the interface compared
to the samples in which Cr was deposited at elevated temperatures
!Cr-5 and Cr-6". Chromium and Si represent acoustically matched
materials with nearly identical Debye temperatures !!D!Cr
=630 K and !D!Si=640 K" and, therefore, have similar Debye
cutoff frequencies $45%. By calculating the phonon radiation limit
!PRL" of the Cr /Si system, an upper limit of the hBD is estab-
lished as 1.38 GW m−2 K−1 $23,52%. Any contribution to thermal
boundary conductance by phonons resulting in a value above this
limit would indicate occurring inelastic phonon scattering pro-
cesses $25,26%. The calculated PRL is higher than the measured
hBD; so, elastic scattering is assumed in this analysis.

The DMM, which assumes elastic phonon scattering $9%, can
therefore be applied to the system. In its simplest form, the DMM
can be calculated with

hBD = h1→2 =
1
4&

j

"1,j'
0

#max

$1→2%#
!N1,j

!T
d# !11"

where "1,j is the speed of phonon mode j !longitudinal or trans-
verse" in side 1 !acoustically softer material—here, the Cr film",
$1→2 is the probability of phonon transmission from side 1 into
side 2, and N1,j is the product of the phonon occupation function
and density of states of mode j on side 1. Assuming that the
diffuse scattering from the rough boundary equilibrates the pho-
non system, the Bose-Einstein distribution function can be imple-
mented and hBD of 0.855 GW m−2 K−1 is calculated using a De-
bye approximation. The DMM, like the PRL, also overpredicts the
measured hBD. This has often been associated with poor interface
quality and substrate damage $9,23,24,33%. As shown in this study,

Fig. 5 Average of the measured hBD of each sample as a func-
tion of mixing layer thickness. The room temperature samples
display a linear decrease in hBD with increasing mixing layer
thickness. The samples deposited at higher temperatures „Cr-5
and Cr-6… do not follow this trend, which could be due to de-
fects of a change in the microstructure relative to the room
temperature deposited samples. The error bars represent the
7% deviation from the mean calculated from the data from each
sample, which are the calculated errors associated with the re-
peatability of the data from the experiment.

Fig. 6 Average of the measured hBD of each sample as a func-
tion of rate of Si increase at the beginning of the interfacial
layer. An increase in hBD is observed as the Si spatial change in
the film becomes more gradual. The error bars represent the
7% deviation from the mean calculated from the data from each
sample, which are the calculated errors associated with the re-
peatability of the data from the experiment.
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energy transfers from the bulk to the interface but does not ana-
lyze the ease by which energy propagates through the interfacial
region. To examine this effect, the results of Eq. !14" are scaled
according to the depth factor !, which is a ratio of the interfacial
thickness D to the mean free path of the virtual crystal "VC. Using
kinetic theory to estimate the mean free path along with the mea-
sured thickness of the Cr /Si interface, the depth factor was calcu-
lated, allowing for the estimation of the hBD from the VCDMM
approach, as shown in

hBD =#$%
j

h1→VC,j

! j

&−1

+$%
j

h2→VC,j

! j

&−1'−1

!15"

Finally, to completely model the system, the electron-phonon cou-
pling was incorporated by using the value reported by Hostetler et
al. (54) for chromium and the methodology of Majumdar and
Reddy (55) in order to obtain the final prediction for hBD.

Fig. 8 Auger electron spectroscopy depth profiles
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of hBD to interfacial conditions and is indicative of the variability
in the fabrication processes.

The sensitivity of the model to film thickness also needs to be
considered. Since the model assumes a lumped capacitance, a
change in film thickness would change the thermal mass of the
system, affecting the predicted change in temperature. For ex-
ample, assuming that the Cr film thicknesses were actually 50 nm,
the amount of Cr deposited onto the Si substrates during deposi-
tion, the values of hBD determined from the fitting routine could
increase as much as 50%. However, this increase would be com-
mon on all samples maintaining the same trends reported in this
study. As previously mentioned, the Cr film thicknesses were de-
termined from the AES profiles and are listed in Table 3. This
thickness sensitivity also gives more evidence of the effect of
fabrication variability and interfacial conditions on the measured
thermal boundary conductance since hBD measured by Stevens et
al. was slightly higher for a thinner film.

Figure 5 shows the measured hBD of the six Cr samples as a
function of mixing layer thickness. The thermal boundary conduc-
tance in the room temperature samples !Cr-1–Cr-4" decreased
with increasing mixing layer thickness. In these samples, the hBD
ranged from 0.178 GW m−2 K−1 in the sample with a 9.5 nm mix-
ing thickness to 0.113 GW m−2 K−1 in the sample with 14.8 nm of
mixing. In these room temperature samples, the smallest amount
of mixing occurred in Cr-1, which was not subject to any in situ
substrate cleaning. The other room temperature samples, Cr-2–
Cr-4, were subject to backsputter etching, which reduced the oxy-
gen on the Si surface from #19% to #14% !see Table 3" and also
roughened the substrate prior to Cr deposition. The largest mixing
layer thickness and lowest hBD were measured in Cr-2, which
could be a result of the Si substrate being rougher than the other
room temperature samples. When the substrate was heated after
etching, presumably smoothing the surface and reducing surface
defects before room temperature Cr deposition !Cr-3 and Cr-4",
the mixing layer thickness decreased, resulting in a linear increase
in hBD. The measured hBD in Cr-1 deviated from the linear trend
in Cr-2–Cr-4, which could be partly due to the increased O2 con-
centration.

The samples that were subject to non-room-temperature depo-
sitions, Cr-5 and Cr-6, did not demonstrate the same relationship
between hBD and mixing layer. Both samples had much smaller

mixing layer thicknesses. The elevated temperatures imposed on
the Cr during deposition could have introduced impurities or
changed the material structure around the interface or in the film
that was not detectable by AES, therefore introducing another
variable between the high temperature deposited samples and the
room temperature deposited samples.

Figure 6 shows the relationship between measured hBD and the
interface “abruptness” !the slope of the Si content changes with
depth, as previously described". Note that the slope of the spatial
increase of Si is quantified by only considering the first 3 nm in
the mixing layer defined in the AES data. In addition, a very
abrupt interface does not necessarily relate to a small mixing layer
thickness. The apparent trend is a decrease in hBD with an increas-
ingly abrupt interface. The highest hBD values in the room tem-
perature samples !Cr-1–Cr-4" are measured on the samples in
which the Cr was deposited on a smooth Si surface, which created
a more gradual increase in Si content near the interface compared
to the samples in which Cr was deposited at elevated temperatures
!Cr-5 and Cr-6". Chromium and Si represent acoustically matched
materials with nearly identical Debye temperatures !!D!Cr
=630 K and !D!Si=640 K" and, therefore, have similar Debye
cutoff frequencies $45%. By calculating the phonon radiation limit
!PRL" of the Cr /Si system, an upper limit of the hBD is estab-
lished as 1.38 GW m−2 K−1 $23,52%. Any contribution to thermal
boundary conductance by phonons resulting in a value above this
limit would indicate occurring inelastic phonon scattering pro-
cesses $25,26%. The calculated PRL is higher than the measured
hBD; so, elastic scattering is assumed in this analysis.

The DMM, which assumes elastic phonon scattering $9%, can
therefore be applied to the system. In its simplest form, the DMM
can be calculated with

hBD = h1→2 =
1
4&

j

"1,j'
0

#max

$1→2%#
!N1,j

!T
d# !11"

where "1,j is the speed of phonon mode j !longitudinal or trans-
verse" in side 1 !acoustically softer material—here, the Cr film",
$1→2 is the probability of phonon transmission from side 1 into
side 2, and N1,j is the product of the phonon occupation function
and density of states of mode j on side 1. Assuming that the
diffuse scattering from the rough boundary equilibrates the pho-
non system, the Bose-Einstein distribution function can be imple-
mented and hBD of 0.855 GW m−2 K−1 is calculated using a De-
bye approximation. The DMM, like the PRL, also overpredicts the
measured hBD. This has often been associated with poor interface
quality and substrate damage $9,23,24,33%. As shown in this study,

Fig. 5 Average of the measured hBD of each sample as a func-
tion of mixing layer thickness. The room temperature samples
display a linear decrease in hBD with increasing mixing layer
thickness. The samples deposited at higher temperatures „Cr-5
and Cr-6… do not follow this trend, which could be due to de-
fects of a change in the microstructure relative to the room
temperature deposited samples. The error bars represent the
7% deviation from the mean calculated from the data from each
sample, which are the calculated errors associated with the re-
peatability of the data from the experiment.

Fig. 6 Average of the measured hBD of each sample as a func-
tion of rate of Si increase at the beginning of the interfacial
layer. An increase in hBD is observed as the Si spatial change in
the film becomes more gradual. The error bars represent the
7% deviation from the mean calculated from the data from each
sample, which are the calculated errors associated with the re-
peatability of the data from the experiment.
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energy transfers from the bulk to the interface but does not ana-
lyze the ease by which energy propagates through the interfacial
region. To examine this effect, the results of Eq. !14" are scaled
according to the depth factor !, which is a ratio of the interfacial
thickness D to the mean free path of the virtual crystal "VC. Using
kinetic theory to estimate the mean free path along with the mea-
sured thickness of the Cr /Si interface, the depth factor was calcu-
lated, allowing for the estimation of the hBD from the VCDMM
approach, as shown in

hBD =#$%
j

h1→VC,j

! j

&−1

+$%
j

h2→VC,j

! j

&−1'−1

!15"

Finally, to completely model the system, the electron-phonon cou-
pling was incorporated by using the value reported by Hostetler et
al. (54) for chromium and the methodology of Majumdar and
Reddy (55) in order to obtain the final prediction for hBD.

Fig. 8 Auger electron spectroscopy depth profiles
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TDTR data using pump modulation frequencies of 11 and
1.07 MHz. Since the penetration depth of the modulated
pump excitation is inversely proportional to the square root
of the modulation frequency, the TDTR data taken at 11
MHz has minimal sensitivity to the buried GaSb/GaAs inter-
face compared to 1.07 MHz data. Therefore, we use the two
TDTR data sets !11 and 1.07 MHz" to determine hK at both
the Al/GaSb and GaSb/GaAs interfaces in a similar proce-
dure as outlined by Shukla et al.16 In our analysis, we use
bulk literature values for the heat capacities of each layer
and assume a bulk thermal conductivity of the GaAs
substrate.17–19 We estimate the reduced thermal conductivity
of the Al transducer layer from electrical resistivity measure-
ments on the Al film. We slightly adjust the thermal conduc-
tivity of the GaSb from that of bulk to improve the quality of
the fits to the TDTR data and find that the resultant thermal
conductivity is well described by bulk values.19 Although we
expect the thermal conductivity of the GaSb film to be lower
than bulk due to film size effects and structural changes from
the different growth techniques, the low thermal conduc-
tances at the Al/GaSb and GaSb/GaAs interfaces cause the
thermal response of our samples to be dominated by the
interfaces, and therefore, less sensitive to the reduction in the
GaSb thermal conductivity. We verify the 100 nm Al film
thickness with picosecond ultrasonics.20,21

The measured thermal boundary conductance of the Al/
GaSb and GaSb/GaAs interfaces are shown in Fig. 2. The
roughnesses of at the GaSb surface, !, measured via AFM
!Fig. 1" are indicated in the figure. For the GaSb/GaAs inter-
faces, we estimate the spatial extent of the dislocation-dense
region as !, which is valid due to the epitaxial growth con-
ditions as verified by TEM.11 The roughness induced by the
non-IMF growth technique causes approximately a factor of
2 reduction in hK. Also, the values of hK at these GaSb-based
interfaces are relatively low compared to other solid
interfaces.2,25 The conductances across the GaSb interfaces
offer a similar thermal resistances as 50–150 nm of SiO2.
Also plotted in Fig. 2 are the measured values for hK at

TiN/MgO!111",22 Cr/Si,23 and Bi/H-diamond24 interfaces.
The TiN/MgO!111" and Cr/Si interfaces represent relatively
“acoustically matched” interfaces !i.e., similar ranges of pho-
non frequencies, as evaluated by the ratio of materials’ De-
bye temperatures".26 Al/GaSb and GaSb/GaAs are as acous-
tically matched as TiN/MgO!111" and Cr/Si, but exhibit
drastically different temperature trends and are about an or-
der of magnitude less in value. The values of hK at the Al/
GaSb and GaSb/GaAs interfaces are closer to hK at Bi/H-
diamond interfaces, which are drastically acoustically
mismatched materials.

We model hK at Al/GaSb and GaSb/GaAs interfaces with
the DMM.7 For these calculations, we use the approach that
we outlined previously in which we fit a polynomial to a
measured or simulated phonon dispersion in one crystallo-
graphic direction and assume an isotropic medium to calcu-
late the DMM.27 For DMM calculations, we use the disper-
sion in the " to X direction of the Brillouin zone from Ref.
28 for Al, Ref. 29 for GaSb, and Ref. 30 for GaAs !we
include the optical branches of GaSb and GaAs in our
calculations".31 Calculations of the DMM for the Al/GaSb
and GaSb/GaAs interfaces are shown in Fig. 2 !details of our
specific DMM calculations and analyses of the assumptions
can be found in Refs. 27 and 32". Clearly, the DMM greatly
over-predicts the measured values. As the DMM assumes a
perfect interface and a single phonon scattering event, this
approach is not valid for the dislocation-dense and rough-
ened interfaces studied in this work. To account for the vari-
ous scattering events at these interfaces, we introduce an

FIG. 1. !Color online" AFM images of the GaSb film surface for the non-
IMF #!a" and !b"$ and IMF #!c" and !d"$ samples. 75 175 275 375 475
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Disordered	layers	(native	oxides,	amorphous	layers,	“junk”)

on the surface but also damage of the substrate very near to
the interface in a region much less than the substrate volume
sampled in TDTR. Therefore, we ascribe the decrease in hK
due to ion bombardment to be due to two mechanisms: sur-
face features !e.g., rms roughness of the substrate surface"
and near-surface damage. Note that we have studied the ef-
fects of surface features on hK at Al/Si interfaces previously,8

and this alone cannot explain the observed reduction in hK
due to proton implantation.

Following Gundrum et al.4 we expect the roughness at
the interface to be proportional to #F, and therefore, the
measured thermal boundary conductance as a function of
proton dose is given by

1
hK,ion

=
1

hK0 − !hK
+

#F

"
, !1"

where hK0 is thermal boundary conductance of the as re-
ceived sample and " is a constant related to the materials that
are affected by the implantation.4 We fit Eq. !1" to the ex-
perimental data, as shown in Fig. 2. !hK in Al2O3 is a factor
of 2.35 larger than !hK in Si !i.e., !hK,Al2O3

/!hK,Si=2.35". As
we discussed, !hK is related to tearing of the bonds at the
surface of the substrate. Therefore, we expect the difference
in !hK in the two materials to be related to the differences in
the bulk moduli. The bulk moduli of Al2O3 and Si are 240
GPa and 101.97 GPa, respectively.26 The ratio of these
moduli are 2.35, in remarkable agreement with
!hK,Al2O3

/!hK,Si=2.35. This indicates that the sharp decrease
in hK at the low proton doses is due to breaking of the atomic
bonds near the substrate surface from proton bombardment.

The increase in subsurface roughness and dependence of
hK on proton dose, which is quantified with " in Eq. !1", is

related to the total atomic displacement induced by the irra-
diation. " in Si is a factor of 2.12 higher than that in Al2O3
!i.e., "Si /"Al2O3

=2.12". Although number of displaced atoms
in each substrate !dpa" is dependent on proton dose, the ratio
of Si dpa Al2O3 dpa in our study is constant at 2.02, as
previously mentioned !i.e., dpaSi /dpaAl2O3

=2.02". This is in
excellent agreement with "Si /"Al2O3

determined from the ex-
perimental data in Fig. 2.

In summary, we have investigated the thermal boundary
conductance across Al/Si and Al /Al2O3 interfaces that are
subjected to varying doses of proton ion implantation. We
find that even with low levels of proton doses, sharp de-
creases are observed in hK due to bond breaking and refor-
mation near the interface. Continued increase in irradiation
dosage causes a continued decrease in hK due to atomic dis-
placement considerations. Thermal conductance at imperfect
interfaces is then influenced by not only the mixing inherent
with nonideal intersections but the nature of the bonds mak-
ing up the boundary as well.

We are appreciative for funding from the LDRD pro-
gram office through the Sandia National Laboratories. San-
dia National Laboratories is a multi-program laboratory man-
aged and operated by Sandia Corporation, a wholly owned
subsidiary of Lockheed Martin Corporation, for the U.S. De-
partment of Energy’s National Nuclear Security Administra-
tion under Contract No. DEAC04-94AL85000.
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FIG. 2. !Color online" Thermal boundary conductance at the Al/Si and
Al /Al2O3 interfaces as a function of proton dose. When subjected to the
highest proton dose !5.79#1017 protons cm−2", we observe an order of
magnitude decrease in thermal boundary conductance in both material sys-
tems compared against the as received samples. The sharp decreases in hK
from the as received samples to the lowest ion implanted samples is due to
bond breaking from the proton irradiation, quantified as !hK in Eq. !1". The
dependence in hK on proton dose, which is related to the atomic displace-
ment and thereby near-surface morphology, is quantified by ". Each data
point represents the average from 5 TDTR data sets taken at different loca-
tions on the sample. The standard deviation due to variations at different
parts of the sample is, for the most part, smaller than the data point, repre-
senting a very small uncertainty due to differences on the sample surface. To
quantify a major source of uncertainty in the measurement, we show error
bars due to $5% variations in Al film thickness.
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FIG. 4. (Color online) Equation (10) calculated for the two
crystallographic directions of sapphire and silicon compared to
the ratio of the measured hK shown in Fig. 2. The excellent
agreement indicates that the differences in velocities in the different
crystallographic directions of sapphire lead to the differences in hK .

(0001) orientation represented by the ! → Z direction. We use
the phonon dispersions in these directions of high symmetry
by Heid et al.29 For silicon, we arbitrarily label kr as the (111)
direction and kz as the (100) direction and use the dispersion of
silicon reported by Weber for calculations of Eq. (9) (Ref. 31).

The ratio of

⟨vratio⟩ = ⟨vz⟩
⟨vr⟩

(10)

is shown in Fig. 4 along with the ratio of the measured hK

on both the sapphire and silicon samples. The agreement
between the quantity calculated via Eq. (10) and the ratio of
the measured data indicates that the differences in velocities
in the different crystallographic directions of sapphire lead
to the majority of the differences in the measured thermal
boundary conductance. Note that the elastic constants in the
different directions of sapphire are very similar, and cannot
fully describe our anisotropic observation; however, the high-
frequency, highly dispersive modes in the Al2O3 are drastically
different and give rise to the observed anisotropy in the thermal
boundary conductance, as we have previously discussed. We
note that Eq. (10) predicts a very slight anisotropy in the
average phonon velocities in the differently oriented silicon
samples, which, based on our reasoning, should manifest
itself as different thermal boundary conductances in the
Al/Si(100) and Al/Si(111) samples. We do not observe any
significant anisotropy in the two differently oriented Al/Si
interfaces, however. As the predicted difference in average
group velocities is less than 10%, we do not expect to be able to
resolve difference with TDTR.32 However, it is also important
to note that in our calculations of Eqs. (9) and (10) (and our
DMM calculations, for that matter), we only ratio the velocities
in a single crystallographic direction of high symmetry. In
reality, there will be phonons at various angles to the direction
of high symmetry that will contribute some portion to phonon
heat flow, which could reduce the magnitude of the predicted

FIG. 5. (Color online) Thermal boundary conductance at the
Al/Al2O3 (0001) and (1120) interfaces as a function of proton dose.
We ascribe the sharp decrease in hK from the as-received samples to
the lowest ion-implanted samples due to bond breaking from the
proton irradiation, and the dependence of hK on proton dose is
related to the atomic displacement and near-surface morphology.33

This disorder and local amorphization lead to an isotropic thermal
boundary conductance.

anisotropy, especially in cubic structures where the (100) and
(111) are not orthogonal.

V. ION-IRRADIATED AL/SAPPHIRE INTERFACES

Since our results and analysis indicate that the velocities
of the dispersive modes in the different crystallographic
directions of sapphire are the origin of the anisotropic thermal
boundary conductance, a change in the velocities of these
dispersive modes near the interface should change the degree
of anisotropy. Specifically, if the crystallographic symmetry
is destroyed via damage or amorphizing the Al2O3 near the
Al/Al2O3 boundary, we presumably can reduce the degree
of observed anisotropy. To test this, we implanted Al2O3
(0001) and (1120) substrates with 300 keV protons at 1.2 µA
using a 400 keV implanter at the Ion Beam Laboratory
at Sandia National Laboratories in Albuquerque, NM. We
implanted the sapphire substrate prior to Al film deposition.
Details of the specific implantation parameters are described
elsewhere.33 We then used TDTR to measure the thermal
boundary conductance as a function of proton dose, as shown
in Fig. 5. As we have discussed in detail in our previous
work,33 the proton implantation leads to a large change in
the crystalline properties of the sapphire near the surface,
but the relative effects on the thermal properties of the
substrate region in the TDTR thermal penetration depth is
much less severe. Much of this has to do with the fact that
the end of the range of protons in this irradiation procedure is
nearly 1.7 µm from the sapphire surface, where the thermal
penetration depth of sapphire at room temperature is only
500–600 nm at a pump modulation frequency of 11 MHz.
The majority of the crystal damage occurs at the end of
the range. However, very near the sapphire surface, swelling
and crystalline damage occurs due to relaxation processes

125408-5
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So	how	does	one	increase	TBC?	Bonding	(Analytical)

Weakly bonded interfaces offer additional resistance beyond that 
offered by the intrinsic mismatch…..so increase the bonding!

Prasher
APL 94, 041905 (2009) JAP 113, 013516 (2013)

significant deviation from !w-AMM for " below 100 mJ /m2.
It also shows that !v-AMM /!w-AMM=1 for larger values of ".
At very low ", it can be shown that !v-AMM /!w-AMM#"2,
i.e., gv-AMM#"2. At very low ", KA in Eq. !4" is very small.
Note that KA#". Therefore from Eq. !4", it can be seen that
$v-AMM#"2. Figure 3 also shows the results for Si/Pt inter-
face for the different ". Although zPt /zSi is large, !v-AMM
shows significant deviations from !w-AMM for " below
100 mJ /m2, which is similar to that for Si/Si interface.

Tong et al.2 measured the Rc of the chemical-vapor
deposition !CVD" grown CNT array on Si substrate and the
Rc of the array in vdW contact with a glass substrate. They
found that the Rc of the vdW contact was approximately one
order of magnitude larger than the CVD surface. In a sepa-
rate measurement Tong et al.12 measured " of the CNT/glass
in the vdW contact. They found the " was #36 mJ /m2. For
covalent bonding the " is larger than 1000 mJ /m2 whereas
for the vdW contact it is less than 100 mJ /m2. Therefore for
the CVD side, the interface condition is close to the welded
contact. Therefore looking at Fig. 3, it can be seen that Rc of

the vdW contact is expected to be approximately one order
of magnitude larger than the welded contact. By thermally
welding the glass/CNT interface with indium, Tong et al.2

saw an order of magnitude decrease in the Rc, which is again
consistent with the results shown in Fig. 3.

In conclusion, an analytical model for thermal contact
resistance of the vdW contact was developed. The model
captures the effects of appropriate interface bonding param-
eters. The model was expressed in terms of the adhesion
energy, which is easily measurable and is a technologically
relevant parameter.

The author acknowledges the financial support of Office
of Naval Research through a MURI grant !Grant No.
N00014-07-1-0723, Program manager Mark Spector" and
thanks Dr. Sanjoy Saha of Intel for helpful discussions.
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Acoustic mismatch model Nonequilibrium
Green’s Functions

which is consistent with the maximum transmission as writ-
ten in Eq. (13). We reproduce some of Zhang’s results here
and expand on them.

We plot Eq. (13) versus frequency for several values of
kint in Fig. 4(a) and transmission versus kint for several fre-
quencies in Fig. 4(b). For both plots k1¼ 4, k2¼ 1, m1¼ 2,
and m2¼ 2 so that kint,max¼ 1.6. We see in Fig. 2(a) that as
kint approaches kint,max all frequencies are maximized.
We note that transmission is not symmetric about kint,max,

contrasting the single atom channel case, where transmission is
symmetric about mint,max. However, if we were to plot Eq. (13)
versus 1/kint, we would see the same symmetry and trends. We
also notice that low frequency transmissions are not affected by
bonding at the interface. This follows the same argument as for
the interface mass case and if we take the limit of Eq. (13) as
x! 0, the result is Eq. (9), the low frequency transmission
predicted by the AMM. The interface spring will affect low fre-
quency transmissions, however, as kint approaches zero since
kint¼ 0 decouples the two control volumes.

Note that the result of a spring constant other than infin-
ity which maximizes transmission seems to be inconsistent
with the results found by Shen et al.11 Shen applied pressure
to a molecular dynamics simulation cell composed of dissim-
ilar materials to increase the adhesion at the interface. They
showed that as pressure is increased, effectively increasing
adhesion, thermal boundary conductance increased, which
plateaued as the pressure increased past some value. How-
ever, pressures were not increased high enough to cause the
bonding at the interface to increase higher than the bonding
within the bulk materials. Therefore, a peak in conductance
might not have fallen within the investigated parameter
space. They used NEGF to explain their results by showing
that the phonon transmission across a 1D analogue of there
MD simulation also plateaued after the bond strength of the
interface reached a certain value. Their phonon transmission
results are actually consistent with our calculations, but their
calculations were done for low frequency, "xc;1=4; so that
the peak transmission was not observed. This plateau effect
can also be seen in our results, Fig. 4(b), at low frequency.
On the other hand, the inconsistencies might be due to the
limits of our model; harmonic, nearest neighbor interactions,
and one-dimensional. Anharmonic scattering combined with
three-dimensional densities of states may add additional
scattering mechanisms at the interface which could lead to
the observed plateau of the conductance.

In Fig. 4(b), we see more clearly that high frequency
phonons are affected more than low frequency phonons by
the interface bonding. We note that as kint goes below kint,max

the transmission falls quickly to zero. However, as kint

increases above kint,max, the transmission decreases asymp-
tomatically to a frequency dependent value. It can be shown
that this transmission is identical to the case where mint in
Eq. (8) is set to zero. This implies that there are four cases
that result in identical transmissions; kint¼ k1k2/(k1þ k2),
kint¼1, mint¼m1þm2 and mint¼ 0. The case where
kint¼ k1k2/(k1þ k2) is identical to the case where mint¼ 0
because having a zero mass is like adding the two springs on
either side of the mass in series, resulting in an effective
spring with spring constant k1k2/(k1þ k2). In an analogous
manner, the case where kint¼1 is identical to mint

¼m1þm2 because an infinitely strong spring effectively
fuses the two masses flanking it together resulting in an
effective mass of m1þm2. This then results in an impurity
mass which reduces the transmission of phonons across the
interface. Each of the four cases can be shown to be equiva-
lent mathematically using Eqs. (8) and (13).

Since there is only one term in the denominator which is
dependent on kint, and since this term is always positive,

FIG. 4. Predicted transmission calculated using Eq. (13) using k1¼ 4,
k2¼ 1, m1¼ 2, m2¼ 2 and kint,max¼ 1.6. Mass, spring constant, and fre-
quency are normalized by 1.6710$27 kg, 1.6710$3 N/m, and THz, respec-
tively. (a) Plotted versus frequency for various values of kint. The dashed lines
indicate values of kint greater than 1.6 and dotted lines for values lower than
1.6. (b) Plotted versus kint for various frequencies. A maximum transmission
occurs for all frequencies when kint¼ 1.6. (c) Transmission versus normalized
mass for x¼ 1.36 and various choices of m1 and m2. The interface spring con-
stant which yields maximum transmission is independent of the masses.

FIG. 3. Model system used to calculate the transmission across the interface
between two dissimilar crystalline materials with variable interface adhe-
sion. Mass, spring constant, and frequency are normalized by 1.6710$27 kg,
1.6710$3 N/m, and THz, respectively.
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which is consistent with the maximum transmission as writ-
ten in Eq. (13). We reproduce some of Zhang’s results here
and expand on them.

We plot Eq. (13) versus frequency for several values of
kint in Fig. 4(a) and transmission versus kint for several fre-
quencies in Fig. 4(b). For both plots k1¼ 4, k2¼ 1, m1¼ 2,
and m2¼ 2 so that kint,max¼ 1.6. We see in Fig. 2(a) that as
kint approaches kint,max all frequencies are maximized.
We note that transmission is not symmetric about kint,max,

contrasting the single atom channel case, where transmission is
symmetric about mint,max. However, if we were to plot Eq. (13)
versus 1/kint, we would see the same symmetry and trends. We
also notice that low frequency transmissions are not affected by
bonding at the interface. This follows the same argument as for
the interface mass case and if we take the limit of Eq. (13) as
x! 0, the result is Eq. (9), the low frequency transmission
predicted by the AMM. The interface spring will affect low fre-
quency transmissions, however, as kint approaches zero since
kint¼ 0 decouples the two control volumes.

Note that the result of a spring constant other than infin-
ity which maximizes transmission seems to be inconsistent
with the results found by Shen et al.11 Shen applied pressure
to a molecular dynamics simulation cell composed of dissim-
ilar materials to increase the adhesion at the interface. They
showed that as pressure is increased, effectively increasing
adhesion, thermal boundary conductance increased, which
plateaued as the pressure increased past some value. How-
ever, pressures were not increased high enough to cause the
bonding at the interface to increase higher than the bonding
within the bulk materials. Therefore, a peak in conductance
might not have fallen within the investigated parameter
space. They used NEGF to explain their results by showing
that the phonon transmission across a 1D analogue of there
MD simulation also plateaued after the bond strength of the
interface reached a certain value. Their phonon transmission
results are actually consistent with our calculations, but their
calculations were done for low frequency, "xc;1=4; so that
the peak transmission was not observed. This plateau effect
can also be seen in our results, Fig. 4(b), at low frequency.
On the other hand, the inconsistencies might be due to the
limits of our model; harmonic, nearest neighbor interactions,
and one-dimensional. Anharmonic scattering combined with
three-dimensional densities of states may add additional
scattering mechanisms at the interface which could lead to
the observed plateau of the conductance.

In Fig. 4(b), we see more clearly that high frequency
phonons are affected more than low frequency phonons by
the interface bonding. We note that as kint goes below kint,max

the transmission falls quickly to zero. However, as kint

increases above kint,max, the transmission decreases asymp-
tomatically to a frequency dependent value. It can be shown
that this transmission is identical to the case where mint in
Eq. (8) is set to zero. This implies that there are four cases
that result in identical transmissions; kint¼ k1k2/(k1þ k2),
kint¼1, mint¼m1þm2 and mint¼ 0. The case where
kint¼ k1k2/(k1þ k2) is identical to the case where mint¼ 0
because having a zero mass is like adding the two springs on
either side of the mass in series, resulting in an effective
spring with spring constant k1k2/(k1þ k2). In an analogous
manner, the case where kint¼1 is identical to mint

¼m1þm2 because an infinitely strong spring effectively
fuses the two masses flanking it together resulting in an
effective mass of m1þm2. This then results in an impurity
mass which reduces the transmission of phonons across the
interface. Each of the four cases can be shown to be equiva-
lent mathematically using Eqs. (8) and (13).

Since there is only one term in the denominator which is
dependent on kint, and since this term is always positive,

FIG. 4. Predicted transmission calculated using Eq. (13) using k1¼ 4,
k2¼ 1, m1¼ 2, m2¼ 2 and kint,max¼ 1.6. Mass, spring constant, and fre-
quency are normalized by 1.6710$27 kg, 1.6710$3 N/m, and THz, respec-
tively. (a) Plotted versus frequency for various values of kint. The dashed lines
indicate values of kint greater than 1.6 and dotted lines for values lower than
1.6. (b) Plotted versus kint for various frequencies. A maximum transmission
occurs for all frequencies when kint¼ 1.6. (c) Transmission versus normalized
mass for x¼ 1.36 and various choices of m1 and m2. The interface spring con-
stant which yields maximum transmission is independent of the masses.

FIG. 3. Model system used to calculate the transmission across the interface
between two dissimilar crystalline materials with variable interface adhe-
sion. Mass, spring constant, and frequency are normalized by 1.6710$27 kg,
1.6710$3 N/m, and THz, respectively.
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to, for example, a transition from sp2 to sp3 hybridization.While the de-
gree of perturbation increases with increasing coverage [28,30], no ero-
sion or etching of the carbon backbone has been observed for the
conditions used here. A detailed analysis of the C1s high-resolution
spectra as well as Raman spectra for O-, N-, and F-functionalized
graphene for select process conditions can be found in [8,28,29] while
XPS survey spectra and Raman spectra for NH2-functionalized graphene
can be found in [27].

Although it is tempting to draw a detailed connection between the
density measurements (Fig. 3b) and the final surface concentration in
Fig. 4, the density measurement does not account for the rich variety
of reactive neutrals and ions within the plasma, their transport to the
surface and how each interacts with the surface. A detailed chemical
and structural analysis of the surfaces indicate that the bonding charac-
teristics evolve as the coverage increases [30], suggesting a set of surface
reactions that are coverage dependent. As a specific example, consider
the results for graphene exposed to Ar/NH3 plasmas [27]. The amount
of N-containing functional groups increases in a linear manner with
pressure while the primary amine concentration does not, which can-
not be simply understood in terms of increasing plasma density or
flux to the surface. Nonetheless, the results clearly show that by using
the appropriate reactive gas and operatingpressure, it is possible to con-
trol the type and concentration of chemical moieties on the surface of
graphene, which can be used to control the characteristics of the
surface.

Graphene is inert and so increasing its reactivity toward othermate-
rials has been of interest. In the context of the work here, chemical
functionalization can be used to modify the surface energy in an effort
control the interaction with deposited thin films. Changes in measured
contact angle and surface energy after functionalization are shown in
Table 1. In previous work [28], the connection between contact angle,
surface energy and adhesion in oxygen- and fluorine-functionalize
graphene was investigated. The presence of oxygen yielded a more hy-
drophilic surface that was characterized by a higher surface energy and
adhesive forces. The addition of fluorine provided the opposite results; a
hydrophobic surface with lower surface energy and adhesive forces.

The results of Table 1 show fluorination to be unique in the ability to
create a more hydrophobic surface. Indeed, water contact angles are
lower and surface energy higher when O, N, H, and NH2 moieties are
present. The values depend on the functional group type and, while
the hydrogen coverage is not well known, the trends agree with previ-
ous work [27] showing an increase in hydrophilicity with coverage.
Thus, with the exception of fluorine, chemical modification is expected
to promote the adhesion of metal films.

3.2. TDTR and the management of thermal conductance

In our previous works, we have studied the influence of functional
groups, introduced via plasma processing, on the thermal boundary
conductance across graphene-aluminum [9] and graphene-gold [8] in-
terfaces. Those results are summarized in Fig. 5 for samples at room

temperature. Both Al and Au are expected to be physisorbed on the sur-
face of graphene, which is theorized to results in a lower thermal
boundary conductance compared to chemisorbed systems, such as Ni-
and Ti-graphene [5,6,10]. From this, one can reasonably assume that
the addition of functional groups that lead to a more hydrophilic sur-
face, a typical indicator of improved adhesion between the metal film
and graphene, should increase the thermal boundary conductance.
The results of Fig. 5 generally support this concept where the addition
of oxygen and nitrogen moieties increase the thermal boundary con-
ductance and that increase depends on the amount of those groups. In
fact the, increase in conductance appears to be less dependent on func-
tional group type and more on surface concentration. The presence of
fluorine-containing groups, which make the surface slightly more hy-
drophobic, have no effect on the thermal boundary conductance.

The presence of hydrogen and its influence on thermal boundary
conductance is interesting. When H is introduced via Ar/H2 plasmas,
the graphene is more hydrophilic and yet the thermal boundary con-
ductance decreases. To understand this, subsequent studies using am-
monia-containing plasmas to introduce H moieties were performed. In
one case, an Ar/NH3 plasma was used and in the second, a two-step
Ar/N2 plasma followed by an Ar/NH3 was used. The results indicated
that when hydrogen exists in the form of NH2, both the hydrophilicity
and thermal boundary conductance increase. The magnitude of which
depends on the amount of nitrogen exposure.

The results for pure hydrogen functionalization are not well under-
stood since hydrogen, like nitrogen and oxygen is found to make the
surface more hydrophilic. In line with our contact angle measurements,
numerical studies of graphane– fully hydrated graphene– have found it
to be more hydrophilic than graphene [59,60]. As such, an increase,
rather than decrease, in the measured thermal boundary conductance
is expected. On the other hand, Monachon et al. [15] showed a decrease
in thermal boundary conductance across the interface of Cu, Al, and Ni
thin films and diamond substrates when the diamond is hydrogen ter-
minated. In this case however, hydrogen termination was also found
to lower the surface energy, as well as the work of adhesion between
the metal and substrates. In other words, their results show a correla-
tion between decreasing thermal boundary conductance and reduced
adhesion in diamond.

It might well be that water contact angle and/or adhesion is not suf-
ficient to predict the thermal boundary conductance in all cases. Given

Table 1
Change inwater contact angle and surface energy for chemicallymodified graphene.With
the exception of fluorinated graphene, the chemical modification of graphene produces a
surface that is more hydrophilic and has a higher surface energy.

Plasma
background

Operating
pressure
(mTorr)

Functional
group

Surface
coverage
(%)

Δ H2O
contact
angle (%)

Δ surface
energy
(%)

Ref

Ar/SF6 50 F 12 2% −39% [28]
Ar/O2 50 O 11 −70% 24% [28]
Ar/N2 50 N 8 −54% 16% [29]
Ar/N2 90 N 20 −40% 35%
Ar/NH3 90 NH2 9 −40% 32%
Ar/H2 50 H ≈10 −18% Unknown
Ar/H2 90 H N20 −30% Unknown
H2 Unknown H b5 −27% 42% [58]

Fig. 5. The change in thermal boundary conductance at aluminum-graphene (Al/Gr) and
gold-graphene (Au/Gr) interfaces as a function of the type and concentration of
functional groups at the interface prepared using operating backgrounds indicated in
the legend (e.g. Ar/O2). The functional groups incorporated will be the same as in Fig. 4,
with the ammonia treatments introducing some mixture of N and NHx groups. Also
shown (dashed line) is the result for an interface prepared using a Ti thin film (i.e. Au/
Ti/Gr). The presence of H- and F-functional groups as well as the Ti layer has little or
negative impact on the thermal boundary conductance. The presence of O- and N-
functional groups, however, tends to increase the thermal boundary conductance in
proportion to the concentration of those groups (the dotted line).
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we assume a linear dispersion relation and a mean free path
that is not dependent on the phonon wavelength which is a
crude22,42 yet commonly used approximation, and (3) the
sputter deposition method used in this case may implant Ar
atoms in the lattice, also decreasing ksubstrate. Thus, in ac-
cordance with Minnich et al.,22 our results tend to show that
a size-limited heat source affects the measured conductivity
of the substrate material. These results agree with those of
Siemens et al.,24 since they invoke the same physical phe-
nomenon to model the influence of the heat source size,
though in their contribution the decrease in measured ther-
mal conductivity is accounted for using an additional

interface thermal resistance term instead of a change in sub-
strate conductivity.

B. Effect of surface treatments

Table I shows that all the treatments applied to the dia-
mond substrates investigated increased the TBC as compared
to the as-received state. Except for the acid dip, which shows
a TBC of 95 6 15 MW m!2 K!1 after 1 min and stabilizes at
125 6 20 MW m!2 K!1 after 10 and more minutes, none of
the applied treatments showed a time dependence measura-
ble on TBC. Three factors can contribute to the improvement
in TBC: cleanliness of the substrate, surface termination of
the diamond surface, and roughness. The cleanliness of the
substrate is shown to play a role in the as-received state since
a rinsing with organic solvents decreases the TBC of an
Ar:O plasma-treated diamond by a factor of 1.9. This
decrease is taken to come from organic residues left after the
rinsing, which decrease the adhesion between layer and sub-
strate.8,43 We explain the lower conductance at the interface
in the as-received state with this effect. The surface termina-
tion of the substrate seems to play a critical role as well.
Treatment with a hydrogen plasma cleans the substrate but
induces only a moderate increase in TBC as compared to the
other three treatments. The fact that our value for H plasma
treated diamond is higher than that of Collins et al. may be
due to traces of Al and Si coming from the machine used, or
to the lower roughness of our substrates.44,45 The roughness
would also explain why the sample treated at 900 "C has a
higher TBC than the one at 700 "C since hydrogen treatment
has been shown to smoothen h100i faces of diamond.46,47

The other 3 treatments increase significantly the TBC, up to
230 6 20 MW m!2 K!1 for an Ar:O plasma treated diamond
with a sputtered Al layer. This seems to be linked positively
to a C-O surface termination, though it could also be due to
the absence of surface hydrogen since pure Ar plasma treat-
ments lead to similar values. The TBC increases when the
proportion of this type of bond increases as observed in the
difference between acid and plasma-treated samples. This
result confirms the tendency reported by Collins et al.,9

though with absolute values higher by a factor of 2. This
might be owed to the use of different ways of oxidizing the
surface since acid and plasma treatment was used, not heat-
ing in an oxygen-rich atmosphere.48 It could also be due to a
difference in substrate roughness: Collins reports a rough-
ness of 20 nm and such a roughness was shown to reduce the
TBC in an Al/Si system by a factor of 2 as compared to a
roughness of 0.6 nm and less.44,45 Direct comparison of XPS
spectra would be necessary to know if the first hypothesis
has a significant impact or if the difference is only related to
roughness. Table II suggests that unlike the Ar:O treated
sample, C-H termination is still present on the acid treated
sample, and that the quantity of C-O bonds measurable is 1.8
times higher in the former compared to the latter. The only
other noticeable difference between the XPS results from
Ar:O and acid-treated samples is the shift in sp2 peak, for
which we do not have any explanation for the time being.
The proportion of sp2 bonds is also higher in these two sam-
ples than in the case of as-received and Ar:H-treated

TABLE II. Proportions of the Cs
1 subpeaks in the recorded XPS signals. Two

measurements were taken in each case on 2 different diamonds.

Bonding type proportion (%)

Treatment C sp3 C sp2 C-O C-H

As received 91.3 6 2.1 3.9 6 2.3 <0.1 4.8 6 0.2

Ar:H plasma treated 87.2 6 6.8 4.3 6 1.0 <0.1 6.2 6 2.5

HNO3:H2SO4 at 200 "C 85.7 6 3.1 7.5 6 3.0 6.2 6 0.1 0.6 6 0.1

Ar plasma etched 55 6 0.2 42 6 0.2 0.6 6 0.3 0.4 6 0.3

Ar:O plasma treated 81.9 6 1.4 6.6 6 0.5 11.4 6 1.9 <0.1

FIG. 5. TBC results obtained for Ar:O (circles) and Ar:H (diamonds) plasma-
treated samples with aluminum. Data from Stoner and Maris29 (filled circles)
and Collins et al.9 (filled triangles: oxygenated, filled squares: hydrogenated)
are shown for comparison. The curves show simple limits and models for Al/
diamond TBC: radiation limit (dashed-dotted curve), Diffuse Mismatch
(dashed curve), and Acoustic Mismatch (dotted curve). Another limit called
Maximum Transmission Model (not discussed in the text, see Ref. 33) that
takes inelastic interactions into account is put in plain curve as the maximum
value that can be expected. The parameters used for the curves are: hD;Al

¼ 425 K; hD;C ¼ 2240 K; vl;Al ¼ 6240 ms!1; vt;Al ¼ 3040 ms!1; vl;C ¼
17500 ms!1; vt;C ¼ 12800 ms!1.
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Synthetic diamond has potential as a heat spreading material in small-scale devices. Here, we report
thermal conductance values at interfaces between aluminum and diamond with various surface
terminations over a range of temperatures from 88 to 300 K. We find that conductance at oxygenated
diamond interfaces is roughly four times higher than at hydrogen-treated diamond interfaces.
Furthermore, we find that Al grain structure formation is not strongly dependent on diamond surface
chemistry, which suggests that interfacial bonding influences thermal conductance. The results
reported here will be useful for device design and for advancing models of interfacial heat flow.
© 2010 American Institute of Physics. #doi:10.1063/1.3480413$

Synthetic diamond has potential thermal management
applications in small-scale, high energy density devices be-
cause of its markedly high thermal conductivity. Thermal
expansion challenges may be overcome by developing a
metal-diamond composite material.1 Diamond has also been
considered as a possible transistor material due to its favor-
able electrical properties.2 For high thermal conductivity ma-
terials, interfacial thermal resistance is an important factor
for determining device temperature rise, particularly in de-
vices with nanometer-sized features. Thermal interface con-
ductance values were previously reported between isotopi-
cally enriched diamond and Al, Au, Pb, and Ti,3 as well as
between hydrogen-terminated diamond and Bi and Pb.4

However, little is known about how surface chemistry affects
interfacial thermal resistance between solids. For weak van
der Waals bonds, it has been shown theoretically that adhe-
sion energy impacts interface conductance.5 Studies have
shown surface chemistry to influence both the electrical
properties6,7 and the adhesion8–11 of metal–diamond inter-
faces.

No previously reported experimental study of thermal
interface conductance at solid–solid interfaces considers the
impact of interfacial chemistry. Here we investigate the ther-
mal interface conductance at aluminum–diamond interfaces,
and single out the influence of diamond surface termination
on heat transport.

Four single crystal diamond samples, differing in purity
levels and surface treatments, were provided by Apollo Dia-
mond Inc. All samples are of IIa purity, where the primary
impurity is nitrogen. For convenience, the designations of
“low purity” and “medium purity” will be adopted in this
work, where low purity refers to samples with 1 ppm nitro-
gen content and medium purity refers to samples with 0.1
ppm nitrogen content. The samples were grown homoepi-
taxially on diamond wafers and then removed from the wa-
fers. The as-grown diamond samples are natively hydrogen-
terminated but are very rough and require polishing, which
disrupts the native surface chemistry. The !100" plane of

each sample was scaife polished to have a root mean square
surface roughness of approximately 20 nm.

After polishing, the samples were treated to functional-
ize the surface with either oxygen or hydrogen groups. Hy-
drogen treatment !H-treatment" was accomplished by expo-
sure to a hydrogen plasma at 700 °C,12 while oxygenation
was performed by heating in air at 500 °C.13 A qualitative
view of the achieved surface functionalization may be seen
in Fig. 1, which shows a goniometer measurement of the
contact angle between de-ionized !DI" water and the polished
!100" sample surfaces. The resulting contact angles show
that the oxygenated samples are more hydrophilic while the
H-treated samples are more hydrophobic, a phenomena pre-
viously reported.14

A more quantitative analysis of the surface functional-
ization was accomplished through x-ray photoelectron spec-
troscopy !XPS". Table I lists the measured atomic concentra-
tions within the first few monolayers near the surface.
Oxygenated samples have roughly five to seven times more
oxygen atoms near the surface than H-treated samples. XPS
is not capable of detecting light atoms like hydrogen, making
the amount of hydrogen atoms near the surface less quanti-
fiable. Trace amounts of Mo and Si may have originated
from the polishing process, and the small quantity of S is
likely a consequence of some acid cleaning steps used after
polishing.

a"Electronic mail: kmberlee@mit.edu.
b"Electronic mail: gchen2@mit.edu.

FIG. 1. Contact angle of DI water on !100" polished surfaces of !a"
H-treated low purity, !b" H-treated medium purity, !c" oxygenated low pu-
rity, and !d" oxygenated medium purity single crystal diamond samples.
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The XPS and water contact angle measurements suggest
two following things: first, that the oxygenated samples have
a higher degree of oxygen at the surface, and second that the
surface chemistries of the medium and low purity samples
with the same surface treatments are similar. After surface
characterization, the samples were sputter coated with an 80
nm Al film at a pressure of 3 mTorr and a deposition rate of
1 Å/s. The base pressure prior to sputtering was 9 !Torr.

Thermal interface conductance was measured using
pump and probe transient thermoreflectance !TTR", a tech-
nique commonly used for studying the thermal properties of
thin films and interfaces.15,16 The details of our experimental
system are discussed elsewhere.17,18 We used a pump spot
diameter of 60 !m and a probe diameter of 10 !m to mini-
mize the effects of radial conduction, and a pump modulation
frequency of 5.8 MHz. Measurements were made over a
temperature range from 88 to 300 K.

Figure 2 shows a representative thermoreflectance sig-
nal. The shape of the thermoreflectance signal curve shows a
marked difference for H-treated and oxygenated samples,
suggesting a difference in thermal conductance at the Al–
diamond interface. As a result of the large acoustic mismatch
between Al and diamond, several acoustic echoes off the
Al–diamond interface were observed in the first 200 ps fol-
lowing pulsed heating, as shown in the inset of Fig. 2. These
echoes can be used to extract the Al film thickness.19 The Al
film thickness was also verified by measuring a sample of
single crystal sapphire, for which the thermal conductivity is
known, that was sputter coated simultaneously with the dia-
mond samples.

As a result of the extremely high thermal conductivity of
single crystal diamond, TTR is highly sensitive to interface
conductance and less sensitive to the thermal conductivity of

the substrate. Figure 3 shows the average measured thermal
interface conductance values as a function of temperature.
The deviation from average was generally less than 10%. For
comparison, previously reported results for the conductance
between Al and isotopically enriched diamond3 are shown, in
addition to the prediction of the diffuse mismatch model
!DMM".20

Surface chemistry clearly influences interfacial heat
transport. Oxygenated samples show roughly four times
higher conductance with Al than H-treated samples. Samples
with different purity levels gave comparable results, which is
supported by the XPS and contact angle surface analyses.
The results are within the magnitude predicted by the DMM,
and in the same range as previously reported results, al-
though the surface termination of the diamond in that study
is not known.19 The DMM does not account for interfacial
bond strength.

While it is clear that surface chemistry affects heat trans-
port at Al–diamond interfaces, the underlying mechanism is
unclear. If a marked difference in Al grains exists near the
interface, the observed dependence on surface termination
could be explained by differences in carrier scattering in the
Al near the interfacial region. To investigate the Al grain
structure, several spectroscopy methods were used including
scanning electron microscope !SEM" imaging of the Al sur-
face grains, atomic force microscopy !AFM" of the Al sur-
face roughness, and focused-ion-beam !FIB" microscopy of
the Al–diamond interface, as shown in Fig. 4. In all cases,
the grain structure of the Al film was comparable between
H-treated and oxygenated diamond samples.

In order to produce a factor of 4 difference in thermal
interface conductance, the microstructure of the Al film
would need to be significantly different for oxygenated and
H-treated samples, which is not what we observe. Differ-
ences in interfacial bond strength present another possible
mechanism for the observed dependence of thermal interface
conductance on surface chemistry. Aluminum bonds poorly
to hydrogen-terminated diamond.10,11 A difference in bond-
ing strength would result in a difference in elastic stiffness at
the interface which could influence phonon transport, al-
though further theory work is required to confirm such an
influence for the case of strong bonding interactions. For

TABLE I. XPS measured atomic concentrations within the first few atomic
layers of the sample surfaces.

Diamond sample
Atomic concentration

!%"

H-treated low purity 99.21 C, 0.54 O, 0.11 Mo, 0.14 Si
H-treated med purity 98.90 C, 0.84 O, 0.08 Mo, 0.18 Si

Oxygenated low purity 95.94 C, 4.00 O, 0.06 S
Oxygenated med purity 95.88 C, 4.05 O, 0.07 S

FIG. 2. !Color online" Typical scaled TTR signals at room temperature for
H-treated and oxygenated samples. The inset shows the first 200 ps of data
in which acoustic echoes off the Al–diamond interface are apparent.

FIG. 3. !Color online" Measured thermal interface conductance between Al
and H-treated low purity !closed circles", H-treated medium purity !closed
squares", oxygenated low purity !open circles", and oxygenated medium
purity !open squares" single crystal diamond samples. Previously reported
results for Al on isotopically enriched diamond are shown as closed dia-
monds !Ref. 3". The solid line shows the prediction of the DMM !Ref. 20".
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TABLE I. Cross-species interactions for each sample, as well as
the slopes and 0 K extrapolations (y intercepts) of the linear fits
to the hK data. While the slopes vary by a factor of two, the 0 K
extrapolations are within 10% of each other. Note that sample VI is
used only to study the vibrational characteristics of free surfaces and
not hK.

rc εAB Slope 0 K Extrapolation
Sample (σ ) (ε) ( MW m−2 K−2) ( MW m−2 K−1)

I 2.50 1.0 2.29 25.2
II 2.30 1.0 2.09 25.1
III 2.05 1.0 2.01 24.6
IV 1.75 1.0 1.60 24.5
V 1.35 1.0 1.27 23.1
VI 0.00 0.0
VII 2.50 0.5 1.07 23.6

160 equally sized bins such that spatial temperature profiles
could be calculated along the z axis. Once in steady state,
time-averaged profiles were constructed from 3000 system
snapshots taken over 1.5 × 106 time steps (6.42 ns). A linear
least-squares fit was then performed for each half of the
domain. The eight bins nearest to the bath and the interface
were not included in these fits. The discontinuity between
the fits at the interface was used to calculate hK. With flux
still applied, additional velocity-fluctuation time series were
generated for computation of the TES during NEMD.

To investigate the role of cross-species interactions on
thermal transport across interfaces, we have calculated hK
for different values of rc,AB and εAB. Figure 1 shows hK as
a function of T for samples I, V, and VII, where sample I
serves as a reference (rc,AB = rc and εAB = ε), while sample
V has a shorter cross-species interaction range and sample VII
has weaker cross-species interactions. For each combination
of parameters the data demonstrate a linear dependence of hK
on T . This linear dependence has been attributed to an increase
in inelastic phonon scattering at the interface with increasing
T due to the corresponding increase in phonon population.3,4

However, as either rc,AB or εAB decrease, this dependence is
less pronounced, suggesting that inelastic phonon scattering is
inhibited as the interactions between the solids comprising
the interface are themselves limited. In addition, the data
indicate that hK becomes less sensitive to the cross-species
interaction parameters as T goes to zero. Furthermore, it is
interesting to note that extrapolation of these linear trends to
0 K yields a nearly constant y intercept, suggesting that hK
can be considered a superposition of temperature-dependent
and -independent processes. Such a description is consistent
with the concepts outlined in our previous work.20 A summary
of the results obtained with different cross-species interaction
parameters is presented in Table I.

To further explore the mechanisms responsible for this
observed behavior, we calculated the local phonon DOS and
spectral temperature of each of the monolayers adjacent to
the interface. The DOS within the few monolayers near the
interface should differ from that of either bulk material A or
B due to the presence of the interface. In order to quantify
this difference, we have calculated the DOS, D(ω), of both
monolayers adjacent to the interface, as well as that of bulk
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FIG. 1. (Color online) Temperature-dependent hK data from
NEMD simulations for samples I, V, and VII. Each data point is
the average over three to five independent simulations and error bars
represent the standard deviation, i.e., repeatability. Solid and dashed
lines are linear fits of the data. While the slopes of these linear fits
exhibit strong dependence on cross-species interaction parameters,
the y intercepts do not.

material A and B. The DOS is proportional to the Fourier
transform (F ) of the velocity correlation function (VACF)16

but in practice is calculated using standard estimation pro-
cedures for power spectral density. Within each monolayer of
interest, the velocity of 20 atoms is obtained at each integration
time step to give a velocity fluctuation time series of 73 728
points. The Welch method of power spectral density estimation
is then applied by creating eight 50% overlapping segments
of 16 384 points to give an angular frequency resolution
of 8.96 × 1010 rad s−1 based on our time step of 4.28 fs.
Each segment is then multiplied by a Hamming window and
the fast Fourier transform is computed. The power spectral
density, equivalent to F (VACF), is then obtained by ensemble
averaging the Fourier transform magnitudes of each segment.
In order to compute the DOS in units of counts per frequency
per volume, F (VACF) must be further normalized as follows:

D(ω) = 1
2
m F (VACF)

1
kBT

ρ, (1)

where m is the atomic mass, kB is the Boltzmann constant, T
is the local temperature, and ρ is the atomic density.

Figure 2 shows the calculated DOS for bulk materials A and
B and the monolayers immediately adjacent to the interface for
different values of rc,AB and εAB. It is clear that a reduction in
either rc,AB (sample V) or εAB (sample VII) causes a softening
of modes on both sides of the interface, as evidenced by
a depletion of high-frequency modes and enhancement of
low-frequency modes as compared to the reference (sample
I). The larger the reduction in either range or strength of
cross-species interactions, the greater the softening. This can
be attributed to the fact that as rc,AB and εAB go to zero, the
interface tends toward the limit where the monolayers adjacent
to the interface are noninteracting free surfaces (sample VI).
It is also interesting to note that through visual inspection of
Fig. 2, the degree of softening at the interface in samples V and
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and each block contains 500 atoms. We performed several
simulations on a system 40% larger in all three dimensions,
and values of the interfacial conductance are within ±5% of
those obtained in simulations of the primary system.

The direct method10 for computing thermal conductance by
MD is used to study the thermal conductance at the interface.
One of the blocks is set as heat source and another as heat
sink, as illustrated in Fig. 2(a). Constant heat power is added
to the heat source and removed from the heat sink by scaling
velocities of the atoms in the heat source and heat sink regions
at every time step. The temperature profiles of the two blocks
are monitored to calculate the temperature drop at the interface
difference and hence the thermal conductance [see Fig. 2(b)].

Before the heat flux is imposed, the system is equilibrated
at constant pressure and has a temperature of 300 K for
100,000 MD steps (each step is 0.00333 τ , where τ is LJ
reduced-time unit). Then, the global thermostat is turned off,
the volume of the simulation cell is fixed, and the local heat
source and sink are applied. A steady state is established after
∼100,000 MD steps, and the temperatures of the blocks are
obtained by time averaging over ∼800,000 MD steps.

Interfacial conductance G is calculated from the following
equation:

G = P

2A"T
, (6)

where P is the heating power, A the cross-sectional area of
the interface, and "T is the temperature drop at the interfaces.
The factor of 2 results from the presence of two interfaces due
to use of periodic-boundary conditions. We report interfacial
conductance in units of ετ−1σ−2T ∗, where ε is reduced LJ
energy, τ reduced LJ time, σ reduced LJ length, and T ∗ the
reduced LJ temperature, as defined in the caption of Fig. 2(b).

III. RESULTS AND DISCUSSION

A. Effect of pressure on interface conductance

We first explore the effect of system pressure on interfacial
conductance. We consider both weak and strong interfaces.
For the weakly bonded interface we use εinterface = 1/30 ε1.
Calculated thermal conductance as a function of pressure in
this case is shown in Fig. 3 (open circles). As can be seen,
conductance increases approximately linearly with the applied
pressure and then gradually saturates. As we subsequently
show, the increase of the interfacial conductance is due to an
anharmonicity-related increase of the interfacial stiffness.

The interfacial stiffness is defined as the slope of the
normal-to-interface pressure versus interfacial-strain curve,
obtained as follows. In equilibrium simulations (without
heat sources and sinks), we monitor interfacial strain versus
pressure, as shown in Fig. 4(a). The strain is calculated
from the change in the separation of the two atomic planes
adjacent to the interface. In fact, as shown in Fig. 4(b),
the interfacial stiffness increases more or less linearly with
pressure, which demonstrates that the underlying reason for
the increasing interfacial conductance is the increase of the
interfacial stiffness.

The simulations described previously were performed with
the interfacial bonding much weaker than the bulk bonding. To
model a stronger interface we performed simulations where

FIG. 3. Interfacial conductance versus pressure for weak interface
(open circles) and strong interface (solid circles).

εinterface = ε1. The calculated conductance as a function of
pressure for this is shown in Fig. 3 (solid circles). For this
case interfacial conductance does not increase with pressure
as for the weak interface (see Fig. 3, open circles) but is
approximately constant and, in fact, decreases slightly with
pressure.

This decrease is puzzling considering that for this system
both interfacial modulus and modulus of materials 1 and 2

FIG. 4. (a) Pressure versus interfacial strain for the weak inter-
face. (b) Interfacial stiffness as a function of pressure.
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FIG. 1. Energy transmission coefficient as a function of normal-
ized interfacial bonding, k12/k11 for a chain model with m1 = 2m2
and k11 = k22 for a phonon with frequency ( = 0.532 (k/m1)1/2.

A calculation based on this model shows that the inter-
facial phonon-transmission coefficient for a typical phonon
representing those carrying the majority of the heat strongly
increases with increasing interfacial stiffness,4 as shown in
Fig. 1. Furthermore, the transmission coefficient saturates at
strong bonding at the value of 0.970, which is the same as
given by the prediction of the AMM. This result shows that the
interfacial conductance is strongly affected by the interfacial
bonding and only when the bonding is sufficiently strong
does the interfacial conductance reach values predicted by
AMM. Alternatively, one can tune interfacial conductance by
controlling interfacial bonding strength instead of controlling
bulk properties.

In the context of fully three-dimensional models, Prasher
and coworkers8 developed an analytical extension of the
AMM that includes the effects of weak interface bond-spring
constants; in this model an increase of the conductance is
observed with increasing bond stiffness and then saturation.
Similar observations were made for three-dimensional lattice
models by Young and Maris who studied the effect of
interfacial bonding and the phonon DOS on the interfacial
thermal conductance between two FCC lattices using lattice-
dynamics calculation.6

Motivated by the fact that interfacial bonding plays an
important role in interfacial transport, we use MD simulations
and model epitaxial interfaces to systematically investigate the
role of interfacial stiffness on the interfacial conductance. We
define here interfacial stiffness S as normal to the interface
elastic constant S = ∂Pzz/∂εzz, where Pzz is the normal to
interface stress and εzz is interfacial strain. MD simulations
can be easily adjusted by changing the strength of bonds across
the interface.6,9 However, we will also use pressure to tune
interfacial stiffness—this is motivated by the fact that such an
approach can be realized in experiment.

The remainder of this paper is organized as follows. In
the next section the model and the simulation methods are
described; in Sec. III simulation results are presented and
discussed. A summary and conclusion are presented in the
last section.

II. MODEL AND SIMULATION METHODOLOGY

Our simulation structure is composed of two crystalline-
cubic fcc blocks, as shown in Fig. 2(a). All interatomic
interactions are modeled with the 12-6 Lennard Jones (LJ)
potential:

E = 4ε

[(σ

r

)12
−

(σ

r

)6
]
, (5)

where ε is the depth of the potential well and σ is the distance
parameter. The LJ potential is used because it is simple, it sta-
bilizes fcc structure, and its anharmonicity allows the stiffness
of the interface to be tunable by pressure. LJ potential and a
similar interfacial model were used to study the anharmonic
effects in heat transfer from metal to nonmetal substrates by
Stoner and Maris.9 In our studies the same LJ parameters, ε1 =
ε2 = 1.0, σ 1 = σ 2 = 1.0 (in LJ units) are used for both blocks,
and consequently each block has the same number density.
Using ε for the interfacial interactions can be different from
the corresponding bulk value. In some simulations we will use
ε of the interface as an adjustable parameter to study the effect
of the interfacial bonding strength on the interfacial transport.
The ratio of atomic masses is 2:1 in all simulations.

Periodic boundary conditions are used in all three dimen-
sions, leading to two epitaxial interfaces in the simulation cell.
Each block of atoms is comprised of 5 × 5 × 5 cubic unit cells,

FIG. 2. (Color online) (a) Atomic structure of the simulation cell.
A constant power heat source is applied to all atoms in one block of
atoms and equal power heat sink is applied to all atoms in the other
block of atoms. (b) Steady-state temperature profile (in reduced LJ
unit T∗ = kBT/ε11). A temperature drop at the interfaces allows us
to determine interfacial thermal conductance.
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ABSTRACT: The modal contributions to interfacial heat flow
across Lennard-Jones based solid/solid, solid/liquid, and
solid/gas interfaces are predicted via molecular dynamics
simulations. It is found that the spectral contributions to the
total heat flux from the solid that comprises the interface are
highly dependent on the phase of the adjoining matter and the
interfacial bond driving the interaction between the solid and
the adjacent matter. For solid/solid interfaces, along with low
temperatures, weak cross-species interaction strength can
severely limit the conductance owing to the inhibition of
inelastic channels that otherwise facilitate heat flow across the interface via anharmonic interactions. The increase in the cross-
species interaction strength is shown to shift the modal contributions to higher frequencies, and most of the inelastic energy
exchange is due to the longitudinal vibrational coupling across the interface. For solid/liquid interfaces, the increase in the cross-
species interaction enhances the coupling of transverse vibrational frequencies in the interfacial solid region, which leads to an
increase in the total heat current across the interface. Our modal analysis suggests that very high frequency vibrations (with
frequencies greater than 80% of the maximum frequency in the bulk of the solid) have negligible contribution to heat flow across
solid/liquid interfaces, even for a strongly bonded interface. In the limit of weakly interacting solid/gas interfaces, the modes
coupling in the solid to the gas have signatures of reduced dimensionality, as evident by the surface-like density-of-states in the
solid. Increasing the interfacial interaction shows similar trends to the solid/liquid case up to the limit in which gas atoms adsorb
to the surface, enhancing the contribution of transverse phonons coupling at the solid interface. Our work elucidates general
similarities in the influence of interfacial bond strength to thermal boundary conductance across solid/solid, solid/liquid, and
solid/gas interfaces. In general, we find that the mode softening with a decrease in interfacial bond strength is more pronounced
in the longitudinal modes as compared to transverse modes, and we consistently observe a decrease in the transverse mode
contribution from the solid across the interface as the interfacial bond strength is decreased, regardless of the phase of matter on
the other side.

■ INTRODUCTION
Heat flow in modern nanoscale devices is mostly limited by the
high densities of interfaces rather than the materials comprising
the device.1,2 These interfaces can provide resistance to energy
carriers, which results in nanoscale temperature discontinuities
between the materials comprising the interfaces. The relation
between the temperature discontinuity, ΔT, and the impinging
heat flux, Q, at the interface quantifies the efficacy of energy
exchange across the interface, and is referred to as the thermal
boundary conductance (hK = Q/ΔT).3 Over the past few
decades, hK across interfaces comprising solid/solid materials
has attracted a considerable amount of interest both
experimentally and theoretically because of the wide variety
of physical phenomena associated with interfacial thermal
transport and also because of the various device driven
applications.1,2,4,5 Analytical expressions based on the phonon
gas model have been shown to reproduce the experimentally
measured hK across various crystalline solid/solid interfaces
reasonably well because of the periodicity of atoms in the solid
lattices on either side of the interface.3,6−9 However, the lack of

periodicity and the inability to define group velocities in
disordered phases such as in gaseous and liquid states render
the direct application of these predictive models invalid, which
has necessitated new predictive formalisms.10,11

The thermal interface coupling of heat carriers across solids
in contact with gases and liquids has recently garnered much
attention. For example, solid/liquid interfaces have been
studied for their importance in understanding various biological
and chemical processes,12,13 friction mitigation in hard disks,14

and evaporative cooling.15 Similarly, for solid/gas interfaces,
heat transfer has been shown to play a critical role in
understanding geothermal energy harvesting,16 heat pipe
engineering,17,18 low-grade waste heat recovery, and seawater
energy conversion.19−21 In this regard, prior works have
investigated the effects of interfacial structure and chemistry
along with effects of variations in temperature and pressure on
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considering inelastic channels and anharmonic phonon
processes that are activated due to the increase in temperature.
Where harmonic interactions limit the accumulation to reach
100% by the maximum frequency in Solid B, ωB,max,
anharmonic interactions open up channels for heat conduction,
thereby allowing modes with different frequencies to
interact.9,37,40,63−68 Even though in homogeneous crystals,
anharmonicity decreases thermal conductivity due to various
scattering mechanims, heat conduction across interfaces is
aided by anharmonicity as is suggested by the increase in the
spectrum of frequencies in Solid A that can carry heat across
the interface at higher temperatures.
In comparison to the strongly bonded case (with εA−B = εAr),

the weaker strength of cross-species interactions lead to a shift
from midfrequency phonons dominating heat flow to lower
frequencies contributing the most to the heat flux from Solid A
to Solid B, as shown by the gradual shift to lower frequencies
with decreasing interaction strengths across the interface. Also,
in contrast to the strongly bonded case at 30 K, inelastic
channels are inhibited for the weakest interaction as is evident
from the negligible contribution of phonon frequencies higher
than the cutoff frequency of Solid B to the total heat flux. This
is further quantified by the temperature dependencies of hK
across the Solid A/Solid B interface for the various εA−B
investigated (see Figure 2c). The increase in hK with
temperature gradually becomes less pronounced as the strength
of interaction across the interface is reduced. Furthermore, the
hK values converge at low temperatures for all the interaction
strengths. This suggests that anharmonic phonon scattering
processes that increase hK with temperature for the strongly
bonded case are inhibited for the weakly bonded case and this
inhibition is less pronounced at lower temperatures where
inelastic interactions are limited, in line with the calculations of
modal contributions shown in Figure 2b and consistent with
our previous work.69

Figure 3 separates the contribution from longitudinal and
transverse modes on hK across the Solid A/Solid B interfaces.
Even though the absolute contributions from both the
transverse and longitudinal modes decrease with decreasing
cross-species interaction strength, about 60% of hK is due to the
transverse modes for all cases; note, the relative contribution of
the transverse modes decreases very slightly as the cross-species
interaction strength is lowered. As is expected, the transverse
modes have negligible influence on the total hK beyond ∼1.2
THz for all interaction strengths, whereas, the entire spectrum
of modes in Solid A for the longitudinal modes can contribute
to the total heat flux for the strongly bonded case. This suggests

that most of the inelastic contributions for the flux impinging
into Solid B from Solid A (that are beyond the cutoff frequency
of Solid B) are due to longitudinal modes in Solid A. Taken
together, these analyses suggest that at solid/solid interfaces, a
strong bond will increase the inelastic phonon scattering
channels of the longitudinal phonons, which will not only
increase hK, but also increase its temperature dependence.
Similar to the solid/solid interfaces, the effect of cross-species

interaction on the spectral contributions to hK across solid/
liquid interfaces with εsl = 51.7 and 10.3 meV are shown in
Figure 4 panels a and b, respectively. The inset of Figure 4b

shows the predicted thermal boundary conductances for the
range of cross-species interactions studied for the solid/liquid
systems. The decreasing trend in the value of total hK with
lower cross-species interaction strength is in line with prior
works that have considered the influence of solid/liquid bond
strength on hK.

22,24,25 It is interesting to note that for εsl > εll, hK
is proportional to εsl, whereas, for εsl ≤ εll, hK decreases
exponentially. These results are in line with the conclusions
reported in ref 22, in which NEMD simulations revealed two
distinct regimes of thermal transport for “wetting” and
“nonwetting” liquids. We note that we have performed
additional simulations at 300 K for interfaces with the extreme
cross-species interaction strengths (εsl = 51.7 and 2 meV),

Figure 3. Modal contributions at Solid A to the total thermal boundary conductance at 30 K temperature for (a) εA−B = 10.3 meV, (b) εA−B = 8.4
meV, (c) εA−B = 4.5 meV and (d) εA−B = 2.6 meV. The contributions due to transverse modes are calculated to be ∼60% for the interface with the
strongest interaction strength and ∼58% for the interface with the weakest interaction strength.

Figure 4. Accumulation of thermal boundary conductance across the
solid/liquid interfaces for (a) εsl = 51.7 meV and (b) for εsl = 10.3
meV. The increase in the interaction strength is shown to increase the
contribution from higher frequency phonons. (inset) Thermal
boundary conductance as a function of solid−liquid interaction
strength.
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considering inelastic channels and anharmonic phonon
processes that are activated due to the increase in temperature.
Where harmonic interactions limit the accumulation to reach
100% by the maximum frequency in Solid B, ωB,max,
anharmonic interactions open up channels for heat conduction,
thereby allowing modes with different frequencies to
interact.9,37,40,63−68 Even though in homogeneous crystals,
anharmonicity decreases thermal conductivity due to various
scattering mechanims, heat conduction across interfaces is
aided by anharmonicity as is suggested by the increase in the
spectrum of frequencies in Solid A that can carry heat across
the interface at higher temperatures.
In comparison to the strongly bonded case (with εA−B = εAr),

the weaker strength of cross-species interactions lead to a shift
from midfrequency phonons dominating heat flow to lower
frequencies contributing the most to the heat flux from Solid A
to Solid B, as shown by the gradual shift to lower frequencies
with decreasing interaction strengths across the interface. Also,
in contrast to the strongly bonded case at 30 K, inelastic
channels are inhibited for the weakest interaction as is evident
from the negligible contribution of phonon frequencies higher
than the cutoff frequency of Solid B to the total heat flux. This
is further quantified by the temperature dependencies of hK
across the Solid A/Solid B interface for the various εA−B
investigated (see Figure 2c). The increase in hK with
temperature gradually becomes less pronounced as the strength
of interaction across the interface is reduced. Furthermore, the
hK values converge at low temperatures for all the interaction
strengths. This suggests that anharmonic phonon scattering
processes that increase hK with temperature for the strongly
bonded case are inhibited for the weakly bonded case and this
inhibition is less pronounced at lower temperatures where
inelastic interactions are limited, in line with the calculations of
modal contributions shown in Figure 2b and consistent with
our previous work.69

Figure 3 separates the contribution from longitudinal and
transverse modes on hK across the Solid A/Solid B interfaces.
Even though the absolute contributions from both the
transverse and longitudinal modes decrease with decreasing
cross-species interaction strength, about 60% of hK is due to the
transverse modes for all cases; note, the relative contribution of
the transverse modes decreases very slightly as the cross-species
interaction strength is lowered. As is expected, the transverse
modes have negligible influence on the total hK beyond ∼1.2
THz for all interaction strengths, whereas, the entire spectrum
of modes in Solid A for the longitudinal modes can contribute
to the total heat flux for the strongly bonded case. This suggests

that most of the inelastic contributions for the flux impinging
into Solid B from Solid A (that are beyond the cutoff frequency
of Solid B) are due to longitudinal modes in Solid A. Taken
together, these analyses suggest that at solid/solid interfaces, a
strong bond will increase the inelastic phonon scattering
channels of the longitudinal phonons, which will not only
increase hK, but also increase its temperature dependence.
Similar to the solid/solid interfaces, the effect of cross-species

interaction on the spectral contributions to hK across solid/
liquid interfaces with εsl = 51.7 and 10.3 meV are shown in
Figure 4 panels a and b, respectively. The inset of Figure 4b

shows the predicted thermal boundary conductances for the
range of cross-species interactions studied for the solid/liquid
systems. The decreasing trend in the value of total hK with
lower cross-species interaction strength is in line with prior
works that have considered the influence of solid/liquid bond
strength on hK.

22,24,25 It is interesting to note that for εsl > εll, hK
is proportional to εsl, whereas, for εsl ≤ εll, hK decreases
exponentially. These results are in line with the conclusions
reported in ref 22, in which NEMD simulations revealed two
distinct regimes of thermal transport for “wetting” and
“nonwetting” liquids. We note that we have performed
additional simulations at 300 K for interfaces with the extreme
cross-species interaction strengths (εsl = 51.7 and 2 meV),

Figure 3. Modal contributions at Solid A to the total thermal boundary conductance at 30 K temperature for (a) εA−B = 10.3 meV, (b) εA−B = 8.4
meV, (c) εA−B = 4.5 meV and (d) εA−B = 2.6 meV. The contributions due to transverse modes are calculated to be ∼60% for the interface with the
strongest interaction strength and ∼58% for the interface with the weakest interaction strength.

Figure 4. Accumulation of thermal boundary conductance across the
solid/liquid interfaces for (a) εsl = 51.7 meV and (b) for εsl = 10.3
meV. The increase in the interaction strength is shown to increase the
contribution from higher frequency phonons. (inset) Thermal
boundary conductance as a function of solid−liquid interaction
strength.
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Figure 1 | Interfacial thermal response to molecular functionalization.
a, Thermoreflectance profiles and the best-fit thermal model for Cu/SiO2

interfaces with, and without, a CH3- or a SH-terminated NML. The inset
shows a schematic illustration of the thermoreflectance measurement
geometry. b, Thermal conductance of metal/dielectric interfaces with or
without functionalization, plotted as a function of the interfacial toughness,
which is an indirect measure of bond strength. The error bars reflect the
statistical uncertainty with 95% confidence.

Thermal decay profiles for Cu/SiO2 interfaces with, and without,
nanomolecular functionalization chemistries (Fig. 1) indicate that
interfacial thermal conductance can be manipulated by altering
the terminal moieties of the NML. The best-fit thermal model
indicates a thermal conductance G

NoNML
int = 90± 15MWm�2 K�1

for pristine Cu/SiO2 interfaces. Interfaces with the CH3-
terminated NML exhibit a more than twofold higher conductance,
G

CH3
int = 260±20MWm�2 K�1. Interfaces with the SH-terminated

NML show a more than fourfold higher conductance. The average
G

SH-NML
int = 430MWm�2 K�1, with a 95% confidence interval of

360–660MWm�2 K�1. The larger and asymmetric uncertainties
for higher Gint are due to the low thermal conductivity of the
SiO2 substrate, which limits our ability to resolve large values of
Gint (see Methods).

Our studies show that Gint scales directly with �int (Fig. 1b),
which is a measure of the interfacial bond strength15. We obtain the

highest Gint when both the NML/Cu and the NML/SiO2 junctions
are strong, as in the case of the SH-terminated organosilane NML
with strong Cu–S bonding and Si–O–Si linkages to SiO2 (ref. 14).
A 25% weakening of the Cu/NML interface, by replacing the
SH-terminated NML with a CH3-terminated NML, decreases Gint
but maintains a significant enhancement over the unfunctionalized
interface. We note that other factors such as molecular length and
preparation procedure are identical for both NMLs. Gint is the
lowest when no NML is used, that is, when the adhesion is very
poor. These results indicate that the strength of the NML bonds
to both the inorganic solids is key to enhancing the interfacial
thermal conductance.

Our experiments on Au/TiO2 interfaces modified with a SH-
terminated phosphonate NML, and on Au/graphene oxide/SiO2
interfaces, yield similar Gint–�int correlations, indicating that the
observed trends are not limited to a specific materials system
or nanomolecular layer chemistry. In particular, we find that
Au/NML/TiO2 structures exhibitGint =130MWm�2 K�1, which is
more than threefold higher than Gint = 40MWm�2 K�1 measured
for unmodified Au/TiO2 interfaces. Weakening the Au/SiO2
interface to �int = 0.8 Jm�2 using a multilayer graphene oxide film
lowers Gint to 30MWm�2 K�1, a value consistent with a previous
report16. These results indicate thatmetal/ceramic interface thermal
conductance can be varied by as much as an order of magnitude
(for example, 30–430MWm�2 K�1) by manipulating interfacial
bonding with appropriate nanomolecular layers.

Our interpretation of the experimental results is strongly
supported by the cross-plane interfacial thermal conductance in
model Cu–NML–SiO2 structures, determined from temperature
profiles obtained at steady-state heat flux by molecular dynamics
simulations. This approach is identical to thermal relaxation
simulations that mimic pulsed heating17. In our model, a SH-
terminated NML was sandwiched between a Cu(100) crystal and
an amorphous SiO2 slab, with the mercaptan tail bonded to the
inner Cu surface and the silane head forming Si–O–Si bridges with
SiO2. Temperature profiles for the Cu/NML/SiO2 structure and
the structure without an NML (Fig. 2) show the same interface
temperature drop when the thermal flux in the former is threefold
higher. The use of a higher flux was necessary to maintain a clearly
measurable temperature drop across the NML-tailored interface for
determination ofGint (see Methods).

Our simulations capture the experimentally observed trend of
increasing Gint with increasing interfacial adhesion, despite the
creation of two new interfaces, namely, Cu/NML and NML/SiO2.
The increase in the simulated Gint ⇠ 170MWm�2 K�1 for the
pristine Cu/SiO2 interface to 440MWm�2 K�1 for the Cu/SH-
NML/SiO2 interface is in agreement with the experimental trend.
We attribute the differences in theoretical and experimental
Gint values, especially for the pristine interface, to experimental
uncertainties and assumptions in our simulations. For example,
we do not account for our simulations overestimating the
metal Debye temperature by ⇠15%, and alterations in the
bond interaction parameters due to water-induced weakening15.
Although theoretical estimates18 indicate that phonon transport
dominates over electron–phonon coupling in the metal or in the
NML itself, the latter is a source of uncertainty in molecular
dynamics simulations, which consider only phonon transport.

To obtain insights into the interfacial bond strength–thermal
conductance (�int–Gint) nexus, we varied the strength of interfacial
interaction parameters in our simulations (Fig. 3a). The bond
strengths are presented on a relative scale, with 1.0 reflecting the
best-known values in each case, determined from the polymer-
consistent force field19 (PCFF) for the Cu/SiO2 interface or by
fitting to GAUSSIAN calculations for the Cu/NML/SiO2 inter-
face. For pristine Cu/SiO2 interfaces, the simulated Gint linearly
increases with interfacial bond strength. In contrast, the Gint for
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Figure 4 | Tuning interfacial thermal conductance. Plot of interfacial
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data fitting (see Supplementary Information for details).

transfer-printing/TDTR set-up can accurately probe the thermal
conductance across a molecular interface. Our measurements
for G also show good agreement with previous reports of
thermal transport across SAM interfaces10,24–26. Particularly striking
is the similarity between G measured for Au/SH–C11–Si⌘Qz
(Gavg = 65MWm�2 K�1) and the recent calculations by Keblinski
and colleagues for a Au/SAM/Si interface with strong bonding at
both SAM end-groups (G=60MWm�2 K�1; ref. 10).

To further explore the importance of a single bonding layer
on heat transfer, we investigate the thermal transport across
Au/SAM/Qz interfaces using other !-end-group and ↵-attachment
chemistries but having the same methylene chain length (Fig. 3b).
Approximate boundary lines are drawn representing van der
Waals (36MWm�2 K�1) and covalent (65MWm�2 K�1) bond-
ing in our system based on the average measurements for the
Au/CH3–C11–Si⌘Qz and Au/SH–C11–Si⌘Qz structures respec-
tively. Surprisingly, G for the amine-terminated surface is roughly
equivalent to the methyl-terminated surface. Although charged
quaternary amines bind strongly to Au, particularly when used as
stabilizing ligands for Au nanoparticles27, the primary amine-Au
binding energy in the dry, uncharged state is calculated to be
only ⇠0.25 eV (ref. 28), about 5⇥ less than the Au–S bond
energy (⇠1.4 eV; ref. 19). The low surface roughness of the
gold may also contribute to weaker binding, as amines are be-
lieved to bond more strongly to under-coordinated Au adatom
defects29. Bromine-terminated surfaces give a higher interfacial
thermal conductance (Gavg = 47MWm�2 K�1) than a van der
Waals interaction. We offer two possible explanations: (1) the
high electron-density from the three sets of lone-pair electrons
generates a stronger van der Waals interaction at this interface or
(2) the heavier bromine moiety has a better vibrational match to
the heat-conducting phonons in gold, permitting more effective
coupling. Dodecyl SAMs formed using a dimethylmonochlorosi-
lane attachment chemistry are found to have a thermal con-
ductance that is effectively lower than the van der Waals limit.
However, experimental characterization of these SAMs reveals a
lower surface coverage than the tri-functional silanes. Thus, the
reduction in G is believed to be a consequence of having a lower
density monolayer30.

Finally, we demonstrate the ability to directly tune the interfacial
thermal conductance. In this experiment, the Au/SAM/Qz struc-
tures are formed using mixed monolayers of SH–C11–Si⌘ and
CH3–C11–Si⌘. (See Supplementary Fig. S5 for X-ray photoelec-
tron spectroscopy analysis.) Measurements of G for these mixed
monolayers are shown in Fig. 4. Apparent in this figure is a
monotonic increase inGwith increased SH–C11–Si⌘ concentration
up to 75% SH–C11–Si⌘. This result implies that as the number
of covalent (Au–thiol) attachment sites increases, phonons couple
more strongly across the interface. A plateau in G is reached for
a concentration of 75% SH–C11–Si⌘. This plateau effect with
interfacial bond strength is consistent with MD simulations made
for silicon/polyethylene interfaces12 and water/SAM interfaces11.
Mechanistically, at some critical bond strength, the ‘spring constant’
between the twomaterials becomes stiff enough to effectively couple
all relevant heat-carrying phonon frequencies across the interface.
At this point, other factors, such as acoustic mismatch, differences
in the phonon density of states, or interfacial roughness limit heat
transport across the interface.

In summary, we have experimentally shown that the strength
of a single bonding layer directly controls phonon heat transport
across an interface. Although transitioning from van der Waals to
covalent bonding increases G by ⇠80% for Au/Qz interfaces, it is
possible that much greater contrast could be achieved in systems
that havemore similarity in their vibrational properties (refs 12,13).
More importantly, this experimental systemprovides a simple route
to probing vibrational transport phenomena across interfaces. We
expect future experiments using similar techniques combined with
theoretical calculations will lead to a clearer fundamental descrip-
tion of interfacial thermal conductance and reveal new opportuni-
ties for engineering heat transport in nanostructured systems.

Methods
Detailed descriptions of SAM deposition and characterization, transfer printing
procedures, TDTR measurements, picosecond acoustic measurements,
laser spallation measurements and data analysis are provided in the
Supplementary Information.
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Figure 1 | Interfacial thermal response to molecular functionalization.
a, Thermoreflectance profiles and the best-fit thermal model for Cu/SiO2

interfaces with, and without, a CH3- or a SH-terminated NML. The inset
shows a schematic illustration of the thermoreflectance measurement
geometry. b, Thermal conductance of metal/dielectric interfaces with or
without functionalization, plotted as a function of the interfacial toughness,
which is an indirect measure of bond strength. The error bars reflect the
statistical uncertainty with 95% confidence.

Thermal decay profiles for Cu/SiO2 interfaces with, and without,
nanomolecular functionalization chemistries (Fig. 1) indicate that
interfacial thermal conductance can be manipulated by altering
the terminal moieties of the NML. The best-fit thermal model
indicates a thermal conductance G

NoNML
int = 90± 15MWm�2 K�1

for pristine Cu/SiO2 interfaces. Interfaces with the CH3-
terminated NML exhibit a more than twofold higher conductance,
G

CH3
int = 260±20MWm�2 K�1. Interfaces with the SH-terminated

NML show a more than fourfold higher conductance. The average
G

SH-NML
int = 430MWm�2 K�1, with a 95% confidence interval of

360–660MWm�2 K�1. The larger and asymmetric uncertainties
for higher Gint are due to the low thermal conductivity of the
SiO2 substrate, which limits our ability to resolve large values of
Gint (see Methods).

Our studies show that Gint scales directly with �int (Fig. 1b),
which is a measure of the interfacial bond strength15. We obtain the

highest Gint when both the NML/Cu and the NML/SiO2 junctions
are strong, as in the case of the SH-terminated organosilane NML
with strong Cu–S bonding and Si–O–Si linkages to SiO2 (ref. 14).
A 25% weakening of the Cu/NML interface, by replacing the
SH-terminated NML with a CH3-terminated NML, decreases Gint
but maintains a significant enhancement over the unfunctionalized
interface. We note that other factors such as molecular length and
preparation procedure are identical for both NMLs. Gint is the
lowest when no NML is used, that is, when the adhesion is very
poor. These results indicate that the strength of the NML bonds
to both the inorganic solids is key to enhancing the interfacial
thermal conductance.

Our experiments on Au/TiO2 interfaces modified with a SH-
terminated phosphonate NML, and on Au/graphene oxide/SiO2
interfaces, yield similar Gint–�int correlations, indicating that the
observed trends are not limited to a specific materials system
or nanomolecular layer chemistry. In particular, we find that
Au/NML/TiO2 structures exhibitGint =130MWm�2 K�1, which is
more than threefold higher than Gint = 40MWm�2 K�1 measured
for unmodified Au/TiO2 interfaces. Weakening the Au/SiO2
interface to �int = 0.8 Jm�2 using a multilayer graphene oxide film
lowers Gint to 30MWm�2 K�1, a value consistent with a previous
report16. These results indicate thatmetal/ceramic interface thermal
conductance can be varied by as much as an order of magnitude
(for example, 30–430MWm�2 K�1) by manipulating interfacial
bonding with appropriate nanomolecular layers.

Our interpretation of the experimental results is strongly
supported by the cross-plane interfacial thermal conductance in
model Cu–NML–SiO2 structures, determined from temperature
profiles obtained at steady-state heat flux by molecular dynamics
simulations. This approach is identical to thermal relaxation
simulations that mimic pulsed heating17. In our model, a SH-
terminated NML was sandwiched between a Cu(100) crystal and
an amorphous SiO2 slab, with the mercaptan tail bonded to the
inner Cu surface and the silane head forming Si–O–Si bridges with
SiO2. Temperature profiles for the Cu/NML/SiO2 structure and
the structure without an NML (Fig. 2) show the same interface
temperature drop when the thermal flux in the former is threefold
higher. The use of a higher flux was necessary to maintain a clearly
measurable temperature drop across the NML-tailored interface for
determination ofGint (see Methods).

Our simulations capture the experimentally observed trend of
increasing Gint with increasing interfacial adhesion, despite the
creation of two new interfaces, namely, Cu/NML and NML/SiO2.
The increase in the simulated Gint ⇠ 170MWm�2 K�1 for the
pristine Cu/SiO2 interface to 440MWm�2 K�1 for the Cu/SH-
NML/SiO2 interface is in agreement with the experimental trend.
We attribute the differences in theoretical and experimental
Gint values, especially for the pristine interface, to experimental
uncertainties and assumptions in our simulations. For example,
we do not account for our simulations overestimating the
metal Debye temperature by ⇠15%, and alterations in the
bond interaction parameters due to water-induced weakening15.
Although theoretical estimates18 indicate that phonon transport
dominates over electron–phonon coupling in the metal or in the
NML itself, the latter is a source of uncertainty in molecular
dynamics simulations, which consider only phonon transport.

To obtain insights into the interfacial bond strength–thermal
conductance (�int–Gint) nexus, we varied the strength of interfacial
interaction parameters in our simulations (Fig. 3a). The bond
strengths are presented on a relative scale, with 1.0 reflecting the
best-known values in each case, determined from the polymer-
consistent force field19 (PCFF) for the Cu/SiO2 interface or by
fitting to GAUSSIAN calculations for the Cu/NML/SiO2 inter-
face. For pristine Cu/SiO2 interfaces, the simulated Gint linearly
increases with interfacial bond strength. In contrast, the Gint for
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Figure 1 | Interfacial thermal response to molecular functionalization.
a, Thermoreflectance profiles and the best-fit thermal model for Cu/SiO2

interfaces with, and without, a CH3- or a SH-terminated NML. The inset
shows a schematic illustration of the thermoreflectance measurement
geometry. b, Thermal conductance of metal/dielectric interfaces with or
without functionalization, plotted as a function of the interfacial toughness,
which is an indirect measure of bond strength. The error bars reflect the
statistical uncertainty with 95% confidence.

Thermal decay profiles for Cu/SiO2 interfaces with, and without,
nanomolecular functionalization chemistries (Fig. 1) indicate that
interfacial thermal conductance can be manipulated by altering
the terminal moieties of the NML. The best-fit thermal model
indicates a thermal conductance G

NoNML
int = 90± 15MWm�2 K�1

for pristine Cu/SiO2 interfaces. Interfaces with the CH3-
terminated NML exhibit a more than twofold higher conductance,
G

CH3
int = 260±20MWm�2 K�1. Interfaces with the SH-terminated

NML show a more than fourfold higher conductance. The average
G

SH-NML
int = 430MWm�2 K�1, with a 95% confidence interval of

360–660MWm�2 K�1. The larger and asymmetric uncertainties
for higher Gint are due to the low thermal conductivity of the
SiO2 substrate, which limits our ability to resolve large values of
Gint (see Methods).

Our studies show that Gint scales directly with �int (Fig. 1b),
which is a measure of the interfacial bond strength15. We obtain the

highest Gint when both the NML/Cu and the NML/SiO2 junctions
are strong, as in the case of the SH-terminated organosilane NML
with strong Cu–S bonding and Si–O–Si linkages to SiO2 (ref. 14).
A 25% weakening of the Cu/NML interface, by replacing the
SH-terminated NML with a CH3-terminated NML, decreases Gint
but maintains a significant enhancement over the unfunctionalized
interface. We note that other factors such as molecular length and
preparation procedure are identical for both NMLs. Gint is the
lowest when no NML is used, that is, when the adhesion is very
poor. These results indicate that the strength of the NML bonds
to both the inorganic solids is key to enhancing the interfacial
thermal conductance.

Our experiments on Au/TiO2 interfaces modified with a SH-
terminated phosphonate NML, and on Au/graphene oxide/SiO2
interfaces, yield similar Gint–�int correlations, indicating that the
observed trends are not limited to a specific materials system
or nanomolecular layer chemistry. In particular, we find that
Au/NML/TiO2 structures exhibitGint =130MWm�2 K�1, which is
more than threefold higher than Gint = 40MWm�2 K�1 measured
for unmodified Au/TiO2 interfaces. Weakening the Au/SiO2
interface to �int = 0.8 Jm�2 using a multilayer graphene oxide film
lowers Gint to 30MWm�2 K�1, a value consistent with a previous
report16. These results indicate thatmetal/ceramic interface thermal
conductance can be varied by as much as an order of magnitude
(for example, 30–430MWm�2 K�1) by manipulating interfacial
bonding with appropriate nanomolecular layers.

Our interpretation of the experimental results is strongly
supported by the cross-plane interfacial thermal conductance in
model Cu–NML–SiO2 structures, determined from temperature
profiles obtained at steady-state heat flux by molecular dynamics
simulations. This approach is identical to thermal relaxation
simulations that mimic pulsed heating17. In our model, a SH-
terminated NML was sandwiched between a Cu(100) crystal and
an amorphous SiO2 slab, with the mercaptan tail bonded to the
inner Cu surface and the silane head forming Si–O–Si bridges with
SiO2. Temperature profiles for the Cu/NML/SiO2 structure and
the structure without an NML (Fig. 2) show the same interface
temperature drop when the thermal flux in the former is threefold
higher. The use of a higher flux was necessary to maintain a clearly
measurable temperature drop across the NML-tailored interface for
determination ofGint (see Methods).

Our simulations capture the experimentally observed trend of
increasing Gint with increasing interfacial adhesion, despite the
creation of two new interfaces, namely, Cu/NML and NML/SiO2.
The increase in the simulated Gint ⇠ 170MWm�2 K�1 for the
pristine Cu/SiO2 interface to 440MWm�2 K�1 for the Cu/SH-
NML/SiO2 interface is in agreement with the experimental trend.
We attribute the differences in theoretical and experimental
Gint values, especially for the pristine interface, to experimental
uncertainties and assumptions in our simulations. For example,
we do not account for our simulations overestimating the
metal Debye temperature by ⇠15%, and alterations in the
bond interaction parameters due to water-induced weakening15.
Although theoretical estimates18 indicate that phonon transport
dominates over electron–phonon coupling in the metal or in the
NML itself, the latter is a source of uncertainty in molecular
dynamics simulations, which consider only phonon transport.

To obtain insights into the interfacial bond strength–thermal
conductance (�int–Gint) nexus, we varied the strength of interfacial
interaction parameters in our simulations (Fig. 3a). The bond
strengths are presented on a relative scale, with 1.0 reflecting the
best-known values in each case, determined from the polymer-
consistent force field19 (PCFF) for the Cu/SiO2 interface or by
fitting to GAUSSIAN calculations for the Cu/NML/SiO2 inter-
face. For pristine Cu/SiO2 interfaces, the simulated Gint linearly
increases with interfacial bond strength. In contrast, the Gint for
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transfer-printing/TDTR set-up can accurately probe the thermal
conductance across a molecular interface. Our measurements
for G also show good agreement with previous reports of
thermal transport across SAM interfaces10,24–26. Particularly striking
is the similarity between G measured for Au/SH–C11–Si⌘Qz
(Gavg = 65MWm�2 K�1) and the recent calculations by Keblinski
and colleagues for a Au/SAM/Si interface with strong bonding at
both SAM end-groups (G=60MWm�2 K�1; ref. 10).

To further explore the importance of a single bonding layer
on heat transfer, we investigate the thermal transport across
Au/SAM/Qz interfaces using other !-end-group and ↵-attachment
chemistries but having the same methylene chain length (Fig. 3b).
Approximate boundary lines are drawn representing van der
Waals (36MWm�2 K�1) and covalent (65MWm�2 K�1) bond-
ing in our system based on the average measurements for the
Au/CH3–C11–Si⌘Qz and Au/SH–C11–Si⌘Qz structures respec-
tively. Surprisingly, G for the amine-terminated surface is roughly
equivalent to the methyl-terminated surface. Although charged
quaternary amines bind strongly to Au, particularly when used as
stabilizing ligands for Au nanoparticles27, the primary amine-Au
binding energy in the dry, uncharged state is calculated to be
only ⇠0.25 eV (ref. 28), about 5⇥ less than the Au–S bond
energy (⇠1.4 eV; ref. 19). The low surface roughness of the
gold may also contribute to weaker binding, as amines are be-
lieved to bond more strongly to under-coordinated Au adatom
defects29. Bromine-terminated surfaces give a higher interfacial
thermal conductance (Gavg = 47MWm�2 K�1) than a van der
Waals interaction. We offer two possible explanations: (1) the
high electron-density from the three sets of lone-pair electrons
generates a stronger van der Waals interaction at this interface or
(2) the heavier bromine moiety has a better vibrational match to
the heat-conducting phonons in gold, permitting more effective
coupling. Dodecyl SAMs formed using a dimethylmonochlorosi-
lane attachment chemistry are found to have a thermal con-
ductance that is effectively lower than the van der Waals limit.
However, experimental characterization of these SAMs reveals a
lower surface coverage than the tri-functional silanes. Thus, the
reduction in G is believed to be a consequence of having a lower
density monolayer30.

Finally, we demonstrate the ability to directly tune the interfacial
thermal conductance. In this experiment, the Au/SAM/Qz struc-
tures are formed using mixed monolayers of SH–C11–Si⌘ and
CH3–C11–Si⌘. (See Supplementary Fig. S5 for X-ray photoelec-
tron spectroscopy analysis.) Measurements of G for these mixed
monolayers are shown in Fig. 4. Apparent in this figure is a
monotonic increase inGwith increased SH–C11–Si⌘ concentration
up to 75% SH–C11–Si⌘. This result implies that as the number
of covalent (Au–thiol) attachment sites increases, phonons couple
more strongly across the interface. A plateau in G is reached for
a concentration of 75% SH–C11–Si⌘. This plateau effect with
interfacial bond strength is consistent with MD simulations made
for silicon/polyethylene interfaces12 and water/SAM interfaces11.
Mechanistically, at some critical bond strength, the ‘spring constant’
between the twomaterials becomes stiff enough to effectively couple
all relevant heat-carrying phonon frequencies across the interface.
At this point, other factors, such as acoustic mismatch, differences
in the phonon density of states, or interfacial roughness limit heat
transport across the interface.

In summary, we have experimentally shown that the strength
of a single bonding layer directly controls phonon heat transport
across an interface. Although transitioning from van der Waals to
covalent bonding increases G by ⇠80% for Au/Qz interfaces, it is
possible that much greater contrast could be achieved in systems
that havemore similarity in their vibrational properties (refs 12,13).
More importantly, this experimental systemprovides a simple route
to probing vibrational transport phenomena across interfaces. We
expect future experiments using similar techniques combined with
theoretical calculations will lead to a clearer fundamental descrip-
tion of interfacial thermal conductance and reveal new opportuni-
ties for engineering heat transport in nanostructured systems.

Methods
Detailed descriptions of SAM deposition and characterization, transfer printing
procedures, TDTR measurements, picosecond acoustic measurements,
laser spallation measurements and data analysis are provided in the
Supplementary Information.
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Figure 1 | Interfacial thermal response to molecular functionalization.
a, Thermoreflectance profiles and the best-fit thermal model for Cu/SiO2

interfaces with, and without, a CH3- or a SH-terminated NML. The inset
shows a schematic illustration of the thermoreflectance measurement
geometry. b, Thermal conductance of metal/dielectric interfaces with or
without functionalization, plotted as a function of the interfacial toughness,
which is an indirect measure of bond strength. The error bars reflect the
statistical uncertainty with 95% confidence.

Thermal decay profiles for Cu/SiO2 interfaces with, and without,
nanomolecular functionalization chemistries (Fig. 1) indicate that
interfacial thermal conductance can be manipulated by altering
the terminal moieties of the NML. The best-fit thermal model
indicates a thermal conductance G

NoNML
int = 90± 15MWm�2 K�1

for pristine Cu/SiO2 interfaces. Interfaces with the CH3-
terminated NML exhibit a more than twofold higher conductance,
G

CH3
int = 260±20MWm�2 K�1. Interfaces with the SH-terminated

NML show a more than fourfold higher conductance. The average
G

SH-NML
int = 430MWm�2 K�1, with a 95% confidence interval of

360–660MWm�2 K�1. The larger and asymmetric uncertainties
for higher Gint are due to the low thermal conductivity of the
SiO2 substrate, which limits our ability to resolve large values of
Gint (see Methods).

Our studies show that Gint scales directly with �int (Fig. 1b),
which is a measure of the interfacial bond strength15. We obtain the

highest Gint when both the NML/Cu and the NML/SiO2 junctions
are strong, as in the case of the SH-terminated organosilane NML
with strong Cu–S bonding and Si–O–Si linkages to SiO2 (ref. 14).
A 25% weakening of the Cu/NML interface, by replacing the
SH-terminated NML with a CH3-terminated NML, decreases Gint
but maintains a significant enhancement over the unfunctionalized
interface. We note that other factors such as molecular length and
preparation procedure are identical for both NMLs. Gint is the
lowest when no NML is used, that is, when the adhesion is very
poor. These results indicate that the strength of the NML bonds
to both the inorganic solids is key to enhancing the interfacial
thermal conductance.

Our experiments on Au/TiO2 interfaces modified with a SH-
terminated phosphonate NML, and on Au/graphene oxide/SiO2
interfaces, yield similar Gint–�int correlations, indicating that the
observed trends are not limited to a specific materials system
or nanomolecular layer chemistry. In particular, we find that
Au/NML/TiO2 structures exhibitGint =130MWm�2 K�1, which is
more than threefold higher than Gint = 40MWm�2 K�1 measured
for unmodified Au/TiO2 interfaces. Weakening the Au/SiO2
interface to �int = 0.8 Jm�2 using a multilayer graphene oxide film
lowers Gint to 30MWm�2 K�1, a value consistent with a previous
report16. These results indicate thatmetal/ceramic interface thermal
conductance can be varied by as much as an order of magnitude
(for example, 30–430MWm�2 K�1) by manipulating interfacial
bonding with appropriate nanomolecular layers.

Our interpretation of the experimental results is strongly
supported by the cross-plane interfacial thermal conductance in
model Cu–NML–SiO2 structures, determined from temperature
profiles obtained at steady-state heat flux by molecular dynamics
simulations. This approach is identical to thermal relaxation
simulations that mimic pulsed heating17. In our model, a SH-
terminated NML was sandwiched between a Cu(100) crystal and
an amorphous SiO2 slab, with the mercaptan tail bonded to the
inner Cu surface and the silane head forming Si–O–Si bridges with
SiO2. Temperature profiles for the Cu/NML/SiO2 structure and
the structure without an NML (Fig. 2) show the same interface
temperature drop when the thermal flux in the former is threefold
higher. The use of a higher flux was necessary to maintain a clearly
measurable temperature drop across the NML-tailored interface for
determination ofGint (see Methods).

Our simulations capture the experimentally observed trend of
increasing Gint with increasing interfacial adhesion, despite the
creation of two new interfaces, namely, Cu/NML and NML/SiO2.
The increase in the simulated Gint ⇠ 170MWm�2 K�1 for the
pristine Cu/SiO2 interface to 440MWm�2 K�1 for the Cu/SH-
NML/SiO2 interface is in agreement with the experimental trend.
We attribute the differences in theoretical and experimental
Gint values, especially for the pristine interface, to experimental
uncertainties and assumptions in our simulations. For example,
we do not account for our simulations overestimating the
metal Debye temperature by ⇠15%, and alterations in the
bond interaction parameters due to water-induced weakening15.
Although theoretical estimates18 indicate that phonon transport
dominates over electron–phonon coupling in the metal or in the
NML itself, the latter is a source of uncertainty in molecular
dynamics simulations, which consider only phonon transport.

To obtain insights into the interfacial bond strength–thermal
conductance (�int–Gint) nexus, we varied the strength of interfacial
interaction parameters in our simulations (Fig. 3a). The bond
strengths are presented on a relative scale, with 1.0 reflecting the
best-known values in each case, determined from the polymer-
consistent force field19 (PCFF) for the Cu/SiO2 interface or by
fitting to GAUSSIAN calculations for the Cu/NML/SiO2 inter-
face. For pristine Cu/SiO2 interfaces, the simulated Gint linearly
increases with interfacial bond strength. In contrast, the Gint for
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FIG. 7. Top panel depicts unit cells with increasing number of
hydroquinone molecules. (a) Thermal conductivity measurements at
room temperature as a function of the number of MLD cycles per-
formed. Calculation of Eq. (2) for the inorganic layer thickness is also
shown for comparison. The measured thermal conductivity for the
SLs deviate from the prediction of Eq. (3) as the HQ layer thicknesses
increase. (b) Effective resistances of inorganic/organic/inorganic
interfaces with varying number of hydroquinone layers derived from
the thermal conductivities shown in (a).

on self-assembled monolayers of aliphatic alkane chains
[27,58–60]. Most of these studies have concluded that the
conductance across molecular chains is insensitive to the
length of the hydrocarbon chains, particularly in Ref. [60], it is
shown that the conductance is constant for chain lengths >20
carbon atoms. However, for shorter chain lengths, theoretical
calculations by Segal et al. [60] and experimental data by
Meier et al. [59] suggest that conductance is maximum for
a chain length of up to 4 carbon atoms and decreases with
increasing number of carbon atoms thereafter to a certain
chain length. From our results, the drastic reduction in phonon
transmission coefficients with thicker HQ layers compared
to that of the SLs with a monolayer of HQ molecule could
be due to the diffusive nature of vibrational transport in the
longer chain molecules. However, as pointed out previously,
we cannot comprehensively separate the resistances due to

inorganic/organic interface scattering and the internal scatter-
ing in the molecular layers. Therefore, we do not attempt to
separate the intrinsic thermal conductivity of the individual
organic layers from the overall thermal conductivity of the
hybrid films.

IV. CONCLUSIONS

We conclude that the heat transfer mechanisms in hybrid
SLs with single molecular layers are strongly influenced by
phonon-boundary scattering, where nearly the entire spec-
trum of phonon mean free paths in the inorganic layer is
limited by scattering at the inorganic/organic interface. The
resulting thermal conductivities of these hybrid nanostructures
are mainly limited by the ZnO phonon flux and period
spacing of the inorganic layers. Our analysis suggests that
the phonon flux in the inorganic layer, which scatters at the
inorganic/organic interface, limits the thermal conductivity
of these nanostructures. The mean conductances derived
from the thermal conductivity measurements also suggest
that scattering at the molecular layer interfaces accounts for
the majority of the reduction in the thermal conductivity of
hybrid SLs with single organic layers. By considering this
as a thermal boundary conductance limited processes, we
hypothesize that phonons with wavelengths greater than the
organic layer thickness are transmitted across the organic
layers after scattering at the inorganic/organic interface; these
phonon wavelengths make up >75% of the phonon flux in
the ZnO, which offers a concomitant picture of the heat
transfer processes in inorganic/organic hybrid composites.
By increasing the thickness of the MLD-grown layer, we
observe a significant reduction in the phonon transmission
across the thicker molecular layers as compared to the thermal
conductance across the single organic layers. The linear trend
in thermal resistance with number of molecular layers suggests
a diffusive scattering process in the MLD-grown organic layer,
which offers a robust opportunity for more focused theoretical
or computational studies to pinpoint the size effects in vibronic
scattering in aromatic molecules.
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Au/Si TBC
Ti adhesion layer

these interfaces span from 46 to 173 MW m!2 K!1, as
opposed to the factor of 2 to 3 seen in earlier works.
Whereas the efficiency of thermal transport at interfaces is
often thought to be a manifestation of the relative match or
mismatch between the vibrational properties of the constitu-
ent materials, these data suggest that the properties of the
interface can have as much, if not more, influence. For exam-
ple, compare the Kapitza conductance at a Au:Si contact
(with oxide, 46 MW m!2 K!1) to a previously reported mea-
surement of Kapitza conductance at an Al:Si from Ref. 41
(also with oxide, 172 MW m!2 K!1). This factor of four dif-
ference in Kapitza conductance is due to the unique vibra-
tional spectra of Au and Al, where the maximum phonon
frequencies differ by a factor of two. However, in a single
material system, e.g., Au:Si, we also observe a factor of four
difference in Kapitza conductance due only to the modifica-
tion of the interface.

In summary, we have measured the Kapitza conductances
at Au:Si contacts from 100 to 296 K via time-domain thermor-
eflectance. The interfacial properties of these contacts were
modified through via etching and through the inclusion of a Ti
adhesion layer, thus providing a means to vary interfacial
bonding and structural disorder. Through the inclusion of a Ti
adhesion layer and the removal of the native oxide, it was
shown that Kapitza conductance at Au:Si contacts can be
enhanced by a factor of four at 296 K. Furthermore, interfacial

roughness is found to have a negligible effect, which has been
attributed to the already low conductances of poorly bonded
Au:Si contacts.
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FIG. 4. Kapitza conductance at Au:Si contacts plotted as a function of tem-
perature. Error bars represent both the repeatability of the measurement as
well as sensitivity to the variations in film thickness listed in Table I. The
predictions of the DMM and the MTM are plotted as the solid and dash-dot
lines, respectively. Kapitza conductance at a roughened Au:Si contact (hol-
low squares, sample G) closely follows that of the nominally flat contact
(filled squares, sample E). The inclusion of a Ti adhesion layer (circles, sam-
ple I) increases conductance by 70% at room temperature, while the inclu-
sion of Ti combined with the removal of the native oxide (diamonds, sample
J) increases conductance by more than a factor of 3. Upward and downward
triangles are conductance data taken at interfaces between Au films and
hydrogen-terminated Si from Ref. 22.

081902-4 Duda et al. Appl. Phys. Lett. 102, 081902 (2013)

APL 105, 203502 (2014)

onto [0001] oriented GaN films on sapphire substrates using
electron-beam evaporation at 6! 10"6 Torr using planetary
rotation to ensure uniform layer deposition. The GaN films
were purchased commercially from University Wafer, Inc.
The thickness of the GaN films was 3.2 lm, as measured via
ellipsometry. We verify the orientation of the GaN films
with electron diffraction using a JEOL 2010F transmission
electron microscope (TEM) at 200 keV in wide illumination
TEM mode. Prior to metallic deposition, the GaN films are
treated with a series of alcohol cleans (methanol, acetone,
and isopropyl alcohol). In addition, a subset of the samples
was cleaned with an O2 plasma clean for 30 min. The thick-
nesses of the metallic layers were confirmed using picosec-
ond acoustics14,15 and profilometry for Al or profilometry for
the Au and Au/Ti films.

TEM analysis also confirmed that the interface
between the various metal films and the GaN substrates are
compositionally distinct, with a distinct boundary between
the two layers. We expect the presence of a thin (a few
monolayers) b-Ga2O3 at the GaN surface consistent with
findings on similar material systems in the literature.16–18

Therefore, it is important to note that the thermal boundary
conductance that we report is indicative of the efficacy of
heat flow from the metal film, across the native oxide and
associated interfaces and into the GaN. We revisit these
interfacial structures in the discussion of our results.

We measure thermal boundary conductance of various
metal-GaN thin film interfaces with TDTR,11–13 a method
which utilizes a train of ultra-fast laser pulses to thermally
stimulate the metal contact layer, and time delayed probe
pulses to measure the change in thermoreflectance due to the
decay of the deposited thermal energy. Specifically, we use
sub-picosecond pulses emanating from a Ti:Sapphire laser
system with an 80 MHz repetition rate. We modulate the
thermal excitation (pump) pulses at 8.8 MHz and use a lock-
in amplifier to monitor the thermoreflectivity changes at this
frequency with a time-delayed probe pulse for up to 5 ns af-
ter the initial heating event. By using pump and probe radii
of 25 and 6 lm, respectively, we are able to assume that the
thermal decay is nearly one dimensional in the through-
plane direction of the sample.11 The non-room-temperature
measurements were performed through a transparent window
in a cryostat chilled with liquid nitrogen and temperature
controlled with a resistive heater.

The analysis of this data, described in detail else-
where,11–13 involves least squares fitting to a model which
relates changes in thermoreflectivity of the sample to the
thermal conductivity, heat capacity, and thermal boundary
conductances in each component of the system. We assume
literature values for the thermal conductivity and heat
capacity of the Al (Ref. 19), Au (Ref. 20), and GaN (Ref. 21)
layers. We analyze sensitivity of our model to these thermo-
physical characteristics of the system the sensitivity of the
ratio of the in-phase to out-of-phase components of the lock-
in amplifier to the different parameters in our thermal
model.22,23 High sensitivity to a parameter is reflected by
large relative magnitude over the analyzed measurement (or
pump-probe delay) time. Figure 1 shows the sensitivity of
the thermal conductivity of the metal coating and GaN layer
and thermal boundary conductance of the metal-GaN and

GaN-Sapphire interfaces at representative temperatures. This
sensitivity analysis encompasses the major variable parame-
ters within the sampled penetration depth (on the order of
4 lm at room temperature for these experiments). It is appa-
rent that our measurement is most sensitive to the thermal
boundary conductance of the metal-GaN interface over the
temperature range of interest in this study.

The measured thermal boundary conductances across
the various metal-GaN interfaces are plotted in Fig. 2. In
general, the thermal boundary conductance follows the typi-
cal temperature-dependent trends observed in previous
measurements24 and predicted by the mismatch theories;25

specifically, the thermal boundary conductance increases
with temperature and follows a similar trend as the metal
film phononic heat capacity. At room temperature, the lowest

FIG. 1. Sensitivity, S, as a function of time of our TDTR measurements and
analysis to various thermophysical parameters, p, in our samples. We plot
the thermal sensitivities to the thermal boundary conductances across the
metal-GaN and GaN-sapphire interfaces, the thermal conductivity of the
GaN and the thermal conductivity of the metal film at (a) 80 K and (b)
300 K. Large relative magnitude of the sensitivity to the thermal boundary
conductance indicates that this method is most sensitive to this parameter in
our measurements and analyses.

FIG. 2. Thermal boundary conductance as a function of temperature across
the metal-GaN interfaces measured in this study (solid symbols) and various
GaN-substrate samples from previous literature (GaN-SiC: Cho et al.,34

GaN-Si: Cho et al.,34 GaN-SiC: Sarua et al.4).
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decreasing oxide composition with increasing deposition rate. This is expected since at higher 

deposition rates, Ti atoms arrive at the sample surface at faster rates than oxidizing species in the 

chamber. Anomalous data points can be explained by the presence of additional oxidizing 

species from PMMA residues, as discussed previously.  

Figure 4. Plot of Ti oxide composition vs. deposition rate at a pressure of 1x10-7 Torr on 

Gr/SiO2 samples. Each identical marker shape represents samples cut from the same piece of 

graphene. 

The effects of contact processing conditions manifest in thermal transport properties. Thermal 

boundary conductance was measured using TDTR, an optical pump-probe technique which 

monitors changes in thermoreflectance as a function of the pump-probe delay time. This process 

is described in more detail in Methods. Figure 5(a) shows XPS spectra acquired for three 

samples fabricated with three different deposition rates and Figure 5(b) shows the corresponding 

TDTR data as a function of oxide composition. XPS shows significant oxide composition at the 

slowest deposition rate of 0.01 nm/s. The oxide composition decreases between 0.01 and 0.05 
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the composition of the contact for this particular sample, however the results shown in Figure 3 

indicate that contaminants at the interface do have an impact on RC. 

Figure 5. (a) Ti 2p core-level spectra for Gr/SiO2 deposited at different rates at a base pressure 

of 1x10-7 Torr. (b) Time-domain thermoreflectance data for the same samples as a function of 

oxide composition. 

 

The possible origins of the change in thermal boundary conductance with change in oxygen 

content of the Ti layer between the Au and graphene could manifest from various changes in 

electronic and vibrational scattering and interfacial transport in each layer of the Au/Ti/Gr/SiO2 

boundary region. The major contributors to this change in thermal resistance, ∆R = ∆(1/hK) ~15.9 

m2 K GW-1, could be the change in hK at the Au/Ti interface, the change in thermal conductivity 

of the Ti, and the change in hK across the Ti/Gr/SiO2 interface that would occur with a change in 

oxygen content in the Ti layer. In the extreme cases for thermal conductivity of the Ti layer, one 

would expect the Ti layer to either be fully TiO2 or metallic Ti (clearly these are not the cases in 
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Summary

All characteristics at an interface that could impact the the local 
“masses and springs” impact thermal boundary conductance
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FIG. 1. (Color online) Room-temperature TDTR data on the
Al/Si and Al/Al2O3 interfaces with different substrate orientations.
The TDTR data on the Si (100) and (111) interfaces were nearly
identical, and appear nearly perfectly overlapped. There is a clear
difference between the TDTR data taken on the two differently
oriented sapphire samples that is caused by the different thermal
boundary conductances between the Al/Al2O3 (0001) and (1120)
interfaces.

can be determined independently for these film/substrate
systems.

III. RESULTS

Figure 1 shows examples of TDTR data taken at 294 K on
the Al/Si and Al/Al2O3 interfaces with different orientations.
The TDTR data on the silicon (100) and (111) interfaces were
nearly identical, and appear nearly perfectly overlapped in
Fig. 1. There is a clear difference between the TDTR data taken
on the two differently oriented sapphire samples that is caused
by the different thermal boundary conductances between the
Al/Al2O3 (0001) and (1120) interfaces. We note that hK can
depend on differing structures and qualities of each individual
interface.12–17 To gain confidence that our observations of hK

in these systems are not attributed to differences in interfacial
quality that could arise from sample variations, we test three
different samples from different wafers for each interface. We
take three TDTR data sets on each sample; our reported data
in this work represent the average of the subsequent nine data
sets on each interface with standard deviations among the nine
sets represented by the error bars.

Figure 2 shows the measured thermal boundary conduc-
tance on the four types of interfaces examined in this study
as a function of temperature. For comparison, we also show
measurements from Costescu et al.,18 who used TDTR to
measure hK across TiN/MgO interfaces for differently oriented
MgO substrates. TiN and MgO exhibit cubic symmetry, and
there is no discernible difference in the reported hK across
the TiN/MgO interfaces over the measured temperature range,
similar to the Al/Si interfaces. The Al/Al2O3 interfaces, how-
ever, show a clear difference in thermal boundary conductance.

FIG. 2. (Color online) Measured thermal boundary conductance
on the four types of interfaces examined in this study as a function
of temperature. For comparison, we also show the measured hK

across TiN/MgO interfaces for differently oriented MgO substrates.18

Silicon exhibits cubic symmetry, and there is no discernible difference
in the reported hK across the Al/Si interfaces over the measured
temperature range, similar to the TiN/MgO interfaces. The Al/Al2O3

samples exhibit a clear dependence on sapphire substrate orientation.
We model hK across the Al/Al2O3 interfaces with the model discussed
in this work that is based on the DMM but accounts for anisotropy
by considering a cylindrically symmetric Brillouin zone. The black,
solid line represents our DMM calculations for the Al/Al2O3 (0001)
interfaces and the red, dashed line represents our DMM calculations
for the Al/Al2O3 (1120) interfaces. The model captures the substrate
orientation dependency in the experimental data well, along with
exhibiting good agreement in the measured values.

As discussed in much greater detail below, we ascribe this to
the differently oriented sapphire substrates exhibiting different
net phonon velocities in the direction normal to the interface,
which is much more pronounced in structures without cubic
symmetry.

We do not observe any conclusive degree of anisotropy in
the fitted thermal conductivities over the entire temperature
range for both the silicon and sapphire samples. In general, we
observe a substantial departure from the bulk, literature values
for the substrate thermal conductivities at temperatures below
about 200 K, where our values at room temperature and above
agree to within 20% of those in the literature.19 For example,
our average values for the thermal conductivities of the silicon
substrates at 110 K and the sapphire substrates at 100 K are 400
and 220 Wm−1 K−1, respectively. These values are lower than
the previously reported values for the thermal conductivities of
bulk, single-crystal silicon and sapphire at these temperatures
(742 and 350–500 Wm−1 K−1, respectively).19 The reason for

125408-2

Graphite is a highly anisotropic material, with a-axis
!within the basal plane" and c-axis !perpendicular to the
basal plane" thermal conductivities differing by nearly three
orders of magnitude.8 Any appropriate extension of the
DMM must take this anisotropy into account. While other
models have calculated hBD at metal-graphite interfaces,9

these calculations involve derivation and integration of the
complex dispersion relations of graphite. However, for pre-
dictions of hBD at metal-graphite interfaces at temperatures
above cryogenic, the strong anisotropy of graphite allows for
certain simplifying assumptions. Interlayer bonding in graph-
ite is very weak and is often described as a van der Waals
type interaction. The dispersion diagrams of graphite show
that the acoustic interlayer vibrations that participate in ther-
mal transport exist at frequencies below 3 THz, one to two
orders of magnitude below the maximum longitudinal and
transverse acoustic vibrational frequencies within the basal
plane.10 Additionally, studies looking at both graphite and
carbon nanotubes have indicated that these interlayer vibra-
tional modes saturate at temperatures above 50 K.9,11

Previous work has shown that as a result of this weak
interlayer vibrational coupling, thermal conductivity of
graphite can be determined by treating vibrations as a one- or
two-dimensional phonon gas depending on orientation.12 A
similar reduction can be made when calculating other ther-
mal properties. At elevated temperatures, the number of
populated vibrational modes within the basal plane far ex-
ceeds the number of interlayer modes, as evident by the dis-
persion diagrams of graphite,10,13 and the low temperature at
which interlayer modes saturate.9,11 Thus, the vibrational
spectrum of each layer can be described by a two-
dimensional Debye density of states,

D2D!!,"" =
!

2#"2 , !5"

where ! is the frequency of a given phonon. To determine
the density of states of an assembly of monolayers, this two-
dimensional density of states must be scaled by N, or the

number of monolayers per unit length. Thus, the effective
density of states for the graphite bulk is given by

Deff!!,"" = N
!

2#"2 =
!

2#"2

1
d

, !6"

where d=3.35 Å is the interlayer spacing for graphite.14 Un-
der this model, the single monolayer and the graphite bulk
have the same maximum vibrational frequency; the only
thing that differs is the number of available modes at each
frequency. Note that three polarizations are considered be-
cause the assembly of two-dimensional subsystems creates a
three-dimensional bulk system. While the vibrational modes
of each monolayer or subsystem are not coupled, forces be-
tween the subsystems are responsible for the third polariza-
tion. The electronic contribution to thermal properties is not
considered in the following derivation, as the number of ef-
fectively free electrons within the basal plane has been re-
ported to be very low as compared to that of a typical metal
!neff=2.3$10−4 electrons per atom".15

In order to validate this treatment of the vibrational
modes, the specific heat of graphite was considered. Calcu-
lations of the specific heat of crystals with a basis greater
than one must account for optical phonons via the Einstein
model in addition to the acoustic phonon contribution using
the Debye model. The formulation of the specific heat of
Debye and Einstein solids is readily available in other
references.16 From examination of the vibrational spectrum
and the dispersion diagrams for graphite,10,13 the optical
peaks occur at the acoustic cutoff frequencies for each polar-
ization. The cutoff frequencies for each polarization are de-
termined by

!D,j = " j
#4#N , !7"

where N is the planar lattice-point density of a single mono-
layer. Using this cutoff frequency, the specific heat is calcu-
lated from 100 to 2000 K.

Figure 1 shows a comparison of specific heat calculated
with the density of states given by Eq. !6", the specific heat
calculated with the isotropic Debye density of states given by
Eq. !2" using both a- and c-axis properties and published
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FIG. 1. !Color online" The specific heat of graphite as a function of tem-
perature from 100 to 2000 K. The solid line is the value calculated using the
effective density of states, Deff, and the data points are published values
!Ref. 8". As expected, this model underestimates the specific heat at lower
temperatures as a result of ignoring interlayer vibrational modes. Still, it is
evident that the model converges at the high-temperature limit.
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To better understand the role of relative match of the cutoff frequencies (or Debye temperatures) on the inter-
facial heat flow, we performed additional simulations by varying the mass of the isotropic fcc solid while the AB 
alloy remains unchanged; note, increasing the mass decreases the cutoff frequency via the relation, ω ∝ m1/ . 
Figure 6a shows hK as a function of mass of the fcc solid for interfaces comprised of in-plane and cross-plane 
configurations of the AB alloy. For the cross-plane configuration, hK increases monotonically up to a mass of  

0 0.5 1 1.5 2
Frequency (THz)

0

0.5

1

N
or

m
al

iz
ed

 q
(

)

AB (ip)/40 g mol-1

AB(ip)/160 g mol-1

AB(cp)/40 g mol-1

AB(cp)/160 g mol-1

0 0.5 1 1.5 2
0

100

200

300

G
ro

up
 v

el
oc

ity
 (

m
 s

-1
)

D
en

si
ty

 o
f s

ta
te

s 
(a

.u
.)

0 0.5 1 1.5 2
Frequency (THz)

cross-plane

in-plane

in-plane

cross-plane

AB/A

mode
depletionAB/A

AB/B

AB/B

(a) cross-plane (c)

(b) in-plane (d)

Figure 5. Local phonon density of states of atoms in the bilayer in the AB alloy immediately adjacent to the 
interface comprised of the AB alloy in the (a) cross-plane and (b) in-plane direction and materials A and B. 
Considerable mode depletion is observed for frequencies in the range of 1.25 to 1.75 THz for the AB(ip)/B 
interface as compared all other. (c) Group velocity as a function of frequency calculated for the modes in the in-
plane and cross-plane directions for the AB alloy. (d) Normalized heat current accumulation from the AB alloy 
to the cubic solid across the interface for the two different orientations of the AB alloy.
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