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The lock-in amplifier measures the fundamental compo-
nent of the probe signal at the modulation frequency, !0, and
rejects all other harmonic components. This is shown in Fig.
2!d". The output will be the amplitude, A, and phase, ", of
the fundamental component of the probe signal with respect
to the reference wave at every delay time #. Mathematically,
the solution takes the form of a “transfer function,” a com-
plex number Z!!0" such that the output of the lock-in ampli-
fier for a reference wave ei!0t is given by

Aei!!0t+"" = Z!!0"ei!0t. !3"

The transfer function can be represented in two ways. The
first, given by Capinski and Maris10 is in terms of the im-
pulse response of the sample, h!t",

Z!!0" =
$QQprobe

T #
q=0

%

h!qT + #"e−i!0!qT+#", !4"

where Q is the power per pump pulse, Qprobe is the power per
probe pulse, and $ is a constant that includes the thermore-
flectance coefficient and gain of the electronics. A math-
ematically equivalent form was later given by Cahill11 in
terms of the sample frequency response, H!!",

Z!!0" =
$QQprobe

T2 #
k=−%

%

H!!0 + k!s"eik!s#, !5"

where again !0 is the reference frequency and !s$2& /T.
The equivalence of Eqs. !4" and !5" stems from the fact that,
in a LTI system, the impulse response and frequency re-
sponse are Fourier transform pairs. In practice, Eq. !4" may
be more convenient for numerical simulations, while Eq. !5"
is more convenient for cases where an analytical heat trans-
fer solution is more easily obtained in the frequency domain.

In the limit that the time between pulses, T, becomes
infinite, both expressions reduce to the impulse response as a
function of delay time, #,

lim
T→%

$QQprobe

T #
q=0

%

e−i!0#h!qT + #" =
$QQprobe

T
h!#"e−i!0#

!6"

since at very long times, h!qT+#" decays to zero for all
terms where q!0. In this limiting case, the phase shift is
simply the delay between the pump and probe pulses divided
by the modulation frequency, as expected, and the amplitude
of the signal can be directly interpreted as the response of
the sample to a single pulse. In this case, the relevant time
and length scales are those associated with the single-pulse
response.

In the other limit, as T approaches zero, the expression
approaches the frequency response !i.e., the steady periodic
response at !0",

lim
T→0

$QQprobe

T2 #
q=0

%

e−i!0#h!qT + #"T =
$QQprobe

T2 H!!0" . !7"

In this case, the relevant time and length scales are those
associated with the steady periodic response.

In the intermediate range, where the decay time of the
system is not much longer or shorter than the pulse period T,
the signal has elements of both the impulse response and the
steady frequency response and the two effects cannot be eas-
ily separated.

To examine this further, we take a simple exponential
system as a model and see how the measured signal changes
as the decay rate and laser pulse period are varied. Although
the thermal response of a sample is more complex, the basic
features of the accumulation effects will be the same. The
impulse response and frequency response of the simple sys-
tem are given by

h!t" = e−at, !8"

Time (a.u.)
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FIG. 2. !Color online" !a" The pump beam input to the sample modulated by
the fundamental component of the EOM. !b" The surface temperature of the
sample in response to the pump input. !c" The probe pulses arrive at the
sample delayed by a time, #, and are reflected back to a detector with an
intensity proportional to the surface temperature. !d" The fundamental har-
monic components of the reference wave and measured probe wave. The
amplitude and phase difference between these two waves is recorded by the
lock-in amplifier at every delay time.
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We compare an example of a full calculation of Vf!t" /V0
to measured data in Fig. 4. The unknown layer parameters
in the fit—the thickness of the TiN layer !56 nm" and the
thermal conductance of the TiN/MgO interface
!650 MWm−2 K−1"—were measured in a fit to the ratio
Vin /Vout as described in Ref. 8. The thermoreflectance was
also adjusted to improve the fit shown in Fig. 4; we find
dR /dT=1.8!10−4 K−1. This value for dR /dT is in good
agreement with measurements by ellipsometry, 1.6
!10−4 K−1.

The deviation of the data from the fits at large delay
times, t"2 ns is caused by the changes in the radius of the
pump beam w0 with changes in the length of the optical path
of the pump beam; i.e., the model calculation assumes that
w0 is constant but in reality w0 varies with delay time t. We

have previously discussed how our approach of analyzing
the ratio Vin /Vout minimizes these errors;

6,8 the optical design
of Capinski and Maris3 provides another method for improv-
ing the accuracy of TDTR measurements at large delay
times.

This work was supported by NSF Grant No. CTS-
0319235. Data were acquired using the equipment in the
Laser Facility of the Frederick Seitz Materials Research
Laboratory (MRL) at the University of Illinois at Urbana-
Champaign.
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FIG. 4. Dependence on delay time t at fixed modulation frequency of f
=9.8 MHz for a TiN/MgO!001" epitaxial layer. Measured data are shown as
filled circles [in-phase or real part of Vf!t"] and open circles [out-of-phase or
imaginary part of Vf!t"]. The solid and dashed lines are the real and imagi-
nary parts of the model calculation, respectively, see Eq. (22).
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Some	issues	that	have	arisen	with	the	metal	transducer

“Mean free path spectroscopy” based on modulation frequency

cannot be fitted by a single value of the thermal effusivity.
When a thermal conductivity of !=3 W m−1 K−1 is chosen
to fit the data for Vout /"Vin in the high-frequency limit, the
data at low f fall below the predictions of the thermal model
by a factor of !0.7 implying that thermal conductivity is a
factor of !2 larger at lower f .

We analyze the data quantitatively by fitting the calcula-
tions of a diffusive model to our measurements. Since we do
not expect that the thermal conductance of the interface be-
tween the Al film and the samples depends on heating fre-
quency, we fix the thermal conductance and vary the thermal
conductivity of the samples as the only free parameter. Typi-
cal examples of this fitting procedure are shown in Fig. 1. We
summarize the thermal conductivity ! measured in this way
as a function of the modulation frequency f in Fig. 3. As
already indicated by the data shown in Fig. 2, the thermal
conductivity for all materials we have studied except thick
layers of semiconductor alloys is constant throughout the
frequency range, 0.1# f #10 MHz. For InGaP, InGaAs, and
SiGe, however, ! increases monotonically as the frequency
decreases from 10 to 0.6 MHz and remains approximately
constant for frequency less than 0.6 MHz. The thermal con-
ductivity of InGaAs measured at low frequencies
"!6.2 W m−1 K−1# is comparable to the thermal conductivity
of a 1600 nm InGaAs thin film "!5.5 W m−1 K−1# measured
using the 3$ method5 and thermal conductivity of a bulk
sample "!6.4 W m−1 K−1# derived from a thermal diffusivity
measurement.20 We note that an early study reported thermal
conductivity of bulk InGaAs as !4.8 W m−1 K−1 measured
by steady-state heating.21

We have also measured the thermal conductivity of sev-
eral samples of InGaP and InGaAs where the thickness h of
epitaxial alloy layers are much thinner than the h=2010 nm
InGaP and h=3330 nm InGaAs layers discussed above. Data
for thinner layers are compared to the frequency dependence
of thick layers in Fig. 4. To create a common x axis for this
plot, we convert the modulation frequency to a thermal pen-

etration depth d, defined as the depth from the sample sur-
face where the temperature is e−1 of surface temperature, d
=$! /%Cf . The dependence of ! on h and d is remarkably
similar, see Fig. 4.

To gain qualitative insight into the mechanisms that un-
derlie our experimental findings, we construct a simple iso-
tropic continuum model describing lattice thermal conductiv-
ity, following the work of Morelli et al.22 In this model, the
phonon dispersion is isotropic and linear. We treat the longi-
tudinal and transverse modes separately, and as explained in
Ref. 22, we set the cutoff frequencies by the acoustic phonon
frequencies at the zone boundary14 to take into account only
acoustic phonons up to the maximum frequencies at zone
boundary. The speed of sound and cutoff frequencies used in
the model are derived from the phonon dispersion in the
%100& direction. We assume the Grüneisen constants, &L and
&T, to be 1.0 and 0.7 for all crystals and alloys, and obtain
the longitudinal and transverse phonon velocities, vL and vT
of the crystals from Refs. 14, and use the average values for
the alloys. As we have done previously,23 we deviate from
the approach of Ref. 22 and substitute a high temperature
form for the N-process relaxation rate 'N

−1=BN$2T. We fix
the relative anharmonic scattering strengths of umklapp and
normal processes, BU and BN, by Eqs. 11"b#, 12"b#, and "25#
of Ref. 22, and obtain absolute values of the anharmonic
scattering strengths from fits to the thermal conductivities14

of the crystals and virtual crystals "for alloys#. This analysis
yields BU

L =1.7 for GaAs, 1.0 for InP, 2.1 for InGaAs, and 0.8
for InGaP, in units of 10−19 s K−1. We calculate the strength
of Rayleigh scattering in InGaP and InGaAs alloys using the
dimensionless parameter (, see Eq. "16# of Ref. 22, that
describes the strength of phonon scattering by mass disorder.
We do not consider Rayleigh scattering by the differences in
atomic size or bond strength because these contributions to (
are not well known and, in any case, should oppose each
other so that the total correction to ( is relatively small.23 We

FIG. 3. Room temperature thermal conductivity of single crys-
tals of Si, InP, and GaAs; a 1 )m thick layer of amorphous SiO2;
and epitaxial layers of semiconductor alloys as a function of the
modulation frequency used in the measurement. Data for 2010 nm
thick InGaP, 3330 nm thick InGaAs, and 6000 nm thick Si0.4Ge0.6
are shown as open circles, filled circles, and open triangles,
respectively.

FIG. 4. Comparison of the frequency and thickness dependences
of the room temperature thermal conductivity of III-V semiconduc-
tor alloys. Data for 2010 nm InGaP "triangles# and 3330 nm
InGaAs "circles# acquired at different frequencies "open symbols#
are plotted as a function of penetration depth, d=$! /%Cf , where !
is thermal conductivity of thick layers at low frequency, C is the
heat capacity per unit volume, and f is the modulation frequency.
Also included are data for epitaxial layers of different thicknesses
measured at low f with d*h "filled symbols# plotted as a function
of the layer thickness h. The dashed line is the calculated thermal
conductivity using the isotropic continuum model described in the
text for InGaAs that limits the mean free path of the phonons to the
layer thickness.
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the surface (DTS) as a function of Lp in Fig. 2b and the perceived
thermal conductivity based on DTS in Fig. 2c. The temperature
amplitudes predicted by the Fourier law are plotted for
comparison. At low heating frequencies, where Lp4MFP, the
BTE solution matches the Fourier prediction. As frequency
increases and Lp decreases, however, the BTE-predicted DT
becomes larger than that predicted by the Fourier law, indicating
an onset of ballistic phonon transport. In this case, phonons can
travel ballistically through the thermally affected zone without
scattering, as depicted in Fig. 1c. In the context of the BB-FDTR
experiments, the BTE results should be interpreted as an
observation of the transition of one phonon mode from
diffusive to ballistic transport as the heating frequency is
increased. Consistent with the BB-FDTR experiments, the BTE
predicts a reduced thermal conductivity compared with bulk as
the heating frequency is increased.

Experimental phonon MFP spectra. By fitting our experimental
data (which includes ballistic effects) with a purely diffusive

model, we find an effective thermal conductivity. Our inter-
pretation is that this effective thermal conductivity is kaccum from
equation (1), where only diffusive phonons that have MFPoLp
contribute (that is, we are physically imposing L*¼ Lp). This
interpretation is the same as that of Koh and Cahill16, and
consistent with Minnich et al.1 and Johnson et al.19,20 who
instead used the laser spot diameter and transient grating period
as the cutoff dimensions. To generate a phonon MFP spectrum,
the measured thermal conductivity at the median frequency
of the ith fitting window (f1,i) is plotted as a function of
the corresponding penetration depth, Lp;i¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ki=Cpf1;i

p

(see Supplementary Methods).
Phonon MFP spectra for SiO2, intrinsic c-Si, doped c-Si, a-Si

(500 nm film) and single crystal Pt near room temperature are
compared in Fig. 3. The thermal conductivities are normalized by
their bulk values24,25,27–29. Shaded regions indicate uncertainty
due to uncertainty in the thickness and thermal conductivity of
the Au-Cr transducer, the laser spot-size, G, and the measured
phase response (see Methods). In SiO2, Lp,i from 60–900 nm yield
a constant value of thermal conductivity, which suggests that any
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Figure 1 | BB-FDTR experiments reveal a heating frequency-dependent thermal conductivity. (a) Schematic of BB-FDTR technique used to measure
phonon MFP spectra. (b) Phase-lag versus modulation frequency data for intrinsic c-Si and SiO2 shown with a constant thermal conductivity fit over the
entire experimental frequency range. Fitting SiO2 yields a thermal conductivity value of 1.4±0.2 W m" 1 K" 1, and window-fitting produces a heating
frequency-independent thermal conductivity. Fitting c-Si over the entire frequency range yields a fitted thermal conductivity below bulk
(99±6 W m" 1 K" 1), and window-fitting shows a modulation frequency-dependent thermal conductivity. (c) Illustration of diffusive and ballistic transport.
At low heating frequencies, when the thermal penetration depth is greater than the phonon MFPs, there is diffusive thermal transport, and a bulk value of
thermal conductivity is measured. At high heating frequencies, the thermal penetration depth decreases below the MFPs of some phonons, which travel
ballistically through the thermally affected zone (white arrows). These ballistic phonons do not contribute to the measured value of thermal conductivity.
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phonon-like modes have a MFP spectrum that lies below 60 nm.
The thermal conductivity of amorphous materials also has a
contribution from non-propagating modes that have been called
diffusons30. Because these modes do not propagate, there will be
no observable transition between diffusive and ballistic transport
as the BB-FDTR heating frequency is increased. This frequency-
independent data is consistent with measurements of SiO2 thin
films where there was no observed thermal conductivity
reduction from bulk due to boundary scattering24,31. In Pt,
electrons with MFPs B10 nm (ref. 32) are the dominant heat
carriers, and strong electron–phonon coupling ensures that they
are in thermal equilibrium with the lattice33. Thus, the thermal
conductivity of Pt shows no Lp dependence.

In intrinsic c-Si, we probe Lp from 0.3–8.0 mm and find that
phonons with MFPs longer than 1 mm contribute 40±5% to the
bulk thermal conductivity. We also note that 95±6% of the bulk
thermal conductivity is obtained at the lowest heating frequency
(200 kHz, LpE8 mm). This result underscores the importance of
using low heating frequencies or steady-state measurements when
attempting to measure bulk thermal conductivities. Relative to
direct thermal conductivity measurements of c-Si thin films12 and
nanowires8, kaccum at the film thickness or wire diameter is lower.
In these nanostructures, phonons with MFPs greater than the
limiting dimension are not excluded (as they are in BB-FDTR)
and contribute to thermal conductivity with a MFP similar to the
limiting dimension. Compared with intrinsic c-Si, the MFP
spectrum of doped c-Si has a reduced slope, indicating that
dopants broaden the MFP spectrum by adding an additional
phonon scattering mechanism. Phonons scattered by dopants are
forced to contribute to the thermal conductivity at a shorter MFP
then they would in the intrinsic crystal.

The nature of thermal transport in amorphous solids is a long-
standing question in solid-state physics34. Often, as in our results
for SiO2, the thermal conductivity can be described in terms of
diffusons (that is, non-propagating modes). In contrast, our MFP
spectrum for the 500 nm a-Si film shows that 35±7% of its bulk
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Figure 2 | BTE predictions for the BB-FDTR experiment. (a) Spatial
variation of the temperature oscillation amplitude for diffusive transport
(corresponding to the lowest heating frequency in b and c) and ballistic
transport (corresponding to the highest heating frequency in b and c) from
the Fourier law (dashed line) and the LBM solution to the BTE for a grey
material (solid line), all for a periodic surface heat flux. (b) Amplitude of the
surface temperature oscillation and (c) perceived thermal conductivity
plotted versus normalized penetration depth. When Lp4MFP, the Fourier
and BTE predictions match, and BB-FDTR experiments measure a bulk
thermal conductivity. When LpoMFP, the Fourier law underpredicts the
surface temperature oscillation amplitude, which is perceived as a reduced
thermal conductivity, here and in BB-FDTR experiments.
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Figure 3 | Material-dependent phonon MFP spectra. MFP spectra for
intrinsic c-Si, doped c-Si, a-Si (500 nm film), amorphous SiO2 and Pt near
room temperature. The thermal conductivity of SiO2 is independent of Lp,
suggesting that the MFPs of energy carriers are shorter than 60 nm. The
MFP spectrum of Pt is independent of Lp because of short electron MFPs
(B10 nm) and strong electron–phonon coupling in the metal. The MFP
spectra of intrinsic c-Si and doped c-Si increase with Lp and show that
micron-long MFPs contribute significantly to bulk thermal conductivity at
T¼ 300 K. The MFP spectrum of the 500 nm a-Si film shows that
propagating phonons with MFPs 4100 nm contribute 35±7% to its
thermal conductivity (for a-Si, we have used our maximum value for
normalization).
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Analytical interpretation of nondiffusive phonon transport in thermoreflectance
thermal conductivity measurements
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We derive an analytical solution to the Boltzmann transport equation (BTE) to relate nondiffusive thermal
conductivity measurements by thermoreflectance techniques to the bulk thermal conductivity accumulation
function, which quantifies cumulative contributions to thermal conductivity from different mean free path energy
carriers (here, phonons). Our solution incorporates two experimentally defined length scales: thermal penetration
depth and heating laser spot radius. We identify two thermal resistances based on the predicted spatial temperature
and heat flux profiles. The first resistance is associated with the interaction between energy carriers and the surface
of the solution domain. The second resistance accounts for transport of energy carriers through the solution
domain and is affected by the experimentally defined length scales. Comparison of the BTE result with that from
conventional heat diffusion theory enables a mapping of mean-free-path-specific contributions to the measured
thermal conductivity based on the experimental length scales. In general, the measured thermal conductivity will
be influenced by the smaller of the two length scales and the surface properties of the system. The result is used
to compare nondiffusive thermal conductivity measurements of silicon with first-principles-based calculations of
its thermal conductivity accumulation function.

DOI: 10.1103/PhysRevB.90.064302 PACS number(s): 65.40.−b, 44.05.+e, 63.20.−e

I. INTRODUCTION

Nondiffusive thermal transport occurs when length or time
scales of a system are on the order of the mean free paths
(MFPs) or lifetimes of the energy carriers. As a result, a local
equilibrium temperature cannot be defined and the thermal
transport properties of the system can no longer be taken
as the bulk values. When system boundaries are decreased
below energy carrier MFPs, nondiffusive transport can be
described with a reduced, effective thermal conductivity [1–5].
Heat dissipation in light emitting diodes and transistors is
adversely impacted by reductions in thermal conductivity,
while thermoelectric energy conversion devices benefit.

Determination of the relationship between system dimen-
sions and effective thermal conductivity has been a research
focus for over 20 years and requires two fundamental pieces
of information: (i) the intrinsic (i.e., bulk) MFP-dependent
contributions of energy carriers to thermal conductivity
[6–8] k! and (ii) the relationship between system dimensions
and the modified MFPs of the energy carriers [9,10]. In
semiconducting materials, the former can be described by the
thermal conductivity accumulation function for phonons [11],
kaccum, which identifies cumulative contributions to thermal
conductivity from phonons having a MFP less than or equal to
the length scale !∗. Under the isotropic assumption,

kaccum(!∗) =
∫ !∗

0
k!d! =

∫ !∗

0

1
3
C!(!)v(!)!d!. (1)

Here, ! is MFP, C! is volumetric heat capacity per unit MFP,
and v is group velocity. Thermal conductivity accumulation
functions have been determined theoretically for bulk and
nanostructured materials using analytical scattering relation-
ships [10], molecular dynamics simulations with empirical

*jonmalen@andrew.cmu.edu

potentials [7], and by first-principles calculations [8,12,13],
but require experimental validation.

Recent attempts have been made to experimentally measure
kaccum by inducing nondiffusive thermal transport through
varying an experimentally controllable length scale Lc in a
range comparable to phonon MFPs. Techniques include tran-
sient thermal grating (TTG), where Lc is the period of a pulsed
optical grating that induces a spatially periodic temperature
profile [14] and thermoreflectance techniques including time
domain thermoreflectance (TDTR) and broadband frequency
domain thermoreflectance (BB-FDTR), where the experimen-
tal length scales are the spot size of a heating laser and the
thermal penetration depth of a temporally sinusoidal laser heat
flux [6,15–18]. An effective thermal conductivity as a function
of Lc is found by interpreting nondiffusive measurements with
a solution to the heat diffusion equation.

Initially, the interpretation to obtain kaccum was that energy
carriers with ! > Lc do not contribute to the experimentally
measured thermal conductivity kexp and energy carriers with
! ! Lc fully contribute, as they would in a purely diffusive
regime [6,15,16,18]. Mathematically, this assumption takes
the form

kexp(Lc) =
∫ Lc

0
k!d!. (2)

This mapping between Lc and MFP contributions to the
effective thermal conductivity leads to accumulation functions
that are consistent with first-principles predictions in silicon
and gallium arsenide [15,16,18] but lacks rigorous justifica-
tion. More generally,

kexp(Lc) =
∫ ∞

0
S(!,Lc)k!d!, (3)

where S(!, Lc) is known as the suppression function. In the
simple interpretation in Eq. (2), S(!, Lc) is a step function
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ADVANCES IN STUDYING PHONON MEAN FREE PATH
DEPENDENT CONTRIBUTIONS TO THERMAL
CONDUCTIVITY

Keith T. Regner1, Justin P. Freedman2,
and Jonathan A. Malen1,2

1Department of Mechanical Engineering, Carnegie Mellon University, Pittsburgh,
Pennsylvania
2Department of Materials Science and Engineering, Carnegie Mellon University,
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The thermal conductivity of a material or device is dependent on its characteristic dimension.
When the characteristic dimension is commensurate to the mean free paths of thermal energy
carriers, the thermal conductivity decreases. The precise relationship between characteristic
size and thermal conductivity, which depends on the distribution of energy carrier mean free
paths in the material, is not straightforward to determine experimentally. The utility of this
relationship has led many researchers to study the mean free path dependent contributions
of thermal energy carriers to the thermal conductivity of materials, known as the thermal
conductivity accumulation function. This review highlights a number of recent experimen-
tal results and techniques used to study the thermal conductivity accumulation function,
including transient thermal grating, time domain thermoreflectance, and broadband fre-
quency domain thermoreflectance. In these techniques, nondiffusive thermal transport is
induced (i.e., thermal gradients occur over length scales comparable to energy carrier mean
free paths) and an effective thermal conductivity of the material is determined. We conclude
with our outlook on future directions for the field focused on improved interpretations of the
experiments and new materials with unique mean free path distributions.

KEY WORDS: mean free path, accumulation, spectroscopy, suppression, TTG, TDTR, BB-
FDTR, Boltzmann transport equation

INTRODUCTION

Over the past two decades, dramatic progress has been made in the efficiency and market
viability of devices with nanoscale features, such as thermoelectrics [1–6], photovoltaics
[7–10], and light-emitting diodes for solid-state lighting [11–16]. One of the primary
reasons for this rise is increased understanding of nanoscale thermal transport processes
and the effects of nanostructuring on the thermal properties of the materials and devices.
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Discussion items in above works
• Standard thermal conductivity analyses can fail

• Spectrum of phonons “launched” into substrate affects measured k 
(e.g., metal film, nonequilibrium)
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Nonlocal theory for heat transport at high frequencies
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We develop a nonlocal theory for heat conduction under high-frequency temperature fields and apply the
theory to explain reductions of the apparent thermal conductivity observed in recent experiments. Our nonlocal
theory is an analytical solution of the Boltzmann transport equation for phonons in a semi-infinite solid, similar
to a prior nonlocal theory for heat conduction under a high-temperature gradient but subjected to periodic
heating at the surface. The boundary condition of periodic heating, as opposed to prior calculations of heating
by a single laser pulse, better mimics time-domain thermoreflectance (TDTR) and broadband frequency-domain
thermoreflectance (BB-FDTR) measurements. We find that, except for pure crystals at high frequencies, the
effective thermal conductivity derived using the nonlocal theory compares well with calculations of a modified
Callaway model that includes an upper limit on the phonon mean-free path at twice the thermal penetration
depth. For pure crystals, however, the effective thermal conductivity derived from the out-of-phase calculations
are independent of frequency, in agreement with prior TDTR measurements, due to the countereffect of reduced
heat flux and diminished relative phase between the heat flux and temperature oscillations at high frequencies.
Our results suggest that empirical interpretation of ballistic phonons not contributing to heat conduction is not
general and can only be applied to measurements on alloys and not pure crystals, even when a large laser spot
size is used in the experiments and the interfacial thermal resistance is negligible.

DOI: 10.1103/PhysRevB.90.205412 PACS number(s): 63.20.dd, 44.05.+e, 72.15.Eb

I. INTRODUCTION

On large length scales, thermal energy transport in solids
is governed by Fourier’s law of heat conduction, J =
−!(∂T/∂x), where J is the heat flux, ! is the thermal
conductivity and ∂T/∂x is the temperature gradient. Fourier’s
law is a local theory: heat transport depends only on the
material properties and temperature gradient at a single point
in space, and is not affected by properties and temperature
profiles at other locations. The validity of a local theory breaks
down, however, when a significant portion of heat carriers is
not in equilibrium with other heat carriers and thus is not driven
by the local temperature gradient. A notable example of the
violation of a local theory, which has been extensively investi-
gated experimentally [1–5] and theoretically [6–10], is ballistic
energy transport by nonequilibrium phonons, observed in
nanostructures with characteristic lengths shorter than phonon
mean-free-paths. Another example of breakdown of the local
theory is transient cooling under a large temperature gradient
(e.g., generated by laser pulses), when phonon mean-free
paths are long compared to the length scale over which the
temperature gradient changes. In this case, the measured [11]
and calculated [12–14] heat flux is found to be smaller than
predictions made using the local theory.

In principle, ballistic phonon transport can also occur for
heat conduction at high oscillation frequencies, in which the
characteristic lengths (i.e., the thermal penetration depths,
d =

√
!/(πCf )., where C is the volumetric heat capacity

and f is the frequency of the oscillating temperature field)
can be shorter than the mean-free paths (ℓ) of the dominant
heat carriers. In fact, recent experiments [15–18] indicate
that the apparent thermal conductivity of crystalline alloys
and a particular form of amorphous Si is reduced from the
steady-state values when an oscillating temperature field of

MHz frequency is used in measurements. We previously
attributed [15] this finding to the fact that long-wavelength
phonons are not in equilibrium and traverse ballistically across
the penetration depth (ℓ > d), and thus do not contribute
to the apparent thermal conductivity measured by TDTR.
We thus proposed that the frequency dependence of thermal
conductivity can be applied as a convenient probe [15] of the
mean-free paths of phonons in alloys and amorphous Si.

For pure crystals, however, an apparent discrepancy is
observed between prior measurements of Si by time-domain
thermoreflectance (TDTR) as a function of modulation fre-
quency and broadband frequency-domain thermoreflectance
(BB-FDTR). Using BB-FDTR, the thermal conductivity of
Si at 10 MHz is reduced [18] by >30%, but using TDTR,
the measured thermal conductivity is independent [15] of
modulation frequency within a frequency range of 0.1 <
f < 10 MHz. If our prior empirical interpretation [15] were
correct, since d = 1.7 µm at 10 MHz, this lack of frequency
dependence of the TDTR measurement of Si suggests that
phonons with ℓ > 1.7 µm do not contribute significantly to
heat conduction in Si; this conclusion is inconsistent with
recent first-principle calculations [19,20]. To address this
discrepancy, Mingo et al. [21] suggested that the reduction
in the measured thermal conductivity could instead be due
to insensitivity of TDTR measurements to phonons with
ℓanh > 3d, where ℓanh is the mean-free path of phonons due to
anharmonic scattering only. Their calculations using the fitted
cutoff of 3d agree well with the frequency-dependent TDTR
measurements.

Wilson and Cahill [22] posited that the reduced appar-
ent thermal conductivity in the through-plane direction of
semiconductor alloys is due to an inhomogeneous effective
thermal conductivity near the surface of the samples that is

1098-0121/2014/90(20)/205412(11) 205412-1 ©2014 American Physical Society
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Anisotropic failure of Fourier theory in time-domain
thermoreflectance experiments
R.B. Wilson1 & David G. Cahill1

The applicability of Fourier’s law to heat transfer problems relies on the assumption that heat

carriers have mean free paths smaller than important length scales of the temperature profile.

This assumption is not generally valid in nanoscale thermal transport problems where spacing

between boundaries is small (o1 mm), and temperature gradients vary rapidly in space. Here

we study the limits to Fourier theory for analysing three-dimensional heat transfer problems

in systems with an interface. We characterize the relationship between the failure of Fourier

theory, phonon mean free paths, important length scales of the temperature profile and

interfacial-phonon scattering by time-domain thermoreflectance experiments on Si,

Si0.99Ge0.01, boron-doped Si and MgO crystals. The failure of Fourier theory causes aniso-

tropic thermal transport. In situations where Fourier theory fails, a simple radiative boundary

condition on the heat diffusion equation cannot adequately describe interfacial thermal

transport.
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Two-channel model for nonequilibrium thermal transport in pump-probe experiments
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We present an analytic solution for heat flow in a multilayer two-channel system for the interpretation of time-
domain thermoreflectance (TDTR) experiments where nonequilibrium effects are important. The two-channel
solution is used to analyze new room temperature TDTR measurements of Al/Cu and Al/Si0.99Ge0.01 systems.
Cu and Si0.99Ge0.01 are examples of materials well suited for analysis with a two-channel model because thermal
excitations responsible for the vast majority of the heat capacity in these solids contribute little to their thermal
conductivity. Nonequilibrium effects are found to be unimportant for the interpretation of the Al/Cu TDTR data
but dramatic for the Al/Si0.99Ge0.01 TDTR data. The two-channel model predicts a significant reduction in the
effective thermal conductivity of Si0.99Ge0.01 in a region within 150 nm of the Al/Si0.99Ge0.01 interface. The
extra thermal resistance in this region is a result of the disparate heat flux boundary conditions for low- and
high-frequency phonons in combination with weak coupling between low- and high-frequency phonons. When
the experimental data are analyzed with a single-channel model, both the conductance and thermal conductivity
appear to depend on pump-modulation frequency, consistent with the two-channel model’s predictions. Finally,
we compare the results of our diffusive two-channel model to a nonlocal description for steady-state heat flow
near a boundary and show they yield nearly identical results.

DOI: 10.1103/PhysRevB.88.144305 PACS number(s): 66.70.−f, 44.05.+e, 65.40.−b

I. INTRODUCTION

The magnitude of a material’s thermal conductivity and spe-
cific heat is determined by the dispersion relations, scattering
rates, and occupation statistics of the material’s quasiparticle
excitations, e.g., electrons, phonons, and magnons. On macro-
scopic scales, heat flow in a material is well described by the
heat diffusion equation and depends only on the magnitude of
the material’s heat capacity and thermal conductivity. The heat
diffusion equation is a valid description of heat flow as long as
all quasiparticles that store and carry heat are in local thermal
equilibrium. In other words, the occupation of all thermal
excitations must be well described by a single temperature on
time-scales that are comparable to the rate of heating/cooling
and length-scales that are comparable to the quasiparticle mean
free paths. On short time and length scales, the condition of
local equilibrium can break down, and microscopic knowledge
concerning the system’s thermal excitations is necessary to
accurately predict its thermal response.

Local equilibrium often breaks down in multilayered
systems due to boundaries. This is because different types of
thermal excitations can have drastically different temperature
and heat flux boundary conditions. For example, electrons
in a metal near a metal/dielectric interface have an adiabatic
boundary condition, while phonons in the metal do not;
this means local thermal equilibrium cannot exist between
electrons and phonons in close proximity to a metal/dielectric
interface that is subjected to a heat flux.1

Recent studies demonstrate the ability of pump/probe meth-
ods to reveal nonequilibrium energy flow in many different
types of systems.2–7 Quantifying the strength of coupling
between different types of excitations, a key goal of condensed
matter physics research, is more challenging. Recent stud-
ies demonstrate that time-domain thermoreflectance (TDTR)
is sensitive to the strength of coupling between thermal
excitations.3,5,7 However, the interpretation of TDTR data
where nonequilibrium effects are present is not straightforward

because the experimental data are typically analyzed with
a solution to the heat diffusion equation that assumes the
local-equilibrium condition is satisfied. To extract quanti-
tative values for the strength of coupling between thermal
excitations, a model is needed that can accurately describe
nonequilibrium heat flow.

The goal of the present work is to provide a model
for analyzing TDTR data that can accurately include some
nonequilibrium effects. While a general treatment of nonequi-
librium transport requires a solution of the Boltzmann
transport equation,8 nonequilibrium heat flow is often well-
described with a diffusive two-channel model,7 which is the
approach we take here. In this approach, different excitations
are divided into channels, and the heat diffusion equation
is modified based on the microscopic transport properties
of the carriers in each channel. Variations of the two-
channel approach have been used to successfully model heat
flow in systems with multiple types of heat carriers such
as low-frequency ballistic phonons/high-frequency diffusive
phonons,2 electrons/phonons,7 and magnons/phonons.9

The outline of the paper is as follows. In Sec. II, we
present a solution for two-channel heat flow in a semi-infinite
one-dimensional system. Several simple expressions are de-
rived that are useful for quantifying the time scales, length
scales, and thermal resistances associated with nonequilibrium
effects. In Sec. III, we use the two-channel solution to analyze
new TDTR measurements of Al/Cu and Al/Si0.99Ge0.01 sys-
tems, and compare with one-channel interpretations of the
same. Interestingly, the two-channel model suggests the value
of the Al/Si0.99Ge0.01 system’s measured interface conductance
is not intrinsic to the interface itself but is largely caused by
a mismatch between the heat carriers responsible for heat
flow across the Al/Si0.99Ge0.01 interface and heat flow in
the Si0.99Ge0.01. This type of contribution to the interface
conductance is similar to the type predicted by Majumdar and
Reddy for metal/dielectric interfaces due to weak electron-
phonon coupling in the metal.1 Finally, in Sec. IV we compare

144305-11098-0121/2013/88(14)/144305(11) ©2013 American Physical Society



Can	we	use	TDTR/FDTR	w/o	a	transducer?

• Previous works 
• Well established in frequency domain (Opsal, Christofides, 

Mandelis, and Othonos)
• Recently: Aaron Schmidt and David Hurley
• Thermal vs. plasma effects – incorporating the “standard” TDTR 

procedure and analysis

• Combined FDTR/TDTR – using the time domain data

• Bulk system measurements and uncertainty

Key Challenge
•Need photothermoreflectance signal to be dominated by temperature
•Ensure photothermoreflectance is pure thermoreflectance



Recent	works	using	thermoreflectance w/o	metal	films

recombination time, the thermal and plasma waves can be com-
pletely decoupled.

2. Experimental

Schematic representation of our experimental approach is
depicted in Fig. 1. It shows a thermal wave confined to the surface
of the sample that is excited by an amplitude modulated pump
beam. The frequency of the pump is tuned to confine the thermal
wave to the damage region created by ion irradiation. Spatially
resolved amplitude and phase profiles of the thermal wave are
measured by recording reflectivity changes of the probe beam
which is laterally scanned on the surface of the sample. In the
absence of the electronic plasma wave the reflectivity change is
directly proportional to the change in the surface temperature.

Our experimental setup has been previously described [7].
Briefly it uses a Ti:sapphire laser oscillator with a 100 fs pulse
width. The 400 nm pump is obtained by doubling the laser output
and the residual at 800 nm is used as the probe. Amplitude modu-
lation of the pump pulse train is achieved using an acousto-optical
modulator with modulation frequencies centered around 100 kHz.
Both pump and probe are focused on the sample using a single 50!
microscope objective resulting in a spot size of "1 lm for both
beams. Lateral scanning is achieved through an optical two lens le-
ver described in detail in a previous paper [7]. The temporal delay
between pump and probe is changed by varying the path length of
the pump pulse using a mechanical delay line. The maximum tran-
sient temperature rise caused by a pump pulse is "5 K, and the
steady-state temperature rise is "10 K. Small changes in reflectiv-
ity of the probe beam DR/R ranging from 10#5 to 10#3 are
measured using lock-in amplification of the probe photodiode
signal. Temperature dependent measurements were performed
on a sample mounted inside liquid nitrogen cooled cryostat.

A boron-doped (p-type) (100) single crystal silicon wafer that
has doping concentration of 2 ! 1016 cm#3 is considered in this
investigation. This wafer has been taken from the same batch used
in previous work [7]. The wafer has already been polished by the
vendor. One section of this wafer was subjected to additional
mechanical polishing using a (3 lm) diamond slurry and then
(0.05 lm) colloidal silica. This process significantly damages the
crystal lattice in the near-surface region ("1 lm). This sample is
then annealed at 300 !C to relieve the residual stress caused by
polishing. A second section of this wafer was irradiated using
NEC Pelletron" tandem accelerator by 1.6 MeV H+ ions to a dose
of 2.8 ! 1015 ions/cm2 at 700 !C. The damage profile was estimated
using SRIM software calculations and is shown on Fig. 2 [8]. Two
regions can be identified in the damage profile. The plateau region
where the ions mostly undergo electronic interaction extends up to

30 lm has an estimated displacement damage of 0.2 dpa. The peak
damage region resulting from nuclear stopping occurs at "33 lm.

3. Results

To test if irradiation damage enables a decoupling of the plasma
and thermal wave components we conduct thermal wave scans at
two different delays times. The thermal wave phase profile at
Dt = 14 ps is shown in the top pane of Fig. 3. This profile can be
decomposed into a plasma wave component that depends strongly
on delay time [7], and a thermal wave component that is almost
entirely independent of delay time [9]. The flat phase profile of
the transient component has a spatial extent approximately equal
to the pump spot size. Outside the excitation region the phase
profile of the steady state component steadily decreases with
increasing distance. Here the steady state component is to be
associated with the thermal wave. The corresponding thermal
wave amplitude at Dt = 14 ps is shown in the bottom pane of
Fig. 3. The dip in the amplitude profile at r " 1.5 lm is due to a
competition between the transient and steady state components
that are approximately 180! out of phase. At large delays it is found
that the transient component due to the plasma wave vanishes.
This point is illustrated by the amplitude and phase response at
Dt = 13 ns (realized using a small #100 ps delay) shown in Fig. 3.
Based on these results and a previous study involving the
mechanically polished sample we conclude that proton irradiation
enables a decoupling of the plasma and thermal waves for large
pump–probe delay times.
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Fig. 1. Schematic representation of modulated thermoreflectance approach to measure thermal conductivity applied to ion irradiated samples.

Fig. 2. Damage profile corresponding to 1.6 MeV proton irradiated silicon calcu-
lated using SRIM software.
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Now we turn to investigating the thermal conductivity of the
irradiation damage layer. Fig. 4 compares the thermal wave phase
profiles of the mechanically polished and irradiated samples at
room temperature and for a modulation frequency of 100 kHz.
Both profiles exhibit a linear dependence on scan distance in the
far field of the laser source. For a uniform half-space the slope,
m, in this region is related to the thermal transport parameters
by the following equation: m ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pfqC=j

p
, where j, q, and C are

the thermal conductivity, density and specific heat, and f is pump
modulation frequency. In our analysis we assume that q and C
are known, and use the values obtained from literature [10]. While

typically radiation damage does not affect specific heat it usually
results in density reduction due to accumulation of irradiation in-
duced defects that cause swelling. We are unaware of the system-
atic studies of this affect in Si, however based on extensive studies
in SiC we expect swelling to be below 1% [11]. As a result we ne-
glect any changes in the density and specific heat of the damage
layer. The irradiated sample has a slightly larger slope which sug-
gests a decrease in conductivity due to irradiation damage.

We have also analyzed the profiles using a model that takes into
account the geometry of the source (radially symmetric with a
Gaussian radial profile) [9]. The fitting results are represented by
the solid lines in Fig. 4. There are two important points to be dis-
cussed in regards to the model. First, for the polished sample the
thin damage layer ("1 lm) was neglected. Our more elaborate
layered model confirms that for the modulation frequencies used
the fitting results have little sensitivity to this damage layer.
Second, the irradiated sample was modeled as a uniform half-space
having thermal properties corresponding to the plateau region.
Again our more detailed multilayer model revealed little sensitiv-
ity to the peak damage region for the modulation frequencies
considered. Briefly, our layered model involved discretizing the
damage profile using a number of layers having different thermal
conductivities. It was found that the single layer model produced
results that differ by less than 3% from those produced using our
layered model. Both of these observations are reasonable if one
considers the relevant experimental length scales. At 100 kHz,
the thermal wavelength (penetration depth) in Si is "16 lm. This
value is large compared to the damaged layer in the mechanically
polished sample but small compared to the depth of the damage
peak in the ion irradiated sample. It should be mentioned that
we could have used a larger range of frequencies and a multilayer
model for extracting depth dependent thermal properties of the
irradiated sample. However to avoid issues associated with multi-
parameter fitting, we limit our analysis to the plateau region. From
our fitting results we determined the bulk conductivity of the pol-
ished Si sample to be 146 ± 5 W/mK which is on the lower side of
the literature values for Si (148–156 W/mK) [12]. For the irradiated
sample we obtain of value of the conductivity of the plateau region
to be 137 ± 4 W/mK. At room temperature, it is difficult to discern
if the small reduction in conductivity is indeed due to irradiation
damage because the reduction is equal to the summation of the
error bars. We thus perform additional experiments at low temper-
ature to partially freeze out the three phonon processes that
obscure more subtle effects caused by defect scattering.

The thermal wave phase profiles for both samples at 125 K are
shown in Fig. 5. The fitted values for the conductivity are 210 ± 24
and 152 ± 16 W/mK for the mechanically polished and proton irra-
diated samples, respectively. These values are significantly lower
than the literature value for pure silicon at 125 K (587 W/mK)
[12]. This discrepancy is attributed to the laser spot size being
comparable to the mean free path of phonons responsible for heat
transport. The phonons that have mean free path larger than laser
spot size travel ballistically and do not contribute to the measured
thermal conductivity [13,14]. The reduction in thermal conductiv-
ity is Dj = 9 W/mK at room temperature and Dj = 58 W/mK at
T = 125.

Next we consider the possible mechanisms for the reduction in
conductivity. Proton irradiation will introduce various types of de-
fects, including point defects and small defect cluster, dislocation
loops and larger precipitate clusters [2]. To get some insight into
the dominant phonon scattering mechanism we analyze our re-
sults using the modified Klemens–Callaway approach [13,15]:
j ¼

RxD
‘ðxÞ<L CðxÞm‘ðxÞdx, where C(x) is total specific heat of

phonons with frequecney x, xD is Debye frequency, velocity t
and mean free path lðxÞ ¼ msðxÞ. A lower integration limit is intro-
duced to discard phonons with mean free path larger than the laser

Fig. 3. Spatially resolved reflectivity change at various time delays observed in
proton irradiated silicon. (Top) phase profile and (bottom) amplitude profile. Solid
line – delay at t = 13 ns, dashed line – delay at t = 14 ps.

Fig. 4. Phase of the thermal waves obtained from polished (squares) and irradiated
silicon (circles) at f = 100 kHz and room temperature. Solid lines are corresponding
fits used to extract thermal conductivity.
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! "
: (15)

Combining Eq. (13) with Eqs. (14) and (15), we obtain the
solution for a multilayer sample through matrix multiplication

hb

fb

 !
¼ MNMN#1 $ $ $M2M1

%

h1;t

P xð Þexp # k2w2
0

8

! "

2p 1# q2d2
0

# $
1# exp

#d1

d0

! "% &

0

BBBBB@

1

CCCCCA
; (16)

where M1 is the matrix for the first layer from Eq. (13) and
Mn, n¼ 2,…, N are the matrices for the remaining layers
from Eqs. (14) and (15). We let

MNMN#1 $ $ $M2M1 ¼
A B
C D

! "
:

Then if an adiabatic or semi-infinite boundary condition is
applied to bottom surface of the Nth layer, the surface tem-
perature can be determined from Eq. (16) as

h1;t ¼ #
D

C

P xð Þ

2p 1# q2d2
0

# $
1# exp

#d1

d0

! "% & exp # k2w2
0

8

! "
:

(17)

By taking the inverse Hankel transform of Eq. (17), we
obtain the temperature distribution in real space on the surface

h1;t x;rð Þ¼
ð1

0

kJ0 krð Þ #D

C

! "

% P xð Þ

2p 1# q2d2
0

# $
1# exp

#d1

d0

! "% &exp #k2w2
0

8

! "
dk:

(18)

This temperature distribution is measured with the reflected
probe beam as described in Section III C.

C. Role of the probe beam

We first consider the case where it is assumed that the
reflected probe beam measures the temperature at the sample
surface, and then consider the more realistic case where the
probe beam penetrates into the material. For the former case,
the thermoreflectance signal is proportional to the surface
temperature distribution weighted by the Gaussian intensity
profile of the probe beam on the sample surface

h1;t xð Þ ¼
P xð Þ

2p 1# exp
#d1

d0

! "% &
ð1

0

k #D

C

! "
1

1# q2d2
0

% exp #
k2 w2

0 þ w2
1

( )

8

% &
dk; (19)

where w1 is the 1/e2 radius of the probe beam spot on the sur-
face. The frequency response of the sample, H(x), which is
inserted into Eq. (2) for an FDTR measurement and Eq. (4)
for a TDTR measurement, is given by HðxÞ ¼ h1;tðxÞ=PðxÞ,
so that

H xð Þ ¼
1

2p 1# exp
#d1

d0

! "% &
ð1

0

k #D

C

! "
1

1# q2d2
0

% exp #
k2 w2

0 þ w2
1

( )

8

% &
dk: (20)

In the limit of d0¼ 0, Eq. (20) simplifies to the solution for
surface heating given in Ref. 24.

We now examine the effect of the optical penetration
depth of the probe beam, d1. We consider a 1D semi-infinite
solid heated by a periodically modulated pump laser and
probed by a cw laser, as shown in Fig. 3. In general, the
reflected probe signal can be modeled by solving Maxwell’s
equations in the material. In the frequency domain, the
reflected probe signal can be written as33

DRðxÞ ¼
ð1

0

f ðzÞhðz;xÞdz; (21)

where h(z, x) is temperature in the sample and f(z) is a sensi-
tivity function that is an exponentially damped oscillation
with non-zero phase at the surface z¼ 0

f zð Þ¼ f0
@n

@h
sin

4pnz

k
#w

! "
þ@j
@h

cos
4pnz

k
#w

! "% &
exp # z

d1

! "
;

(22)

f0 ¼ 8
2p n2 n2 þ j2 # 1ð Þ2 þ j2 n2 þ j2 þ 1ð Þ2
h i1=2

k nþ 1ð Þ2 þ j2

h i2
; (23)

tan w ¼ j n2 þ j2 þ 1zð Þ
n n2 þ j2 # 1ð Þ : (24)

FIG. 3. Schematic of pump and probe absorption in a semi-infinite solid.
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absorption depth, computed as @/=@d0, for these same three
cases. For a transducer with a thermal conductivity of
100 W m!1 K!1, there is minimal difference between volu-
metric heating and surface heating until 100 MHz. Above
100 MHz, the heating period approaches the thermal time con-
stant of the transducer, sth " d2Cp=K, and the two models
deviate from each other. For the lower thermal conductivity
cases, the difference between surface and volumetric heating
is larger and begins at lower frequencies. This comparison
confirms the importance of accounting for the pump absorp-
tion in the transducer at high modulation frequencies and in
measurements with low thermal conductivity transducers.

IV. MEASUREMENT OF AN AMORPHOUS SILICON
FILM

To validate Eq. (20), we performed FDTR measure-
ments of a 490 nm thick aSi film deposited on fused silica
and single crystal silicon substrates. Our experimental sys-
tem, described in Ref. 34, employs a 785 nm cw pump laser
and a 532 nm cw probe laser. We chose to test the model on
aSi because we expect a clear difference between surface
heating and volumetric heating at frequencies well below
10 MHz due to the material’s low thermal conductivity and
weak optical absorption at 785 nm. In addition, the short
phonon MFPs in aSi mean we do not have to consider com-
plications arising from ballistic transport. We fit the meas-
ured phase data by performing a two-parameter fit of the
thermal model, determining both the thermal conductivity
and the effective optical absorption depth of the aSi film.

Figures 5(a) and 5(b) show the sample configurations
during the measurement. The aSi thin film was deposited on
the substrates by DC magnetron sputtering with a base pres-
sure of 10!8 mbar. The thickness of aSi was measured to be
490 6 10 nm via cross-sectional scanning electron micros-
copy. We measured the FDTR phase data directly from the
aSi surface without a gold transducer layer. The focused
pump and probe spot radii on the samples were 2.8 6 0.03 lm

and 2.3 6 0.02 lm, respectively, determined by a knife-edge
measurement.

In Fig. 5(c), we consider the sample on fused silica and
plot the calculated phase sensitivity to the thermal conductiv-
ity of aSi, KaSi, the optical absorption depth of aSi at our
pump wavelength, d0, and the TBC of the aSi/SiO2 interface,
GaSi=SiO2

. In Fig. 5(d), we show the same sensitivities for the
sample on the silicon substrate. For these calculations, we
assumed KaSi¼ 1.4 W m!1 K!1 and d0¼ 300 nm. The TBC
values of the aSi/SiO2 and aSi/Si interfaces were estimated
using an empirically corrected diffuse mismatch model
(DMM) that takes into account the Debye temperature ratios
of the two materials.35 The material properties used for the
DMM calculation are listed in Table II where vt and vl are the
transverse and longitudinal sound speeds, respectively, and
hD is the Debye temperature. The values are obtained as
GaSi=SiO2

¼ 173 MW m!2K!1 and GaSi/Si¼ 126 MW m!2 K!1.
We used literature values for the volumetric heat capacity of
aSi,36 fused silica,37 and single crystal silicon,37 each with a
3% uncertainty. The thermal conductivities of fused silica and
single crystal silicon were taken from literature as well37 with
an uncertainty of 3%. Figures 5(c) and 5(d) show that the mea-
surement is sensitive to both the thermal conductivity and
absorption depth in aSi across much of the frequency range,
and that the sensitivities are sufficiently different that it should
be possible to uniquely determine both parameters. We see
that the measurement is not sensitive to the TBC between aSi
and the substrate. We then used the DMM calculated values
with a 50% uncertainty for GaSi=SiO2

and GaSi/Si during the data
fitting. For these properties, the high frequency limit condition
of Eq. (28) is f¼x/2p$ 1.5 MHz. Since this also corresponds
to the frequency range where the signal is most sensitive to
the optical absorption depth, we are justified in fitting the
FDTR phase data with an effective optical absorption depth,
deff, that is determined by the sum of the absorption depths at
the pump and probe wavelengths.

In Fig. 6(a), we show the phase data for aSi on fused
silica. We use KaSi as the fitting parameter and show the best
fit solution to the thermal model assuming the pump laser is
absorbed on the surface. The surface heating model fails to
capture the phase behavior through the entire frequency
range, suggesting the need to model optical absorption in
this low thermal conductivity material. We then fit the data
with the volumetric heating model, Eq. (20), using KaSi and
deff as the fitting parameters. The results are shown in Fig.
6(b). This time the model produces a good fit to the phase
data. The dashed lines are solutions obtained by varying the
fitted value of deff by 625%. In Fig. 6(c), we show the phase
data for aSi on single crystal silicon and the best fit to Eq.
(20). The solution is again plotted as dashed lines by varying
the deff values by 625%.

FIG. 5. (a) Sample configuration of aSi on fused silica. (b) Sample configu-
ration of aSi on single crystal silicon. (c) Calculated phase sensitivity to
KaSi, d0, and the TBC between aSi and fused silica, GaSi=SiO2

. (d) Calculated
phase sensitivity to KaSi, d0, and the TBC between aSi and single crystal sili-
con, GaSi/Si.

TABLE II. Material properties used for calculating GaSi=SiO2
and GaSi/Si.

Material Cp (MJ m!3 K!1) vt (m/s) vl (m/s) hD (K)

aSi 1.62 (Ref. 36) 3699 (Ref. 38) 8047 (Ref. 38) 487 (Ref. 39)

Si 1.65 (Ref. 37) 5332 (Ref. 40) 8970 (Ref. 40) 640 (Ref. 41)

SiO2 1.63 (Ref. 37) 2732 (Ref. 38) 4779 (Ref. 38) 470 (Ref. 42)
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Tables III and IV, along with the literature values for the
other parameters used in the model. The 1/e confidence inter-
vals were obtained with a Monte Carlo method described in
Ref. 35 to account for the propagation of errors from known

parameters in the thermal model such as the heat capacity
and film thickness. Our measured value of KaSi agrees within
5% of the predicted thermal conductivity of aSi from
literature.43

We compared the best fit value of deff with an independ-
ent measurement of the optical absorption depth obtained with
a VASE ellipsometer. The amplitude and phase of light

FIG. 6. (a) Measured phase data for aSi on fused silica and the best fit curve
obtained with a surface heating model. (b) The same data with the best fit of
the volumetric heating model of Eq. (20). Also shown are solutions obtained
by varying the effective absorption depth by 625%. (c) Data and best fit for
aSi on single crystal silicon.

TABLE III. Material properties for aSi on fused silica.

Material Cp (MJ m!3 K!1) K (W m!1 K!1) d (nm) deff (nm)

aSi 1.62 6 0.05 (Ref. 36) 1.26 6 0.3 490 6 10 293 6 60

SiO2 1.63 6 0.05 (Ref. 37) 1.38 6 0.04 5" 105

TABLE IV. Material properties for aSi on single crystal silicon.

Material Cp (MJ m!3 K!1) K (W m!1 K!1) d (nm) deff (nm)

aSi 1.62 6 0.05 (Ref. 36) 1.3 6 0.1 490 6 10 296 6 10

Si 1.65 6 0.05 (Ref. 37) 143 6 5 5" 105

FIG. 7. (a) The real part n of the index of refraction of aSi. (b) The imagi-
nary part j of the index of refraction of aSi. (c) Calculated optical absorption
depth of aSi.
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The thermoreflectance-based techniques time- and frequency-domain thermoreflectance (TDTR and
FDTR, respectively) have emerged as robust platforms to measure the thermophysical properties of
a wide array of systems on varying length scales. Routine in the implementation of these techniques
is the application of a thin metal film on the surface of the sample of interest to serve as an
opto-thermal transducer ensuring the measured modulated reflectivity is dominated by the change
in thermoreflectance of the sample. Here, we outline a method to directly measure the thermal
conductivities of bulk materials without using a metal transducer layer using a standard TDTR/FDTR
experiment. A major key in this approach is the use of a thermal model with z-dependent heat source
when the optical penetration depth is comparable to the beam sizes and measuring the FDTR response
at a long delay time to minimize non-thermoreflectivity contributions to the modulated reflectance
signals (such as free carrier excitations). Using this approach, we demonstrate the ability to measure
the thermal conductivity on three semiconductors, intrinsic Si (100), GaAs (100), and InSb (100), the
results of which are validated with FDTR measurements on the same wafers with aluminum trans-
ducers. We outline the major sources of uncertainty in this approach, including frequency dependent
heating and precise knowledge of the pump and probe spot sizes. As a result, we discuss appropriate
pump-frequency ranges in which to implement this TDTR/FDTR approach and present a procedure to
measure the e↵ective spot sizes by fitting the FDTR data of an 80 nm Al/SiO2 sample at a time delay
in which the spot size sensitivity dominates an FDTR measurement over the substrate thermal prop-
erties. Our method provides a more convenient way to directly measure the thermal conductivities of
semiconductors. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4962711]

I. INTRODUCTION

Thermoreflectance-based techniques,1–4 such as time- and
frequency-domain thermoreflectance (TDTR5 and FDTR,6
respectively), have emerged as powerful thermometry plat-
forms to measure and interrogate the thermal properties of a
wide range of bulk materials and nanosystems.7–9 For example,
TDTR and/or FDTR have been used to measure the thermal
conductivity of bulk solids,6,10,11 exceptionally low thermal
conductivity thin films,12–17 vibrational heat capacity,17–19

and thermal transport properties of nanocomposites, such as
superlattices,20–24 alloys and nanowire matrices,25–27 and the
thermal boundary conductance across material interfaces,28

including structurally/compositionally varying interfaces,29–37

interfaces adjacent to low dimensional structures (e.g., self-
assembled monolayers and graphene),38–42 and solid/liquid
interfaces.43–46 Iterations of these TDTR and/or FDTR tech-
niques have demonstrated potential promise to go beyond
thermal property measurements of systems, and gain insight
into the vibrational mean free path spectra of solids (relating
to the “thermal conductivity accumulation function”),47–55 the
spectral coupling of phonons across interfaces (relating to the
“thermal boundary conductance accumulation function”),10

and the spatial variation of thermal conductivity in composite
systems (resulting in spatial “mapping” of the thermal
conductivity with micron resolution).56–58

Thermoreflectance techniques, by definition, rely on
the principle of thermoreflectance in their metrologies.1,59–61

Stated di↵erently, the measurements of thermal properties
using TDTR or FDTR rely on a material’s change in reflectiv-
ity due to the change in its temperature. More specifically,
these pump-probe metrologies embrace thermomodulation
reflectivity in which a small oscillating temperature rise is
induced at some frequency caused by a modulated pump beam,
while the reflectivity is monitored with the probe beam through
electronic detection that is synced to the pump modulation to
measure the change in reflectivity at this frequency. Hence, the
most fundamental assumption of TDTR and FDTR for use as
a metrology of strictly thermal transport properties is that the
measured reflectivity of the probe is related to the temperature
change induced by the modulated pump pulses.

Due to this fundamental necessity, it is common practice
to deposit a thin metal film on the surface of any material
system to be measured with TDTR and/or FDTR in order
to relate the optical reflectivity to a temperature change,7,62

and thereby relate this measured reflectivity to the thermal
properties of interest. This ensures that the thermoreflectivity
can be directly and linearly related to the temperature
change, since the primary component driving the reflectivity
in metals is the electronic distribution, which is mainly
related to the temperature of the material (assuming relatively
small electron-phonon nonequilibrium—which can lead to
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The thermoreflectance-based techniques time- and frequency-domain thermoreflectance (TDTR and
FDTR, respectively) have emerged as robust platforms to measure the thermophysical properties of
a wide array of systems on varying length scales. Routine in the implementation of these techniques
is the application of a thin metal film on the surface of the sample of interest to serve as an
opto-thermal transducer ensuring the measured modulated reflectivity is dominated by the change
in thermoreflectance of the sample. Here, we outline a method to directly measure the thermal
conductivities of bulk materials without using a metal transducer layer using a standard TDTR/FDTR
experiment. A major key in this approach is the use of a thermal model with z-dependent heat source
when the optical penetration depth is comparable to the beam sizes and measuring the FDTR response
at a long delay time to minimize non-thermoreflectivity contributions to the modulated reflectance
signals (such as free carrier excitations). Using this approach, we demonstrate the ability to measure
the thermal conductivity on three semiconductors, intrinsic Si (100), GaAs (100), and InSb (100), the
results of which are validated with FDTR measurements on the same wafers with aluminum trans-
ducers. We outline the major sources of uncertainty in this approach, including frequency dependent
heating and precise knowledge of the pump and probe spot sizes. As a result, we discuss appropriate
pump-frequency ranges in which to implement this TDTR/FDTR approach and present a procedure to
measure the e↵ective spot sizes by fitting the FDTR data of an 80 nm Al/SiO2 sample at a time delay
in which the spot size sensitivity dominates an FDTR measurement over the substrate thermal prop-
erties. Our method provides a more convenient way to directly measure the thermal conductivities of
semiconductors. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4962711]

I. INTRODUCTION

Thermoreflectance-based techniques,1–4 such as time- and
frequency-domain thermoreflectance (TDTR5 and FDTR,6
respectively), have emerged as powerful thermometry plat-
forms to measure and interrogate the thermal properties of a
wide range of bulk materials and nanosystems.7–9 For example,
TDTR and/or FDTR have been used to measure the thermal
conductivity of bulk solids,6,10,11 exceptionally low thermal
conductivity thin films,12–17 vibrational heat capacity,17–19

and thermal transport properties of nanocomposites, such as
superlattices,20–24 alloys and nanowire matrices,25–27 and the
thermal boundary conductance across material interfaces,28

including structurally/compositionally varying interfaces,29–37

interfaces adjacent to low dimensional structures (e.g., self-
assembled monolayers and graphene),38–42 and solid/liquid
interfaces.43–46 Iterations of these TDTR and/or FDTR tech-
niques have demonstrated potential promise to go beyond
thermal property measurements of systems, and gain insight
into the vibrational mean free path spectra of solids (relating
to the “thermal conductivity accumulation function”),47–55 the
spectral coupling of phonons across interfaces (relating to the
“thermal boundary conductance accumulation function”),10

and the spatial variation of thermal conductivity in composite
systems (resulting in spatial “mapping” of the thermal
conductivity with micron resolution).56–58

Thermoreflectance techniques, by definition, rely on
the principle of thermoreflectance in their metrologies.1,59–61

Stated di↵erently, the measurements of thermal properties
using TDTR or FDTR rely on a material’s change in reflectiv-
ity due to the change in its temperature. More specifically,
these pump-probe metrologies embrace thermomodulation
reflectivity in which a small oscillating temperature rise is
induced at some frequency caused by a modulated pump beam,
while the reflectivity is monitored with the probe beam through
electronic detection that is synced to the pump modulation to
measure the change in reflectivity at this frequency. Hence, the
most fundamental assumption of TDTR and FDTR for use as
a metrology of strictly thermal transport properties is that the
measured reflectivity of the probe is related to the temperature
change induced by the modulated pump pulses.

Due to this fundamental necessity, it is common practice
to deposit a thin metal film on the surface of any material
system to be measured with TDTR and/or FDTR in order
to relate the optical reflectivity to a temperature change,7,62

and thereby relate this measured reflectivity to the thermal
properties of interest. This ensures that the thermoreflectivity
can be directly and linearly related to the temperature
change, since the primary component driving the reflectivity
in metals is the electronic distribution, which is mainly
related to the temperature of the material (assuming relatively
small electron-phonon nonequilibrium—which can lead to
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Standard	TDTR/FDTR	– with	and	without	metal	transducer

Key Experimental Design
• Low modulation frequency: FDTR below 1 MHz

• Short plasma relaxation time: 400 nm pump, FDTR @ 5 ns delay 



z-dependent	source	important	in	Si	at	these	wavelengths

Key Experimental Design
• Low modulation frequency: FDTR below 1 MHz

• Short plasma relaxation time: 400 nm pump, FDTR @ 5 ns delay 

Probe optical penetration depth
dSi = 9.73 µm (800 nm)

Pump optical/heat source 
penetration depth

zSi = 97.9 nm (400 nm)

Note, these are not the “thermal 
penetration depth”
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The thermoreflectance-based techniques time- and frequency-domain thermoreflectance (TDTR and
FDTR, respectively) have emerged as robust platforms to measure the thermophysical properties of
a wide array of systems on varying length scales. Routine in the implementation of these techniques
is the application of a thin metal film on the surface of the sample of interest to serve as an
opto-thermal transducer ensuring the measured modulated reflectivity is dominated by the change
in thermoreflectance of the sample. Here, we outline a method to directly measure the thermal
conductivities of bulk materials without using a metal transducer layer using a standard TDTR/FDTR
experiment. A major key in this approach is the use of a thermal model with z-dependent heat source
when the optical penetration depth is comparable to the beam sizes and measuring the FDTR response
at a long delay time to minimize non-thermoreflectivity contributions to the modulated reflectance
signals (such as free carrier excitations). Using this approach, we demonstrate the ability to measure
the thermal conductivity on three semiconductors, intrinsic Si (100), GaAs (100), and InSb (100), the
results of which are validated with FDTR measurements on the same wafers with aluminum trans-
ducers. We outline the major sources of uncertainty in this approach, including frequency dependent
heating and precise knowledge of the pump and probe spot sizes. As a result, we discuss appropriate
pump-frequency ranges in which to implement this TDTR/FDTR approach and present a procedure to
measure the e↵ective spot sizes by fitting the FDTR data of an 80 nm Al/SiO2 sample at a time delay
in which the spot size sensitivity dominates an FDTR measurement over the substrate thermal prop-
erties. Our method provides a more convenient way to directly measure the thermal conductivities of
semiconductors. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4962711]

I. INTRODUCTION

Thermoreflectance-based techniques,1–4 such as time- and
frequency-domain thermoreflectance (TDTR5 and FDTR,6
respectively), have emerged as powerful thermometry plat-
forms to measure and interrogate the thermal properties of a
wide range of bulk materials and nanosystems.7–9 For example,
TDTR and/or FDTR have been used to measure the thermal
conductivity of bulk solids,6,10,11 exceptionally low thermal
conductivity thin films,12–17 vibrational heat capacity,17–19

and thermal transport properties of nanocomposites, such as
superlattices,20–24 alloys and nanowire matrices,25–27 and the
thermal boundary conductance across material interfaces,28

including structurally/compositionally varying interfaces,29–37

interfaces adjacent to low dimensional structures (e.g., self-
assembled monolayers and graphene),38–42 and solid/liquid
interfaces.43–46 Iterations of these TDTR and/or FDTR tech-
niques have demonstrated potential promise to go beyond
thermal property measurements of systems, and gain insight
into the vibrational mean free path spectra of solids (relating
to the “thermal conductivity accumulation function”),47–55 the
spectral coupling of phonons across interfaces (relating to the
“thermal boundary conductance accumulation function”),10

and the spatial variation of thermal conductivity in composite
systems (resulting in spatial “mapping” of the thermal
conductivity with micron resolution).56–58

Thermoreflectance techniques, by definition, rely on
the principle of thermoreflectance in their metrologies.1,59–61

Stated di↵erently, the measurements of thermal properties
using TDTR or FDTR rely on a material’s change in reflectiv-
ity due to the change in its temperature. More specifically,
these pump-probe metrologies embrace thermomodulation
reflectivity in which a small oscillating temperature rise is
induced at some frequency caused by a modulated pump beam,
while the reflectivity is monitored with the probe beam through
electronic detection that is synced to the pump modulation to
measure the change in reflectivity at this frequency. Hence, the
most fundamental assumption of TDTR and FDTR for use as
a metrology of strictly thermal transport properties is that the
measured reflectivity of the probe is related to the temperature
change induced by the modulated pump pulses.

Due to this fundamental necessity, it is common practice
to deposit a thin metal film on the surface of any material
system to be measured with TDTR and/or FDTR in order
to relate the optical reflectivity to a temperature change,7,62

and thereby relate this measured reflectivity to the thermal
properties of interest. This ensures that the thermoreflectivity
can be directly and linearly related to the temperature
change, since the primary component driving the reflectivity
in metals is the electronic distribution, which is mainly
related to the temperature of the material (assuming relatively
small electron-phonon nonequilibrium—which can lead to

0034-6748/2016/87(9)/094902/14/$30.00 87, 094902-1 Published by AIP Publishing.
 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  137.54.25.105 On: Thu, 22 Sep

2016 13:57:06



Must	choose	time	to	be	greater	than	plasma	relaxation	time

Key Experimental Design
• Low modulation frequency: FDTR below 1 MHz

• Short plasma relaxation time: 400 nm pump, FDTR @ 5 ns delay 

From analysis of in-phase signal 
and FDTR signal in tandem

tGaAs ~ 400 ps
Already studied in Si

50 ps – 2 ns
(JAP 82, 4033 (1997))

(PRL 110, 025901 (2013))
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The thermoreflectance-based techniques time- and frequency-domain thermoreflectance (TDTR and
FDTR, respectively) have emerged as robust platforms to measure the thermophysical properties of
a wide array of systems on varying length scales. Routine in the implementation of these techniques
is the application of a thin metal film on the surface of the sample of interest to serve as an
opto-thermal transducer ensuring the measured modulated reflectivity is dominated by the change
in thermoreflectance of the sample. Here, we outline a method to directly measure the thermal
conductivities of bulk materials without using a metal transducer layer using a standard TDTR/FDTR
experiment. A major key in this approach is the use of a thermal model with z-dependent heat source
when the optical penetration depth is comparable to the beam sizes and measuring the FDTR response
at a long delay time to minimize non-thermoreflectivity contributions to the modulated reflectance
signals (such as free carrier excitations). Using this approach, we demonstrate the ability to measure
the thermal conductivity on three semiconductors, intrinsic Si (100), GaAs (100), and InSb (100), the
results of which are validated with FDTR measurements on the same wafers with aluminum trans-
ducers. We outline the major sources of uncertainty in this approach, including frequency dependent
heating and precise knowledge of the pump and probe spot sizes. As a result, we discuss appropriate
pump-frequency ranges in which to implement this TDTR/FDTR approach and present a procedure to
measure the e↵ective spot sizes by fitting the FDTR data of an 80 nm Al/SiO2 sample at a time delay
in which the spot size sensitivity dominates an FDTR measurement over the substrate thermal prop-
erties. Our method provides a more convenient way to directly measure the thermal conductivities of
semiconductors. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4962711]
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Thermoreflectance-based techniques,1–4 such as time- and
frequency-domain thermoreflectance (TDTR5 and FDTR,6
respectively), have emerged as powerful thermometry plat-
forms to measure and interrogate the thermal properties of a
wide range of bulk materials and nanosystems.7–9 For example,
TDTR and/or FDTR have been used to measure the thermal
conductivity of bulk solids,6,10,11 exceptionally low thermal
conductivity thin films,12–17 vibrational heat capacity,17–19

and thermal transport properties of nanocomposites, such as
superlattices,20–24 alloys and nanowire matrices,25–27 and the
thermal boundary conductance across material interfaces,28

including structurally/compositionally varying interfaces,29–37

interfaces adjacent to low dimensional structures (e.g., self-
assembled monolayers and graphene),38–42 and solid/liquid
interfaces.43–46 Iterations of these TDTR and/or FDTR tech-
niques have demonstrated potential promise to go beyond
thermal property measurements of systems, and gain insight
into the vibrational mean free path spectra of solids (relating
to the “thermal conductivity accumulation function”),47–55 the
spectral coupling of phonons across interfaces (relating to the
“thermal boundary conductance accumulation function”),10

and the spatial variation of thermal conductivity in composite
systems (resulting in spatial “mapping” of the thermal
conductivity with micron resolution).56–58

Thermoreflectance techniques, by definition, rely on
the principle of thermoreflectance in their metrologies.1,59–61

Stated di↵erently, the measurements of thermal properties
using TDTR or FDTR rely on a material’s change in reflectiv-
ity due to the change in its temperature. More specifically,
these pump-probe metrologies embrace thermomodulation
reflectivity in which a small oscillating temperature rise is
induced at some frequency caused by a modulated pump beam,
while the reflectivity is monitored with the probe beam through
electronic detection that is synced to the pump modulation to
measure the change in reflectivity at this frequency. Hence, the
most fundamental assumption of TDTR and FDTR for use as
a metrology of strictly thermal transport properties is that the
measured reflectivity of the probe is related to the temperature
change induced by the modulated pump pulses.

Due to this fundamental necessity, it is common practice
to deposit a thin metal film on the surface of any material
system to be measured with TDTR and/or FDTR in order
to relate the optical reflectivity to a temperature change,7,62

and thereby relate this measured reflectivity to the thermal
properties of interest. This ensures that the thermoreflectivity
can be directly and linearly related to the temperature
change, since the primary component driving the reflectivity
in metals is the electronic distribution, which is mainly
related to the temperature of the material (assuming relatively
small electron-phonon nonequilibrium—which can lead to
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Need	to	maintain	“perturbative”	DT
Both for assumption of:
1) constant properties

2) No temperature/fluence
dependence in plasma decay

5 10 15 20 25 30
10

20

30

40

50

60

70

80

 

 
Th

er
m

al
 c

on
du

ct
iv

ity
 k

 (W
m

-1
K-1

)

Pump power (mW)

2 4 6 8 10 12 14 16 18 20 22
10

20

30

40

50

60

70

80

 

 

Th
er

m
al

 C
on

du
ct

iv
ity

 k
 (W

m
-1
K

-1
)

Probe power (mW)
REVIEW OF SCIENTIFIC INSTRUMENTS 87, 094902 (2016)

Thermal conductivity measurements of non-metals via combined
time- and frequency-domain thermoreflectance without a metal
film transducer

L. Wang, R. Cheaito, J. L. Braun, A. Giri, and P. E. Hopkins
Department of Mechanical and Aerospace Engineering, University of Virginia,
Charlottesville, Virginia 22904, USA

(Received 18 July 2016; accepted 30 August 2016; published online 22 September 2016)

The thermoreflectance-based techniques time- and frequency-domain thermoreflectance (TDTR and
FDTR, respectively) have emerged as robust platforms to measure the thermophysical properties of
a wide array of systems on varying length scales. Routine in the implementation of these techniques
is the application of a thin metal film on the surface of the sample of interest to serve as an
opto-thermal transducer ensuring the measured modulated reflectivity is dominated by the change
in thermoreflectance of the sample. Here, we outline a method to directly measure the thermal
conductivities of bulk materials without using a metal transducer layer using a standard TDTR/FDTR
experiment. A major key in this approach is the use of a thermal model with z-dependent heat source
when the optical penetration depth is comparable to the beam sizes and measuring the FDTR response
at a long delay time to minimize non-thermoreflectivity contributions to the modulated reflectance
signals (such as free carrier excitations). Using this approach, we demonstrate the ability to measure
the thermal conductivity on three semiconductors, intrinsic Si (100), GaAs (100), and InSb (100), the
results of which are validated with FDTR measurements on the same wafers with aluminum trans-
ducers. We outline the major sources of uncertainty in this approach, including frequency dependent
heating and precise knowledge of the pump and probe spot sizes. As a result, we discuss appropriate
pump-frequency ranges in which to implement this TDTR/FDTR approach and present a procedure to
measure the e↵ective spot sizes by fitting the FDTR data of an 80 nm Al/SiO2 sample at a time delay
in which the spot size sensitivity dominates an FDTR measurement over the substrate thermal prop-
erties. Our method provides a more convenient way to directly measure the thermal conductivities of
semiconductors. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4962711]

I. INTRODUCTION

Thermoreflectance-based techniques,1–4 such as time- and
frequency-domain thermoreflectance (TDTR5 and FDTR,6
respectively), have emerged as powerful thermometry plat-
forms to measure and interrogate the thermal properties of a
wide range of bulk materials and nanosystems.7–9 For example,
TDTR and/or FDTR have been used to measure the thermal
conductivity of bulk solids,6,10,11 exceptionally low thermal
conductivity thin films,12–17 vibrational heat capacity,17–19

and thermal transport properties of nanocomposites, such as
superlattices,20–24 alloys and nanowire matrices,25–27 and the
thermal boundary conductance across material interfaces,28

including structurally/compositionally varying interfaces,29–37

interfaces adjacent to low dimensional structures (e.g., self-
assembled monolayers and graphene),38–42 and solid/liquid
interfaces.43–46 Iterations of these TDTR and/or FDTR tech-
niques have demonstrated potential promise to go beyond
thermal property measurements of systems, and gain insight
into the vibrational mean free path spectra of solids (relating
to the “thermal conductivity accumulation function”),47–55 the
spectral coupling of phonons across interfaces (relating to the
“thermal boundary conductance accumulation function”),10

and the spatial variation of thermal conductivity in composite
systems (resulting in spatial “mapping” of the thermal
conductivity with micron resolution).56–58

Thermoreflectance techniques, by definition, rely on
the principle of thermoreflectance in their metrologies.1,59–61

Stated di↵erently, the measurements of thermal properties
using TDTR or FDTR rely on a material’s change in reflectiv-
ity due to the change in its temperature. More specifically,
these pump-probe metrologies embrace thermomodulation
reflectivity in which a small oscillating temperature rise is
induced at some frequency caused by a modulated pump beam,
while the reflectivity is monitored with the probe beam through
electronic detection that is synced to the pump modulation to
measure the change in reflectivity at this frequency. Hence, the
most fundamental assumption of TDTR and FDTR for use as
a metrology of strictly thermal transport properties is that the
measured reflectivity of the probe is related to the temperature
change induced by the modulated pump pulses.

Due to this fundamental necessity, it is common practice
to deposit a thin metal film on the surface of any material
system to be measured with TDTR and/or FDTR in order
to relate the optical reflectivity to a temperature change,7,62

and thereby relate this measured reflectivity to the thermal
properties of interest. This ensures that the thermoreflectivity
can be directly and linearly related to the temperature
change, since the primary component driving the reflectivity
in metals is the electronic distribution, which is mainly
related to the temperature of the material (assuming relatively
small electron-phonon nonequilibrium—which can lead to
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So	what	are	we	measuring?	What	are	we	sensitive	to?

For bulk wafers, sensitive to:
1) In-plane thermal conductivity
2) Spot size
3) (to lesser extent) Optical 

penetration depth

For example
5% variation in both pump and 

probe spot sizes
= 

10% variation in k
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The thermoreflectance-based techniques time- and frequency-domain thermoreflectance (TDTR and
FDTR, respectively) have emerged as robust platforms to measure the thermophysical properties of
a wide array of systems on varying length scales. Routine in the implementation of these techniques
is the application of a thin metal film on the surface of the sample of interest to serve as an
opto-thermal transducer ensuring the measured modulated reflectivity is dominated by the change
in thermoreflectance of the sample. Here, we outline a method to directly measure the thermal
conductivities of bulk materials without using a metal transducer layer using a standard TDTR/FDTR
experiment. A major key in this approach is the use of a thermal model with z-dependent heat source
when the optical penetration depth is comparable to the beam sizes and measuring the FDTR response
at a long delay time to minimize non-thermoreflectivity contributions to the modulated reflectance
signals (such as free carrier excitations). Using this approach, we demonstrate the ability to measure
the thermal conductivity on three semiconductors, intrinsic Si (100), GaAs (100), and InSb (100), the
results of which are validated with FDTR measurements on the same wafers with aluminum trans-
ducers. We outline the major sources of uncertainty in this approach, including frequency dependent
heating and precise knowledge of the pump and probe spot sizes. As a result, we discuss appropriate
pump-frequency ranges in which to implement this TDTR/FDTR approach and present a procedure to
measure the e↵ective spot sizes by fitting the FDTR data of an 80 nm Al/SiO2 sample at a time delay
in which the spot size sensitivity dominates an FDTR measurement over the substrate thermal prop-
erties. Our method provides a more convenient way to directly measure the thermal conductivities of
semiconductors. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4962711]
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Thermoreflectance-based techniques,1–4 such as time- and
frequency-domain thermoreflectance (TDTR5 and FDTR,6
respectively), have emerged as powerful thermometry plat-
forms to measure and interrogate the thermal properties of a
wide range of bulk materials and nanosystems.7–9 For example,
TDTR and/or FDTR have been used to measure the thermal
conductivity of bulk solids,6,10,11 exceptionally low thermal
conductivity thin films,12–17 vibrational heat capacity,17–19

and thermal transport properties of nanocomposites, such as
superlattices,20–24 alloys and nanowire matrices,25–27 and the
thermal boundary conductance across material interfaces,28

including structurally/compositionally varying interfaces,29–37

interfaces adjacent to low dimensional structures (e.g., self-
assembled monolayers and graphene),38–42 and solid/liquid
interfaces.43–46 Iterations of these TDTR and/or FDTR tech-
niques have demonstrated potential promise to go beyond
thermal property measurements of systems, and gain insight
into the vibrational mean free path spectra of solids (relating
to the “thermal conductivity accumulation function”),47–55 the
spectral coupling of phonons across interfaces (relating to the
“thermal boundary conductance accumulation function”),10

and the spatial variation of thermal conductivity in composite
systems (resulting in spatial “mapping” of the thermal
conductivity with micron resolution).56–58

Thermoreflectance techniques, by definition, rely on
the principle of thermoreflectance in their metrologies.1,59–61

Stated di↵erently, the measurements of thermal properties
using TDTR or FDTR rely on a material’s change in reflectiv-
ity due to the change in its temperature. More specifically,
these pump-probe metrologies embrace thermomodulation
reflectivity in which a small oscillating temperature rise is
induced at some frequency caused by a modulated pump beam,
while the reflectivity is monitored with the probe beam through
electronic detection that is synced to the pump modulation to
measure the change in reflectivity at this frequency. Hence, the
most fundamental assumption of TDTR and FDTR for use as
a metrology of strictly thermal transport properties is that the
measured reflectivity of the probe is related to the temperature
change induced by the modulated pump pulses.

Due to this fundamental necessity, it is common practice
to deposit a thin metal film on the surface of any material
system to be measured with TDTR and/or FDTR in order
to relate the optical reflectivity to a temperature change,7,62

and thereby relate this measured reflectivity to the thermal
properties of interest. This ensures that the thermoreflectivity
can be directly and linearly related to the temperature
change, since the primary component driving the reflectivity
in metals is the electronic distribution, which is mainly
related to the temperature of the material (assuming relatively
small electron-phonon nonequilibrium—which can lead to
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Should	rigorously	measure	spot	size	“in	situ”

Sensitivities for Al/SiO2 FDTR fits for spot sizes

All measurements and analyses at 5 ns where 
large sensitivities to spot size in FDTR



Conclusions
• With understanding of plasma 

contribution, can use 
FDTR/TDTR w/o a transducer

• Keys: high energy pump (and 
probe), time delays after 
plasma relaxation, low 
frequencies

• Next steps: FDTR/TDTR at 
higher photon energies for 
pump and probe
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a wide array of systems on varying length scales. Routine in the implementation of these techniques
is the application of a thin metal film on the surface of the sample of interest to serve as an
opto-thermal transducer ensuring the measured modulated reflectivity is dominated by the change
in thermoreflectance of the sample. Here, we outline a method to directly measure the thermal
conductivities of bulk materials without using a metal transducer layer using a standard TDTR/FDTR
experiment. A major key in this approach is the use of a thermal model with z-dependent heat source
when the optical penetration depth is comparable to the beam sizes and measuring the FDTR response
at a long delay time to minimize non-thermoreflectivity contributions to the modulated reflectance
signals (such as free carrier excitations). Using this approach, we demonstrate the ability to measure
the thermal conductivity on three semiconductors, intrinsic Si (100), GaAs (100), and InSb (100), the
results of which are validated with FDTR measurements on the same wafers with aluminum trans-
ducers. We outline the major sources of uncertainty in this approach, including frequency dependent
heating and precise knowledge of the pump and probe spot sizes. As a result, we discuss appropriate
pump-frequency ranges in which to implement this TDTR/FDTR approach and present a procedure to
measure the e↵ective spot sizes by fitting the FDTR data of an 80 nm Al/SiO2 sample at a time delay
in which the spot size sensitivity dominates an FDTR measurement over the substrate thermal prop-
erties. Our method provides a more convenient way to directly measure the thermal conductivities of
semiconductors. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4962711]
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respectively), have emerged as powerful thermometry plat-
forms to measure and interrogate the thermal properties of a
wide range of bulk materials and nanosystems.7–9 For example,
TDTR and/or FDTR have been used to measure the thermal
conductivity of bulk solids,6,10,11 exceptionally low thermal
conductivity thin films,12–17 vibrational heat capacity,17–19

and thermal transport properties of nanocomposites, such as
superlattices,20–24 alloys and nanowire matrices,25–27 and the
thermal boundary conductance across material interfaces,28

including structurally/compositionally varying interfaces,29–37

interfaces adjacent to low dimensional structures (e.g., self-
assembled monolayers and graphene),38–42 and solid/liquid
interfaces.43–46 Iterations of these TDTR and/or FDTR tech-
niques have demonstrated potential promise to go beyond
thermal property measurements of systems, and gain insight
into the vibrational mean free path spectra of solids (relating
to the “thermal conductivity accumulation function”),47–55 the
spectral coupling of phonons across interfaces (relating to the
“thermal boundary conductance accumulation function”),10

and the spatial variation of thermal conductivity in composite
systems (resulting in spatial “mapping” of the thermal
conductivity with micron resolution).56–58

Thermoreflectance techniques, by definition, rely on
the principle of thermoreflectance in their metrologies.1,59–61

Stated di↵erently, the measurements of thermal properties
using TDTR or FDTR rely on a material’s change in reflectiv-
ity due to the change in its temperature. More specifically,
these pump-probe metrologies embrace thermomodulation
reflectivity in which a small oscillating temperature rise is
induced at some frequency caused by a modulated pump beam,
while the reflectivity is monitored with the probe beam through
electronic detection that is synced to the pump modulation to
measure the change in reflectivity at this frequency. Hence, the
most fundamental assumption of TDTR and FDTR for use as
a metrology of strictly thermal transport properties is that the
measured reflectivity of the probe is related to the temperature
change induced by the modulated pump pulses.

Due to this fundamental necessity, it is common practice
to deposit a thin metal film on the surface of any material
system to be measured with TDTR and/or FDTR in order
to relate the optical reflectivity to a temperature change,7,62

and thereby relate this measured reflectivity to the thermal
properties of interest. This ensures that the thermoreflectivity
can be directly and linearly related to the temperature
change, since the primary component driving the reflectivity
in metals is the electronic distribution, which is mainly
related to the temperature of the material (assuming relatively
small electron-phonon nonequilibrium—which can lead to
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