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Energy	
  efficiency	
  =	
  heat	
  transfer	
  problem	
  

57%	
  of	
  energy	
  consumed	
  in	
  the	
  
United	
  States	
  is	
  wasted	
  as	
  HEAT	
  

Let’s	
  look	
  at	
  a	
  simple	
  graph…	
  



Energy	
  usage	
  in	
  the	
  United	
  States	
  



Making	
  energy	
  usage	
  more	
  efficient?	
  

LighOng	
  has	
  already	
  
experienced	
  a	
  paradigm	
  

shiQ	
  

The	
  Light	
  Emi-ng	
  
Diode	
  (LED)!	
  



Making	
  energy	
  usage	
  more	
  efficient?	
  

Server	
  farms…	
   Recycle	
  the	
  wasted	
  heat	
  
(NET	
  energy	
  decrease)	
  

Can	
  we	
  make	
  
computers	
  chips	
  more	
  

energy	
  efficient?	
  



Making	
  computers	
  more	
  efficient	
  



Moore’s	
  law….a	
  NANO	
  heat	
  transfer	
  problem	
  

Power	
  flux=	
  Power/area	
  
Length	
  scale	
  goes	
  down,	
  power	
  flux	
  goes	
  up	
  as	
  L2	
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Old: Transistors are Expensive; Power is Free
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Scaling clock speed (business as usual) will not work

New: Power Wall Can put more transistors on a
chip than can afford to turn on

Moore,	
  “Cramming	
  more	
  components	
  onto	
  integrated	
  circuits,”	
  Electronics,	
  38,	
  113	
  (1965)	
  



Nanoscale	
  heat	
  transfer	
  

Tabulated	
  data	
  from:	
  Ho,	
  Powell,	
  and	
  Liley,	
  "Thermal	
  conducOvity	
  of	
  the	
  elements,"	
  
Journal	
  of	
  Physical	
  and	
  Chemical	
  Reference	
  Data,	
  1,	
  279	
  (1972).	
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This	
  doesn’t	
  work	
  when	
  
lengths	
  become	
  too	
  
short….why???	
  We’ll	
  

find	
  out	
  soon!	
  

NoOce	
  different	
  trends	
  
between	
  κ	
  in	
  metals	
  and	
  
κ	
  in	
  semiconductors	
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Silicon	
  thin	
  films	
  



DefiniOon	
  of	
  nanotechnology	
  

“Nanotechnology	
  is	
  the	
  understanding	
  and	
  control	
  of	
  
majer	
  at	
  dimensions	
  of	
  roughly	
  1	
  to	
  100	
  nanometers,	
  
where	
  unique	
  phenomena	
  enable	
  novel	
  applicaOons.	
  
Encompassing	
  nanoscale	
  science,	
  engineering	
  and	
  
technology,	
  nanotechnology	
  involves	
  imaging,	
  
measuring,	
  modeling,	
  and	
  manipulaOng	
  majer	
  at	
  this	
  
length	
  scale.”	
  
	
  
	
  

	
   	
   	
  -­‐NaOonal	
  Nanotechnology	
  IniOaOve	
  



For	
  Pam	
  Norris-­‐	
  July	
  2009	
  



What	
  does	
  this	
  mean	
  for	
  heat?	
  

How	
  fast	
  is	
  a	
  femtosecond	
  (10-­‐15	
  s)?	
  

NEED	
  TO	
  UNDERSTAND	
  HEAT	
  TRANSFER	
  ON	
  THE	
  ATOMIC	
  LEVEL	
  WHERE	
  ALL	
  
THE	
  ACTION	
  HAPPENS	
  ON	
  THE	
  ORDER	
  OF	
  FEMTOSECONDS	
  TO	
  

NANOSECONDS	
  



Energy/heat	
  Ome	
  and	
  length	
  scales	
  



Outline	
  

• Thermophysics background 

• Measurement of electron and phonon thermal properties 
on the nanoscale with time domain thermoreflectance – 
time scales and phenomena 

• Example 1: Amorphous metals: electron AND phonon 
transport 

• Example 2: Interfaces: disorder and adhesion 
 
• Example 3: Exceptionally low thermal conductivity of 
organic semiconducting polymers: making Einstein proud 



Thermophysics	
  on	
  the	
  nanoscale	
  

Bulk picture (Fourier Law) 
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λ = Mean free path 

Microscopic picture 

Nanoscopic picture 

Electron-electron 

Electron-phonon Phonon-phonon 



Thermal	
  conducOvity	
  of	
  solids	
  
What’s the nanoscopic story here??? 

Free electron metals or 
“stiff/hard” materials 

with small masses 

Amorphous, 
disordered, or 

porous materials 
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Thermophysics	
  on	
  the	
  nanoscale	
  

Nanosystem What happens if λ is on the order of L? 

Material 1 Material 2 

phonons 

e.g. Nanoscale composites 
and thin films 

L<λ	



SrTiO3 

Thermal conductivity of nano-grained SrTiO3 thin films
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We measure the thermal conductivities of nano-grained strontium titanate (ng-SrTiO3) films
deposited on sapphire substrates via time-domain thermoreflectance. The 170 nm thick oxide films
of varying grain-size were prepared from a chemical solution deposition process. We find that the
thermal conductivity of ng-SrTiO3 decreases with decreasing average grain size and attribute this
to increased phonon scattering at grain boundaries. Our data are well described by a model that
accounts for the spectral nature of anharmonic Umklapp scattering along with grain boundary
scattering and scattering due to the film thickness. VC 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4769448]

Potential applications for thermoelectric (TE) devices in
areas such as waste-energy scavenging and solid-state ther-
mal management have made the engineering of TE materials
an important area of research. Advancements in materials
and processing techniques have paved the way to produce
scalable, cost effective materials with desirable properties
for an effective TE device.1 As these material systems are
created, their potential as a viable TE material is evaluated
based on their thermoelectric figure of merit, denoted ZT,
given by S2rT=j, where S is the Seebeck coefficient, r is the
electrical conductivity, j is the thermal conductivity, and T
is the absolute temperature. Nanosystems have shown prom-
ise as potential high ZT materials due to the ability to engi-
neer electrical properties somewhat separately from the
thermal and phonon properties at this scale. However, effec-
tively increasing ZT from individual nanosystems to
“device-ready” scales has proven to be a complicated chal-
lenge due to the inefficient scaling of these electronic and
phononic mechanisms and properties.

Transition-metal oxides have garnered significant atten-
tion as potentially scalable TE material solutions due to their
non-toxicity, stability, and high abundance in the earth’s
crust. In particular, SrTiO3 is a transition-metal oxide with
several properties that may make it a candidate for TE devi-
ces of the future. This large band-gap perovskite oxide can
be doped on both the A and B cationic sites or with oxygen
vacancies to increase the n-type carrier concentration. In
addition, the large orbital degeneracy of the titanium d-band
carriers results in power factors (S2r) that compare quite
well with the current state-of-the-art.2 It has been shown that
increasing the n-type carrier concentration via the aforemen-
tioned methods can improve the power factor of the material
with minimal effect on the thermal conductivity, conse-
quently causing an increase in ZT.2 Furthermore, the thermal
conductivity of SrTiO3 decreases with increasing tempera-
ture due to the increase in anharmonic phonon-phonon scat-

tering at higher temperatures. Together, these trends yield a
maximum ZT between 700 and 900 K, thus making SrTiO3

an attractive candidate for waste-energy scavenging in high
temperature applications (e.g., cogeneration plants, satellite
power sources, automobile exhaust recovery systems,
etc.).3,4

In addition to augmenting the electronic properties of
TE materials through doping, a great deal of research has
focused on improving ZT by reducing the thermal conductiv-
ity of materials via nanostructuring, a thorough review of
which can be found in Refs. 5–7. Although these approaches
have exhibited promise in creating materials with high ther-
moelectric figures of merit, the scalability of some of these
materials is lacking due to their intensive fabrication proc-
esses.8 Alternatively, bulk nanostructured materials, or nano-
composites, may be produced in large quantities both
quickly and inexpensively.8 The ability of producing nano-
composite SrTiO3 over large surfaces is crucial for success-
ful thermoelectric device-commercialization with this
material. This would also impact other applications requiring
materials that are stable at high temperatures, such as ther-
mal barrier coatings in turbine blades and heat shielding in
high-atmosphere or outer-space vehicles.

Clearly, an understanding of the size-dependent phonon
scaling mechanisms contributing to the thermal conductivity
of SrTiO3 nanocomposites will benefit an array of potential
applications. In turn, a well-developed knowledge of the
thermal properties of nanostructured SrTiO3 is critical. In
this work, we measure the thermal conductivity, j, of nano-
crystalline SrTiO3 films with varied average grain sizes
(which we refer to as nanograined SrTiO3 or ng-SrTiO3),
fabricated through chemical solution deposition (CSD). CSD
is an inexpensive and scalable technique for producing ng-
SrTiO3 over large areas with a high degree of repeatability.9

Using time-domain thermoreflectance (TDTR), we measure
the thermal conductivities of ng-SrTiO3 thin films of varying
grain size. We show that the thermal conductivity of ng-
SrTiO3 decreases as the average grain sizes get smaller. Wea)Electronic mail: phopkins@virginia.edu.

0003-6951/2012/101(23)/231908/4/$30.00 VC 2012 American Institute of Physics101, 231908-1
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Downloaded 06 Dec 2012 to 137.54.2.176. Redistribution subject to AIP license or copyright; see http://apl.aip.org/about/rights_and_permissions



Effects	
  of	
  “nano”	
  on	
  thermal	
  conducOvity	
  
Thermal conductivity of various 

silicon-based structures v. 
temperature 

How	
  much	
  energy?	
   How	
  fast	
  does	
  the	
  
energy	
  move?	
  

How	
  far	
  does	
  energy	
  
move	
  before	
  it	
  loses	
  
momentum?	
  



Outline	
  

• Thermophysics background 

• Measurement of electron and phonon thermal properties 
on the nanoscale with time domain thermoreflectance – 
time scales and phenomena 

• Example 1: Amorphous metals: electron AND phonon 
transport 

• Example 2: Interfaces: disorder and adhesion 
 
• Example 3: Exceptionally low thermal conductivity of 
organic semiconducting polymers: making Einstein proud 



Steady	
  state	
  measurements	
  

“Guarded	
  hot	
  plate”	
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Steady	
  state	
  measurements	
  -­‐	
  nano	
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When	
  would	
  these	
  contact	
  
resistances	
  maQer	
  in	
  terms	
  of	
  

sample	
  geometry???	
  

Electrical/thermal	
  contact	
  
resistances	
  are	
  inherently	
  present	
  in	
  

measurements	
  

How	
  do	
  you	
  make	
  these	
  
contacts	
  in	
  a	
  nanosystem??	
  

that may exist between the sample and external test hardware
!19". Finally, since 3! is a nondestructive technique, certain de-
vice geometries and material systems used in the high-powered
microelectronic device systems of interest can be examined in
their as-used conditions or with minimal post processing.

In this study, the thermal conductivity of polycrystalline silicon
suspended bridge structures are measured with the 3! technique.
To the knowledge of the authors, this represents the first measure-
ments of polysilicon bridges with the 3! technique. The thermal
conductivity of these same structures is also measured with a
steady state resistance method, which allows for comparisons
among the thermal conductivity measurement techniques. The
suspended structures are fabricated using the Sandia Ultraplanar
Multilevel MEMS Technology #SUMMiT V™$ process !22,23".
In Sec. 2, the SUMMiT V™ process is described along with the
test samples. The specific 3! setup, analysis method, and assump-
tions are explained in Sec. 3. Section 4 presents the temperature
dependent 3! thermal conductivity results and compares them to
the steady state measurements. The differences between the two
measurements can be ascribed to contact and bond pad effects, for
which steady state techniques must carefully account but which
the 3! technique is insensitive in the frequency domain. There-
fore, these effects can be treated as an offset in 3! analysis !16".

2 Suspended Test Structures
The SUMMiT V™ process !22" involves four structural n-type

#phosphorous-doped$ polysilicon layers with a fifth layer as a
ground plane. The polysilicon layers are separated by sacrificial
oxide layers that are etched away during the final release step. The
two topmost layers, Poly3 and Poly4, are nominally 2.25 "m in
thickness, while the bottom two, Poly1 and Poly2, are nominally
1.0 "m and 1.25 "m in thickness, respectively. The ground
plane, Poly0, is 300 nm in thickness and lies above an 800 nm
layer of silicon nitride and a 630 nm layer of silicon dioxide. The
sacrificial oxide layers between the structural layers are each
roughly 2.0 "m thick.

The thermal conductivity test structures are fabricated from the
Poly4 layer and are nominally 2.25 "m thick. Test structures
were designed with a width of 10 "m and four lengths: 200 "m,
300 "m, 400 "m, and 500 "m. The fixed-fixed bridge ends at
bond pads, which are layered structures that mechanically anchor
the beam to the substrate and provide a location for wire bonding
to the package. The wires are bonded to a 700 nm layer of Al that
is deposited on top of the bond pad. Figure 1 is an image of a
10 "m wide and 200 "m long suspended bridge test structure
used in this study with the bond pads and bond wires visible.

3 3! Experimental Considerations
As previously mentioned, the thermal conductivity of the Poly4

SUMMiT V™ bridge structures were measured with both steady
state and 3! techniques. Details of the steady state experimental
setup, analysis, assumptions, and possible errors are described in

Refs. !11,24". A description of the 3! setup used for measure-
ments on the Poly4 SUMMiT V™ bridge structure follows. Fig-
ure 2 shows a schematic of the electrical circuit with the data
acquisition components of the experimental setup. This is essen-
tially the same setup as Cahill’s original experiment !14,15" only
the use of a SR830 digital signal processing #DSP$ lock-in ampli-
fier with higher harmonic detection removes the need for a fre-
quency tripling circuit. This lock-in greatly simplifies the circuit
since it was used for the input current, reference signal, and mea-
surement of the third harmonic #3!$ voltage. The ac sinusoidal
input current, which was supplied by the lock-in amplifier, was
passed through the sample and resistor of fixed resistance. Passing
the resulting voltage drops through AD534 differential amplifiers
reduces unwanted noise by producing a signal equal to the voltage
drop across the sample and fixed resistor, respectively. The result-
ing signals were then differenced by the lock-in amplifier. Differ-
encing the two resulting voltages across the sample and fixed
resistor removed the majority of unwanted noise. The differenced
voltage signal contains both ! and 3! components. The lock-in
amplifier was used to detect the small resulting 3! component by
comparing the differenced voltage signal with the input current
#supplied by the lock-in amplifier$.

The temperature dependent data were obtained while slowly
heating and cooling the test structures in a liquid nitrogen cooled
Henriksen cryostat that was pumped down to less than 1 mTorr.
Only the sample is in the temperature controlled vacuum; the
fixed resistor is wired in the circuit in ambient so that it experi-
ences minimal temperature fluctuations. The voltage dissipated

Fig. 1 Optical microscope image of a 10 "m wideÃ200 "m
long test structure fabricated using the SUMMiT V™ process.
The bond pads are 100 "m wide and 300 "m long. Two wires
bonded to bond pad are visible in the image. The connections
to the package are outside of the image.

Fig. 2 Schematic representing circuit and data acquisition
equipment in the 3! measurements. The sample is the polysili-
con microbridge structure, and the fixed resistance varied de-
pending on the sample. The value of the fixed resistance was
chosen to be slightly higher than the maximum resistance
across the sample †14‡. During testing, this value was set to be
slightly higher than the room temperature resistance of the
sample.

043201-2 / Vol. 131, APRIL 2009 Transactions of the ASME
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Transient/frequency	
  domain	
  measurements	
  –	
  more	
  robust	
  

Angstrom	
  method	
  
Used	
  fixed	
  temperature	
  
boundary	
  condiYons	
  

T (x = 0) = 0�C

T (x = 0) = 100�C
where	
  Γ	
  is	
  the	
  period	
  of	
  temperature	
  oscillaYons	
  

produced	
  by	
  alternaYng	
  flow	
  of	
  ice	
  water	
  and	
  steam	
  

0 < t < �/2

�/2 < t < �

Frequency	
  dependent	
  
temperature	
  rise	
  leads	
  to	
  

temperature	
  fluctuaYon	
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  end	
  
of	
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  with	
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  phase	
  lag	
  	
  

based	
  on	
  RC	
  



Can	
  we	
  do	
  this	
  opOcally???	
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Coat surfaces with metals to 
achieve near-surface absorption 
high opto-spatial resolution (i.e.,  

surface localized heat source) 

Modulated heat transfer regime 
achieves variable thermo-spatial 

resolution (i.e., variable 
temperature gradient via distance)   

Probe TDTR (accumulates due to 
80 MHz rep. rate) 
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MODULATED heating events 

 
Pulses on the order of 
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Time	
  Domain	
  ThermoReflectance	
  (TDTR)	
  
Hopkins et al., J. Heat Trans. 132, 081302 (2010) 
Cahill, Rev. Sci. Instr. 75, 5119 (2004) 
Schmidt et al., Rev. Sci. Instr. 74, 114902 (2008)  
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• Can measure thermal conductivity of thin 
films and substrates (κ) separately from 
thermal boundary conductance (hK) 

• Nanometer spatial resolution (~10’s of nm) 
• Femtosecond to nanosecond temporal 
resolution 

• Noncontact 
Semi-infinite 

substrate

Nanostructure

Thin metal film transducer

Pump

Probe

Thermal penetration depth




Temporal	
  regimes	
  in	
  TDTR	
  data	
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Now let’s look at a few specific examples…. 

FANTASTIC temporal resolution (limited by pulse width) 

Pulse absorption (~100 fs) 

Fermi relaxation and 
ballistic transport (few 

hundred fs) 

Electron-phonon coupling 
(a few ps) 

Thermal diffusion 
(hundreds of ps to ns) 

Strain propagation in film 
(10’s of ps) 



Electron	
  thermalizaOon	
  and	
  scajering	
  (100’s	
  of	
  fs	
  to	
  a	
  few	
  ps)	
  

Re-examining Electron-Fermi
Relaxation in Gold Films With a
Nonlinear Thermoreflectance Model

Patrick E. Hopkins
e-mail: pehopki@sandia.gov

Leslie M. Phinney

Justin R. Serrano

Sandia National Laboratories,
Albuquerque, NM 87185

In this work, we examine Fermi relaxation in 20 nm Au films with
pump-probe themoreflectance using a thin film, intraband ther-
moreflectance model. Our results indicate that the Fermi relax-
ation of a perturbed electron system occurs approximately
1.10!0.05 ps after absorption of a 785 nm, 185 fs laser pulse.
This is in agreement with reported values from electron emission
experiments but is higher than the Fermi relaxation time deter-
mined from previous thermoreflectance measurements. This dis-
crepancy arises due to thermoreflectance modeling and elucidates
the importance of the use of a proper thermoreflectance model for
thermophysical property determination in pump-probe
experiments. !DOI: 10.1115/1.4002778"

Keywords: Fermi relaxation, electron-electron scattering, ther-
moreflectance

1 Introduction
The relaxation of a perturbed electron gas into a Fermi distri-

bution directly influences electronic scattering processes that drive
electrical and thermal transport, laser induced chemical reaction
and phase transitions, and optical interactions with solids. Ul-
trashort pulsed laser systems provide a unique measurement capa-
bility to examine the Fermi relaxation dynamics through pump-
probe thermoreflectance as the transient changes in the
thermoreflectance data are related to the Fermi relaxation time
!1–4" and electron-phonon thermalization time !5–11" in a metal.
These times, and corresponding thermal properties such as the
electron-phonon coupling factor !12" G, are determined from the
pump-probe thermoreflectance data by fitting rate-relaxation mod-
els, such as the two-temperature model #TTM$ !13", to the experi-
mental data. However, the key step in this process is relating the
models to the thermoreflectance data. A common and traditional
procedure to relate the models to the data is by assuming that the
thermoreflectance response "R /R is directly related to the elec-
tron and phonon temperature changes through !14"

"R

R
= a"Te + b"TL #1$

where a and b are the coefficients determined by scaling the elec-
tron and lattice temperature changes "Te and "TL, respectively, to
the thermoreflectance data at various pump-probe delay times.
Although this approach is valid for small perturbations in electron
temperature, at high electron temperatures, the thermoreflectance
response of metals can become highly nonlinear !11,15". This

nonlinearity has been shown to lead to errors in measurements of
G if not properly taken into account. However, the Fermi relax-
ation of the electron system after short pulse laser absorption has
not been as rigorously studied using pump-probe thermoreflec-
tance as electron-phonon thermalization. Previous works by Sun
et al. !3,4" used pump-probe thermoreflectance and a similar rela-
tion to Eq. #1$ to show that gold exhibits a Fermi relaxation time
of about 0.500 ps, far greater than the theoretical Fermi relaxation
time in Au #40 fs$ !16". However, electron emission experiments
conducted by Fann et al. !17,18" measured the Fermi relaxation
time of a perturbed electron systems as %1 ps, twice as high as
that determined from pump-probe thermoreflectance.

In this work, we analyze pump-probe thermoreflectance data
from Au films with a modified TTM and an intraband #nonlinear$
thickness dependent thermoreflectance model !15". We determine
the Fermi relaxation time #F in Au from the thermoreflectance
data as %1.1 ps, in good agreement with the measurements from
electron emission by Fann et al. !17,18", and show that not ac-
counting for the highly nonlinear thermoreflectance in Au can
cause a decrease in the prediction of #F and G, lending insight into
the discrepancy in reported Fermi relaxation times for Au in the
literature.

2 Experimental Details
Two 20 nm Au films were evaporated on a single crystalline,

lightly doped Si substrate and a glass microscope cover slide
#Corning 2947$. We measure the transient thermoreflectance re-
sponse of the two Au films with the thermoreflectance setup de-
scribed in detail in Ref. !19". In short, the laser pulses in our
thermoreflectance setup emanate from a Spectra Physics Mai Tai
with a repetition rate of 80 MHz, 90 fs pulse width, and a central
wavelength of 785 nm. The pump pulses are further modulated
with an electro-optic modulator #EOM$ operating at 11 MHz and
the probe pulses are time delayed using a mechanical delay stage.
Due to dispersion introduced by the EOM, the pump pulses are
broadened to 185 fs as measured at the sample location. The co-
axial pump and probe pulses are focused onto the sample surface
to a 1 /e2 spot radius of 17 $m. The reflectance data collected
with a photodiode is locked into the pump modulation frequency
to give the thermoreflectance signal #"R /R$ as a function of
pump-probe delay time. The raw data were adjusted to account for
electronic noise !20" and thermal accumulation from the pump
pulses !21" by monitoring the imaginary component of the ther-
moreflectance response and the pump phase. The temporal ther-
moreflectance responses of the two 20 nm Au thin film samples
#Au/Si and Au/glass$ are monitored after excitation with three
different incident laser fluences, 0.7 J m−2, 2.0 J m−2, and
3.1 J m−2. A representative thermoreflectance data set is shown in
Fig. 1 for the 20 nm Au/glass sample measured with 3.1 J m−2

incident pump fluence. In the graphical representation of the data,
we set the time of maximum thermoreflectance signal equal to t
=0.

3 Data Analysis

3.1 Two-Temperature Model. To quantitatively analyze the
electron thermalization processes observed in the thermoreflec-
tance data, we turn to the TTM. The two-temperature model in the
thin film limit #i.e., film thickness is less than the ballistic pen-
etration depth of the electrons ensuring minimal temperature gra-
dient in the film$ is given by !8"
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1 Introduction
The relaxation of a perturbed electron gas into a Fermi distri-

bution directly influences electronic scattering processes that drive
electrical and thermal transport, laser induced chemical reaction
and phase transitions, and optical interactions with solids. Ul-
trashort pulsed laser systems provide a unique measurement capa-
bility to examine the Fermi relaxation dynamics through pump-
probe thermoreflectance as the transient changes in the
thermoreflectance data are related to the Fermi relaxation time
!1–4" and electron-phonon thermalization time !5–11" in a metal.
These times, and corresponding thermal properties such as the
electron-phonon coupling factor !12" G, are determined from the
pump-probe thermoreflectance data by fitting rate-relaxation mod-
els, such as the two-temperature model #TTM$ !13", to the experi-
mental data. However, the key step in this process is relating the
models to the thermoreflectance data. A common and traditional
procedure to relate the models to the data is by assuming that the
thermoreflectance response "R /R is directly related to the elec-
tron and phonon temperature changes through !14"

"R

R
= a"Te + b"TL #1$

where a and b are the coefficients determined by scaling the elec-
tron and lattice temperature changes "Te and "TL, respectively, to
the thermoreflectance data at various pump-probe delay times.
Although this approach is valid for small perturbations in electron
temperature, at high electron temperatures, the thermoreflectance
response of metals can become highly nonlinear !11,15". This

nonlinearity has been shown to lead to errors in measurements of
G if not properly taken into account. However, the Fermi relax-
ation of the electron system after short pulse laser absorption has
not been as rigorously studied using pump-probe thermoreflec-
tance as electron-phonon thermalization. Previous works by Sun
et al. !3,4" used pump-probe thermoreflectance and a similar rela-
tion to Eq. #1$ to show that gold exhibits a Fermi relaxation time
of about 0.500 ps, far greater than the theoretical Fermi relaxation
time in Au #40 fs$ !16". However, electron emission experiments
conducted by Fann et al. !17,18" measured the Fermi relaxation
time of a perturbed electron systems as %1 ps, twice as high as
that determined from pump-probe thermoreflectance.

In this work, we analyze pump-probe thermoreflectance data
from Au films with a modified TTM and an intraband #nonlinear$
thickness dependent thermoreflectance model !15". We determine
the Fermi relaxation time #F in Au from the thermoreflectance
data as %1.1 ps, in good agreement with the measurements from
electron emission by Fann et al. !17,18", and show that not ac-
counting for the highly nonlinear thermoreflectance in Au can
cause a decrease in the prediction of #F and G, lending insight into
the discrepancy in reported Fermi relaxation times for Au in the
literature.

2 Experimental Details
Two 20 nm Au films were evaporated on a single crystalline,

lightly doped Si substrate and a glass microscope cover slide
#Corning 2947$. We measure the transient thermoreflectance re-
sponse of the two Au films with the thermoreflectance setup de-
scribed in detail in Ref. !19". In short, the laser pulses in our
thermoreflectance setup emanate from a Spectra Physics Mai Tai
with a repetition rate of 80 MHz, 90 fs pulse width, and a central
wavelength of 785 nm. The pump pulses are further modulated
with an electro-optic modulator #EOM$ operating at 11 MHz and
the probe pulses are time delayed using a mechanical delay stage.
Due to dispersion introduced by the EOM, the pump pulses are
broadened to 185 fs as measured at the sample location. The co-
axial pump and probe pulses are focused onto the sample surface
to a 1 /e2 spot radius of 17 $m. The reflectance data collected
with a photodiode is locked into the pump modulation frequency
to give the thermoreflectance signal #"R /R$ as a function of
pump-probe delay time. The raw data were adjusted to account for
electronic noise !20" and thermal accumulation from the pump
pulses !21" by monitoring the imaginary component of the ther-
moreflectance response and the pump phase. The temporal ther-
moreflectance responses of the two 20 nm Au thin film samples
#Au/Si and Au/glass$ are monitored after excitation with three
different incident laser fluences, 0.7 J m−2, 2.0 J m−2, and
3.1 J m−2. A representative thermoreflectance data set is shown in
Fig. 1 for the 20 nm Au/glass sample measured with 3.1 J m−2

incident pump fluence. In the graphical representation of the data,
we set the time of maximum thermoreflectance signal equal to t
=0.

3 Data Analysis

3.1 Two-Temperature Model. To quantitatively analyze the
electron thermalization processes observed in the thermoreflec-
tance data, we turn to the TTM. The two-temperature model in the
thin film limit #i.e., film thickness is less than the ballistic pen-
etration depth of the electrons ensuring minimal temperature gra-
dient in the film$ is given by !8"

%Te
!Te

!t
= − G!Te − TL" + S#t$ #2$
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and phase transitions, and optical interactions with solids. Ul-
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bility to examine the Fermi relaxation dynamics through pump-
probe thermoreflectance as the transient changes in the
thermoreflectance data are related to the Fermi relaxation time
!1–4" and electron-phonon thermalization time !5–11" in a metal.
These times, and corresponding thermal properties such as the
electron-phonon coupling factor !12" G, are determined from the
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els, such as the two-temperature model #TTM$ !13", to the experi-
mental data. However, the key step in this process is relating the
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procedure to relate the models to the data is by assuming that the
thermoreflectance response "R /R is directly related to the elec-
tron and phonon temperature changes through !14"
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where a and b are the coefficients determined by scaling the elec-
tron and lattice temperature changes "Te and "TL, respectively, to
the thermoreflectance data at various pump-probe delay times.
Although this approach is valid for small perturbations in electron
temperature, at high electron temperatures, the thermoreflectance
response of metals can become highly nonlinear !11,15". This

nonlinearity has been shown to lead to errors in measurements of
G if not properly taken into account. However, the Fermi relax-
ation of the electron system after short pulse laser absorption has
not been as rigorously studied using pump-probe thermoreflec-
tance as electron-phonon thermalization. Previous works by Sun
et al. !3,4" used pump-probe thermoreflectance and a similar rela-
tion to Eq. #1$ to show that gold exhibits a Fermi relaxation time
of about 0.500 ps, far greater than the theoretical Fermi relaxation
time in Au #40 fs$ !16". However, electron emission experiments
conducted by Fann et al. !17,18" measured the Fermi relaxation
time of a perturbed electron systems as %1 ps, twice as high as
that determined from pump-probe thermoreflectance.

In this work, we analyze pump-probe thermoreflectance data
from Au films with a modified TTM and an intraband #nonlinear$
thickness dependent thermoreflectance model !15". We determine
the Fermi relaxation time #F in Au from the thermoreflectance
data as %1.1 ps, in good agreement with the measurements from
electron emission by Fann et al. !17,18", and show that not ac-
counting for the highly nonlinear thermoreflectance in Au can
cause a decrease in the prediction of #F and G, lending insight into
the discrepancy in reported Fermi relaxation times for Au in the
literature.

2 Experimental Details
Two 20 nm Au films were evaporated on a single crystalline,

lightly doped Si substrate and a glass microscope cover slide
#Corning 2947$. We measure the transient thermoreflectance re-
sponse of the two Au films with the thermoreflectance setup de-
scribed in detail in Ref. !19". In short, the laser pulses in our
thermoreflectance setup emanate from a Spectra Physics Mai Tai
with a repetition rate of 80 MHz, 90 fs pulse width, and a central
wavelength of 785 nm. The pump pulses are further modulated
with an electro-optic modulator #EOM$ operating at 11 MHz and
the probe pulses are time delayed using a mechanical delay stage.
Due to dispersion introduced by the EOM, the pump pulses are
broadened to 185 fs as measured at the sample location. The co-
axial pump and probe pulses are focused onto the sample surface
to a 1 /e2 spot radius of 17 $m. The reflectance data collected
with a photodiode is locked into the pump modulation frequency
to give the thermoreflectance signal #"R /R$ as a function of
pump-probe delay time. The raw data were adjusted to account for
electronic noise !20" and thermal accumulation from the pump
pulses !21" by monitoring the imaginary component of the ther-
moreflectance response and the pump phase. The temporal ther-
moreflectance responses of the two 20 nm Au thin film samples
#Au/Si and Au/glass$ are monitored after excitation with three
different incident laser fluences, 0.7 J m−2, 2.0 J m−2, and
3.1 J m−2. A representative thermoreflectance data set is shown in
Fig. 1 for the 20 nm Au/glass sample measured with 3.1 J m−2

incident pump fluence. In the graphical representation of the data,
we set the time of maximum thermoreflectance signal equal to t
=0.

3 Data Analysis

3.1 Two-Temperature Model. To quantitatively analyze the
electron thermalization processes observed in the thermoreflec-
tance data, we turn to the TTM. The two-temperature model in the
thin film limit #i.e., film thickness is less than the ballistic pen-
etration depth of the electrons ensuring minimal temperature gra-
dient in the film$ is given by !8"
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CL
!TL

!t
= G!Te − TL" #3$

where ! is the linear coefficient to the electron heat capacity,
which for Au is 62.9 J m−3 K−2 !22", Te is the electron tempera-
ture, G is the electron-phonon coupling factor, which character-
izes the rate at which electrons lose energy to the vibrating lattice
!12", S is the laser source term, CL is the lattice heat capacity, and
t is the time. Equations #2$ and #3$ are subject to the initial con-
dition Te#t=0$=TL#t=0$=T0 where T0 is assumed as 300 K. The
traditional source term is given by

S#t$ =
0.94F#1 − R$

dtp
exp%− 2.77& t − 2tp

tp
'2( #4$

where F is the incident laser fluence, R is the reflectivity, d is the
film thickness, and tp is the pump pulse width #185 fs$. To quan-
tify the Fermi relaxation in the TTM formulation, we modify the
standard source term to account for a delayed electron thermali-
zation. The traditional source term in the TTM assumes that after
pulse absorption, the electron system is fully thermalized. This
would mean the peak reflectance would occur )185 fs after the
initial absorption process takes place. As apparent from Fig. 1,
this is clearly not the case as the rise time of the fast transient is
)2 ps. Therefore, we assume the source term in the TTM is
given by !23"

S#t$ =
0.94F#1 − R$

d#tp + tth$
exp%− 2.77& t − 2#tp + tth$

tp + tth
'2( #5$

where tth is the delay in the electron thermalization time after
pulse absorption #i.e., the Fermi relaxation time$. This expression
for the source term of the TTM assumes that there is a delay in
thermalization beyond the pulse width. This is typically true for
laser experiments using femtosecond pulses #on the order of 100
fs$ interrogating metals under relatively low energy perturbations.
Under energetic excitations that increase the electronic density
around the Fermi level or cause a large perturbation of the elec-
tron gas from the Fermi surface, the Fermi relaxation time will
decrease to that which is orders of magnitude less than the
electron-phonon thermalization time and much less than the pulse
width !16". In this case, tth will be negligible compared with tp. In
addition, in thicker films or bulk materials in which diffusion need
be accounted for in the temperature evolution of the system, bal-
listic transport of the electron system can occur during pulse ab-

sorption, stretching out the depth in which the electron system
equilibrates !24". Although in this work we limit this ballistic
transport phenomenon by studying Au films with thicknesses on
the order of the penetration depth, to apply this delayed thermal-
ization source term to thicker films, a correction to the depth of
electronic thermalization must be employed !8".

3.2 Thermoreflectance Model. To fit the TTM to the experi-
mental data, the change in temperature predicted by the TTM is
related to the change in reflectance through an appropriate ther-
moreflectance model !15". A thermoreflectance signal is a change
in the baseline reflectivity of a sample surface resulting from a
change in temperature of the sample. The reflectivity of a bulk
material #film$ at the air #vacuum$/film interface is given by

R =
#n − 1$2 + k2

#n + 1$2 + k2 #6$

where n and k are the real #refractive index$ and imaginary #ex-
tinction coefficient$ parts of the complex index of refraction n̂.
The key to relating Eq. #6$ to the thermoreflectance signal is
knowledge of the temperature dependency of n and k for the film
and substrate !25". The refractive index and extinction coefficient
are related to the complex optical dielectric function "̂="1+ i"2
through !26"

n =
1
*2

!#"1
2 + "2

2$1/2 + "1"1/2 #7$

and

k =
1
*2

!#"1
2 + "2

2$1/2 − "1"1/2. #8$

Now the complex dielectric function can also be expressed as "̂
= "̂intra+ "̂inter, which explicitly separates the contributions due to
intraband transitions #free electrons$ and interband transitions
#bound electrons$. Since we are examining Au with 785 nm
pulses, we only focus on the intraband part "̂intra, which is de-
scribed by the well known Drude model. This intraband model
and its dependency on temperature is discussed in detail in Refs.
!11,15".

The 20 nm thin films in this study have film thicknesses on the
order of the optical penetration depth, so reflection and absorption
at the film/substrate interface can cause a change in the measured
reflectivity of the sample surface due to multiple reflections
propagating in the film. From thin film optics, the reflectivity of a
thin film on a substrate where the incident medium is air is given
by !27"

Rf = r*r #9$

where

r =
#m11 + n̂sm12$ − #m21 + n̂sm22$
#m11 + n̂sm12$ + #m21 + n̂sm22$

#10$

with n̂s being the complex index of refraction of the substrate and
r! is the complex conjugate of Eq. #10$. In Eq. #10$, mi,j is the
component of the characteristic thin film matrix !28" defined as

M = + cos # −
i

n̂f
sin #

− in̂f sin # cos #
, #11$

where #=$dn̂f /c, $ is the angular frequency of the radiation, and
c is the speed of light. The temperature dependencies of the indi-
ces of refraction in this thin film reflectance model follow those of
the Drude model, as previously discussed. Once Eq. #9$ is deter-
mined, the intraband, thin film thermoreflectance model is given
by

Fig. 1 Transient thermoreflectance data taken on a 20 nm Au
film evaporated on a glass substrate fit with the TTM using two
different source terms: „dashed line… the traditional source
term „Eq. „4…… and „solid line… the source term that accounts for
a delay in electron thermalization „Eq. „5……. Accounting for a
delay in electron thermalization gives a much better fit of the
TTM to the experimental data and yields a best fit value for G
that is in much better agreement with previous measurements
of G on Au.
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Kuo and Qiu [10] extended the PTS model to simulate the melting of metal films
exposed to picosecond laser pulses. The present work extends the numerical solution
of the one-dimensional PTS model to include both melting and evaporation effects
on irradiation of metal with much shorter pulses, of femtosecond duration. Heating
above the normal melting and boiling temperatures is allowed by including the
appropriate kinetic relations in the computation. Therefore, the main difference
between this work and prior work is that evaporation process and its effect on energy
transfer and material removal is studied. It is seen that with increasing pulse energy,
there is considerable superheating and the solid–liquid interface temperature ap-
proaches the boiling temperature. However, the surface evaporation process does not
contribute significantly to the material-removal process.

NUMERICAL MODELING

In general, the conduction of heat during a femtosecond pulsed laser heating
process is described by a nonequilibrium hyperbolic two-step model [4]. The equa-
tion for this model are given below:

CeðTeÞ
qTe

qt
¼ $H %Q$ GðTe $ TlÞ þ S ð1Þ

Figure 1. Three stages of energy transfer during femtosecond laser irradiation (adapted from [2]).
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We experimentally investigate the role of size effects and boundary scattering on the thermal

conductivity of silicon-germanium alloys. The thermal conductivities of a series of epitaxially grown

Si1!xGex thin films with varying thicknesses and compositions were measured with time-domain

thermoreflectance. The resulting conductivities are found to be 3 to 5 times less than bulk values and

vary strongly with film thickness. By examining these measured thermal conductivities in the context of a

previously established model, it is shown that long wavelength phonons, known to be the dominant heat

carriers in alloy films, are strongly scattered by the film boundaries, thereby inducing the observed

reductions in heat transport. These results are then generalized to silicon-germanium systems of various

thicknesses and compositions; we find that the thermal conductivities of Si1!xGex superlattices are

ultimately limited by finite size effects and sample size rather than periodicity or alloying. This

demonstrates the strong influence of sample size in alloyed nanosystems. Therefore, if a comparison is

to be made between the thermal conductivities of superlattices and alloys, the total sample thicknesses of

each must be considered.

DOI: 10.1103/PhysRevLett.109.195901 PACS numbers: 65.40.!b, 63.22.!m, 63.50.Gh, 68.37.!d

Silicon-germanium structures continue to be the focus
of tremendous investment due to their widespread integra-
tion in thermoelectric power generation, optoelectronic
devices, and high-mobility transistors. For example, bulk
Si1!xGex is an established high temperature thermoelectric
material demonstrating a figure of merit, ZT, approaching
unity at " 1100 K [1]. Moreover, there has been much
interest in engineering silicon-germanium systems for
high ZT thermoelectrics by the manipulation of thermal
properties via interface scattering effects. For these rea-
sons, the thermal properties of Si1!xGex systems have been
studied extensively in a variety of material forms including
superlattices of different period lengths [2–6], alloy-based
superlattices [7,8], superlattice nanowires [9], doped
Si1!xGex superlattices and bulk alloys [5,10,11], and nano-
structured bulk alloys [12]. These investigations have been
accompanied with theoretical studies that have elucidated
the underlying nature of phonon transport in these systems
[10,13–16]. Most previous works allude to the fact that
Si1!xGex-based superlattice structures exhibit thermal
conductivities lower than the so-called alloy limit. These
superlattices are often compared to SiGe alloy samples of
much larger thicknesses. This neglects the potential size
effects associated with the finite sample thicknesses of
alloys and total sample thickness of superlattices, a fact
that is often overlooked due to the assumption of strong
phonon scattering at alloy sites. Here, in contrast, we show
that these size effects associated with total sample size

must be considered in the analysis and comparison of
alloys and superlattices.
This idea is reinforced by recent computational and

theoretical investigations into thermal conductivity of
nanostructured Si1!xGex systems. For example, when
implementing nonequilibrium molecular dynamics simu-
lations, Landry and McGaughey [17] found that the calcu-
lated values of thermal conductivity of a Si0:5Ge0:5 alloy
were strongly dependent on the size of the simulation cell
(more so than in a homogeneous Si domain [18]). Also via
nonequilibrium molecular dynamics, Chen, Zhang, and Li
[19] found that the thermal conductivities of Stillinger-
Weber–type Si1!xGex nanowires were substantially below
those values obtained by Skye and Schelling [20], where
the Green-Kubo approach was used to predict the thermal
conductivities of bulk Si1!xGex alloys. Finally, Garg et al.
[21] used density functional perturbation theory to study the
spectral dependence of thermal conductivity in Si1!xGex
alloys and found that more than half of the heat-carrying
phonons had mean-free paths greater than 1 !m.
Whereas copious effort has been invested in quantifying

the thermal conductivity of more complex nanostructured
Si1!xGex systems (i.e., superlattices, nanowires, etc.),
there are far fewer reports that focused on experimentally
investigating Si1!xGex thin-film alloy thermal transport
[2,6,7,22,23]. In response, we measure the thermal con-
ductivity of thin-film Si1!xGex alloys with thicknesses
ranging from 39 to 427 nm along with different alloy
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bulk SiO2 aerogels.6,22 The error bars in our measurements
represent the standard deviation about the mean value of j
determined from multiple data sets taken on each sample
type (upwards of 10 different TDTR scans taken on each
sample and two samples of each type of silica film). We
measure the SiO2 compositional percentage23 and sample
porosity in the EISA and aerogel films using ellipsometry
and surface acoustic wave techniques24 and find that
the SiO2 molecular densities in the EISA, aerogel, and
calcined-aerogel films are 1.54! 1028, 2.20! 1027, and
3.30! 1027 m"3, respectively, assuming a bulk atomic den-
sity of SiO2 of 2.28! 1028 m"3. This corresponds to an
atomic density 4.62! 1028 m"3, 6.6! 1027 m"3, and
9.9! 1027 m"3, respectively. The thermal conductivities of
the EISA, aerogel, and calcined-aerogel films are
0.434 6 0.098 W m"1 K"1, 0.053 6 0.021 W m"1 K"1, and
0.082 6 0.023 W m"1 K"1, respectively. We note that burn-
ing off the methyl groups from the aerogel skeleton increases
the density and thermal conductivity of the film. This is most
likely a consequence of silica condensation following expo-
sure to air of free silanol groups which may lead to increased
silica network connectivity. In Fig. 3, we compare our data
to thermal measurements on silica materials that do not
include opacifiers such as carbon soot (thus excluding the
data reported in Refs. 5 and 7). We note that the measured
values of j of our aerogel thin films measured with TDTR
are in relatively good agreement with the thermal conductiv-
ities of aerogel thin films synthesized with a similar tech-
nique and measured with the 3x technique.25 However, we
cannot directly compare our measured values to these data
measured by Bauer et al.25 since the density of the aerogels
films was not measured.

We compare our results to the DEM theory26 which
relates the thermal conductivity of a porous material to its
corresponding bulk phase via

jporous ¼
nporous

nbulk

! "1:5

jbulk; (6)

where n is the atomic density. The data summarized in Fig. 3
agree well with DEM theory. Although DEM theory proves
a powerful tool for predicting the thermal conductivity of po-
rous structures, the downside is that knowledge of the bulk
phase must be known for the prediction. For example, in our
case, to predict the thermal conductivity of the aerogel films,
we must have prior knowledge of the thermal conductivity
of bulk silica. Clearly, it would be quite advantageous to
have a model that is capable of accurately predicting the
thermal conductivity of porous materials without any a pri-
ori knowledge of the bulk phase thermal conductivity. To
develop this model for porous silica structures, we turn to
the idea of the lower limit to thermal conductivity.

In amorphous materials such as silica glass, thermal
transport is limited by atomic scattering at a distance of the
interatomic spacing.27 This lower limit to thermal conductiv-
ity is described by the theoretical minimum thermal conduc-
tivity in which the vibrational scattering rate is wavelength
limited. This concept has been explored in several works.28–30

This minimum limit described by Cahill et al. is given by28

jmin ¼
p
3

X

j

ð

xj

!hDjv2
g;j

@f

@T
dx; (7)

where !h is the reduced Planck’s constant, D is the density of
states, j is an index that refers to the polarization, vg is the
group velocity, and f is the Bose-Einstein distribution func-
tion. The density of states can be approximated as
Dj ¼ x2=ð2p2v2

p;jvg;jÞ, where vp is the phase velocity.
The major assumption in applying Eq. (7) to describe

thermal conductivity as a function of SiO2 atomic density is
that the sound velocity can still be described by the bulk
velocities in SiO2. This clearly is not a valid assumption
throughout the entire aerogel structure due to the porosity
and resulting matrix of overlapping and multidirectional
solid silica ligaments that cause a reduction in sound veloc-
ity.21 To address this in the minimum model, we modify the
group velocity to scale with the number density in the overall
volume of the sample. Note that, as we have previously dis-
cussed, we assume that the heat capacity of the solid liga-
ments in the aerogel can be described as bulk. Therefore, the
phase velocities and cutoff frequencies must remain
unchanged in our model to predict the thermal conductivity
of porous silica, and only the group velocities that represent
the velocity of thermal transport must be scaled. The group
velocities in porous silica structures scale by ðn=nbulkÞ1:4
(Refs. 21 and 31). Therefore, Eq. (7) can be recast as a
“porous minimum limit” given by

jmin;p ¼
1

6p

X

j

ð

xj

!h
x2

v2
p;j

vg;j
n

nbulk

! "1:4 @f

@T
dx: (8)

We plot Eq. (8) as a function of n in Fig. 3 assuming the
longitudinal and transverse sound velocities of SiO2 are 5800

FIG. 3. Thermal conductivity as a function of volumetric SiO2 number den-
sity for the aerogel and calcined-aerogel films along with bulk SiO2,20 a
sputtered SiO2 thin film,21 other porous silica materials (XLK and FOx),21

and bulk SiO2 aerogels.6,22 Predictions from the theoretical “porous mini-
mum limit” to the thermal conductivity of SiO2 (solid line – Eq. (8)) that is
derived in this work show good agreement with the thermal conductivity of
the porous silica structures.
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approach to predict the thermal conductivity of porous disor-
dered materials with no a priori knowledge of the corre-
sponding bulk phase, unlike DEM theory.

II. EXPERIMENTAL DETAILS

Our experimental technique to determine the thermal
conductivity of the aerogel films is TDTR, a pump-probe
technique in which the change in the thermoreflectance sig-
nal from a sample of interest is monitored in the time domain
by delaying the probe pulse with respect to the heating event,
or pump pulse. Several groups have discussed various exper-
imental configurations to detect the thermoreflectance signal
in the time domain.8,9,11–14 It is important to note that in this
work, we use an 80 MHz oscillator which ensures pulse
accumulation in our signal, therefore yielding the modulated
heat transfer event that is unique to TDTR; this is also neces-
sary for our specific test geometry. We adopt the test geome-
try similar to the approach discussed by Schmidt et al.9 and
Ge et al.,10 as we have described in detail previously.8 In
these works, the samples were fabricated on a transparent
substrate coated with a thin metal film. The pump and probe
laser pulses were reflected by the metal transducer through
the glass, and the change in the TDTR signal was used to
deduce the thermal conductivity of the adjacent sample.
Only the metal film interacts with the laser radiation, and the
thermal energy from the laser pulse is partially absorbed in
only the first !9 nm of the Al film before the thermal energy
propagates through the Al film and then through the adjacent
structures. The analysis of the TDTR signal in this geometry
is described in detail elsewhere.8 A schematic of our experi-

mental geometry is shown in Fig. 1. In our experiments, we
restrict the laser power incident on the sample to less than
!15 mW to ensure minimal DC heating.

To prepare the aerogel samples, we evaporate 85 nm of
Al on VWR micro cover glass (No. 48368040). We then fab-
ricate the aerogel thin films on the surface of the Al film.
The thin aerogel films were prepared using identical proce-
dures as previously described.15 Briefly, silica sols were pre-
pared from a stock solution (tetraethoxysilane, EtOH, H2O,
HCl in a 1.0:3.8:1.1:7.0" 10#14 molar ratio), refluxed
(60 $C, 90 min) and gelled at 50 $C. Surface hydroxyls were
partially replaced with methyl groups using hexamethyldisi-
lazane (HMDS) as the derivatizing agent and sonicated to
reliquify the solution. The solution was spin coated
(2000 rpm, 30 s) onto the Al coated glass. During evapora-
tion, the film gels shrink due to drying stresses and spring
back to create a high porosity aerogel film. We refer to these
films as “aerogel”. After initial TDTR measurements, the
aerogel films were calcined (500 $C, 3 h) to remove the
methyl groups. We refer to these films as “calcined-aerogel”.
We also perform TDTR measurements on Al coated glass
with no silica film as a calibration. This allows us to accu-
rately determine the thermal conductivity, j, of the cover
glass and the thermal boundary conductance, hK, between
the Al film and cover glass, thereby reducing the number of
free parameters in the thermal model needed to determine
the thermal conductivity of the aerogel samples. Scanning
electron microscopy images of an uncalcined, carbon-coated
thin film aerogel are shown in Fig. 1. We note that
calcination did not substantially change the thickness of the
film.

FIG. 1. Scanning electron microsocpy
image of the (a) cross section and (b) top
view of a thin film aerogel. The scale
bars are 500 nm. (c) Schematic of our
experimental geometry. (d) TDTR data
from the EISA and aerogel films along
with data from the sample with no film
(i.e., air). The solid lines represent the
predictions from the thermal model for
various reductions in the SiO2 sample
thermal conductivity.
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We demonstrate the use time domain thermoreflectance (TDTR) to measure the thermal
conductivity of the solid silica network of aerogel thin-films. TDTR presents a unique experimental
capability for measuring the thermal conductivity of porous media due to the nanosecond time
domain aspect of the measurement. In short, TDTR is capable of explicitly measuring the change
in temperature with time of the solid portion of porous media independently from the pores or
effective media. This makes TDTR ideal for determining the thermal transport through the solid
network of the aerogel film. We measure the thermal conductivity of the solid silica networks of an
aerogel film that is 10% solid, and the thermal conductivity of the same type of film that has been
calcined to remove the terminating methyl groups. We find that for similar densities, the thermal
conductivity through the silica in the aerogel thin films is similar to that of bulk aerogels. We
theoretically describe the thermal transport in the aerogel films with a modified minimum limit to
thermal conductivity that accounts for porosity through a reduction in phonon velocity. Our porous
minimum limit agrees well with a wide range of experimental data in addition to sound agreement
with differential effective medium theory. This porous minimum limit therefore demonstrates an
approach to predict the thermal conductivity of porous disordered materials with no a priori
knowledge of the corresponding bulk phase, unlike differential effective medium theory. VC 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.4729325]

I. INTRODUCTION

The promise of materials in which the electrical, ther-
mal, and mass transport properties are “user-defined” with
nanoscale precision has fueled an enormous thrust in the
materials science community to develop nanomaterials and
fabrication strategies.1,2 The development of approaches to
control nanostructure morphology using self-assembly has
drastically simplified nanomaterial synthesis, enabling rapid,
low-temperature processing of thin films for use as mem-
branes, dielectric insulator layers, and optical coatings.3 De-
spite these advances in thin film processing, characterization
of the physical properties in nanostructured thin films
remains a considerable challenge due to complex geometries
and non-conformal surface areas. For example, measuring
heat transport in highly thermally insulating materials such
as aerogels, let alone aerogel thin films, has proven to be par-
ticularly challenging using standard approaches due to con-
vective and radiative losses.4–7 Understanding heat transport
in thin porous films is critical for low-k dielectric applica-
tions in microelectronics as well as optical coatings for solar
panels.

In this work, we overcome these challenges and demon-
strate the use of time domain thermoreflectance (TDTR) to
measure the thermal conductivity, j, of aerogel thin-films.
Where previous works by our group and others have demon-

strated the use of TDTR for measuring the heat flow in non-
conformal, porous solids as well as liquids,8–10 we show
both experimentally, computationally, and theoretically the
advantage of TDTR for measuring highly porous films due
to its inherent insensitivity to longer time scale thermal
losses. In short, TDTR is capable of explicitly measuring the
change in temperature with time of the solid portion of po-
rous media independently from the pores or effective media
since the measurement scale of TDTR is on the order of
nanoseconds, which is much larger than the time constant of
conduction through and losses to the air in the pores. This
makes TDTR ideal for determining the thermal transport
through the solid network of the highly porous aerogel film.
We measure the thermal conductivity of the solid silica net-
works of an aerogel film that is 10% solid, and the thermal
conductivity of the same type of film that has been calcined
to remove the terminating methyl groups. We find that the
thermal conductivities of these silica aerogels follow similar
trends with density as that predicted by differential effective
medium (DEM) theory, which is expected as our TDTR
measurements are only sensitive to the heat flow through the
solid silica network of the aerogel. We theoretically describe
the thermal transport in the aerogel films with a modified
minimum limit to thermal conductivity that accounts for po-
rosity through a reduction in phonon velocity. Our porous
minimum limit agrees well with a wide range of experimen-
tal data in addition to sound agreement with DEM theory.
Therefore, this porous minimum limit demonstrates ana)Electronic mail: phopkins@virginia.edu.
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materials science community to develop nanomaterials and
fabrication strategies.1,2 The development of approaches to
control nanostructure morphology using self-assembly has
drastically simplified nanomaterial synthesis, enabling rapid,
low-temperature processing of thin films for use as mem-
branes, dielectric insulator layers, and optical coatings.3 De-
spite these advances in thin film processing, characterization
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remains a considerable challenge due to complex geometries
and non-conformal surface areas. For example, measuring
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ticularly challenging using standard approaches due to con-
vective and radiative losses.4–7 Understanding heat transport
in thin porous films is critical for low-k dielectric applica-
tions in microelectronics as well as optical coatings for solar
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strated the use of TDTR for measuring the heat flow in non-
conformal, porous solids as well as liquids,8–10 we show
both experimentally, computationally, and theoretically the
advantage of TDTR for measuring highly porous films due
to its inherent insensitivity to longer time scale thermal
losses. In short, TDTR is capable of explicitly measuring the
change in temperature with time of the solid portion of po-
rous media independently from the pores or effective media
since the measurement scale of TDTR is on the order of
nanoseconds, which is much larger than the time constant of
conduction through and losses to the air in the pores. This
makes TDTR ideal for determining the thermal transport
through the solid network of the highly porous aerogel film.
We measure the thermal conductivity of the solid silica net-
works of an aerogel film that is 10% solid, and the thermal
conductivity of the same type of film that has been calcined
to remove the terminating methyl groups. We find that the
thermal conductivities of these silica aerogels follow similar
trends with density as that predicted by differential effective
medium (DEM) theory, which is expected as our TDTR
measurements are only sensitive to the heat flow through the
solid silica network of the aerogel. We theoretically describe
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cross-section bright field TEM of a GdFeCo film. The inset
shows the corresponding electron diffraction pattern, indicat-
ing the lack of crystallinity.

The thermal conductivities of the amorphous RE-TM
alloy films are measured with TDTR.18 TDTR and appropri-
ate analyses accounting for pulse accumulation when using a
Ti:sapphire oscillator have been detailed by several groups
previously.19–22 We note that TDTR is ideal for measuring
thermal properties of thin films due to its picosecond tempo-
ral resolution and high heating modulation frequency leading
to nanoscale spatial resolution. Numerous papers have
discussed the sensitivities, calibrations, and advantages of
measuring thermal transport properties in both bulk and
nanosystems with TDTR.18–26 Since this work focuses on
the underlying physics contributing to thermal transport of
RE-TM alloys, we limit our discussion of TDTR to only the
specifics discussed below, but refer the reader to the above
referenced papers, and references therein, for more details
concerning TDTR.

In our specific set up at the University of Virginia, we
double the wavelength of the pump path to 400 nm to assist
with optical filtering of the pump light giving us improved
signal to noise of rough surfaces. For this study, we modulate
the pump path at 11.39 MHz and monitor the ratio of the in-
phase to out-of-phase signal of the probe beam from a lock-
in amplifier (!Vin=Vout). Our pump and probe spots are
focused to "22 lm and "13 lm radii, respectively, at the
sample surface. We take a total of five TDTR measurements
on the various films at each temperature from 90 to 375 K.
We control the temperature of the samples in a cryostat with
optical access that is kept under vacuum (pressures less than
1.0 mTorr). The amorphous RE-TM alloy samples are coated
with "90 nm of Al for the TDTR measurements; the exact
thicknesses of the Al film are determined during each
measurement with picosecond ultrasonics.27 For the TDTR
analysis, we assume literature values for the heat capacities
of the Al and Si.28,29 The thermal conductivity of the Al is
approximated from the electrical resistivity measurements,21

although over the time delay during our TDTR mea-
surements, we are relatively insensitive to the thermal

conductivity of the Al. The thermal conductivity of the Si
substrate is assumed as that of bulk,30 although we are insen-
sitive to the substrate thermal properties due to the thickness
of the amorphous RE-TM alloy films and their relatively low
thermal conductivities. For this reason, we are also relatively
insensitive to the thermal boundary conductance between the
amorphous RE-TM alloys and the Si substrate. This leaves
the only thermophysical properties that need to be deter-
mined as the thermal conductivity and heat capacity of the
amorphous RE-TM alloy and the thermal boundary conduct-
ance between the Al and amorphous RE-TM alloy.

In practice, a single TDTR data set can independently
determine both the thermal boundary conductance between
the Al transducer and the amorphous RE-TM alloy film
given the heat capacity of the amorphous RE-TM alloy.
The heat capacity of GdFeCo and TbFeCo have been
reported at room temperature and vary anywhere from 2.3 to
3.1 MJ m!3 K!1 (Refs. 13, 16, 32, and 33). We therefore
specify the room temperature heat capacity of the GdFeCo
and TbFeCo films as 2.7 MJ m3 K!1 and account for the
uncertainty in this value in our thermal conductivity determi-
nations as discussed later. To determine the heat capacity at
the various temperatures, we assume a Debye model for the
phonon system in the amorphous RE-TM alloys and calculate
the heat capacity at the temperatures of interest in this study.
These calculations require the sound speed and the atomic
density the amorphous RE-TM alloys. We measure the speed
of sound with picosecond ultrasonics directly applied to
the sample (i.e., a portion without Al coating);27 we measure
the longitudinal speed of sound as 4200 6 210 m s!1 and
3900 6 190 m s!1 for the GdFeCo and TbFeCo films, respec-
tively. We determine the transverse sound speeds by calculat-
ing the square root of the ratio of the shear modulus to the
bulk modulus of GdFeCo or TbFeCo, and multiplying this
value by the longitudinal sound speed determined from pico-
second ultrasonics. We determine the moduli of the RE-TM
alloys by calculating the weighted reciprocal mean of the
shear moduli of the elements in the alloys.34 From this, we
determine the transverse speeds of sound as 3050 m s!1 and
2820 m s!1 for the GdFeCo and TbFeCo films, respectively.
We adjust the atomic density in the calculations of the heat
capacity until the room temperature value of our calculations
is 2.7 MJ m3 K!1 for both of the alloys. This leads to GdFeCo
and TbFeCo atomic densities of 7.4 and 7:1# 1028 m!3,
respectively. Note that this is in acceptable agreement with
previously reported values for the atomic density of TbFeCo
(6:5# 1028 m!3—Ref. 15) and calculations of atomic density
based on the density of the elemental constituents and a rule
of mixing ("6# 1028 m!3). With our calculated estimates of
the heat capacities, we then fit the TDTR thermal model to
the experimental data with the only free parameters being the
thermal boundary conductance between the Al film and
the amorphous RE-TM alloy and the thermal conductivity of
the amorphous RE-TM alloy. We find in general that the fit is
relatively insensitive to the thermal boundary conductance
between the Al transducer and the amorphous RE-TM alloy
sample due to the relatively low thermal conductivity of the
alloys compared to the relatively high thermal boundary
conductance.

FIG. 1. Cross-section bright field TEM of a GdFeCo film. (Inset) Corre-
sponding electron diffraction pattern, indicating the lack of crystallinity.
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III. RESULTS AND DISCUSSION

Figure 2 shows the measured thermal conductivities of the
amorphous RE-TM alloy films as a function of temperature
determined via TDTR. The error bars in these data represent
the uncertainties due to repeatability in the measurements, the
Al transducer thickness, and the amorphous RE-TM alloy heat
capacity. We determine the Al film thickness to within 3.0 nm
via picosecond ultrasonics. Therefore, the majority of the
uncertainty in j is due to the uncertainty in the assumed heat
capacity, which we take as 15% for all temperatures based on
the previously reported values for heat capacity of GdFeCo
and TbFeCo, as discussed earlier. The thermal conductivities
of both the GdFeCo and TbFeCo films increase nearly linearly
with temperature. This is a similar trend as to what has been
observed in metallic glasses previously.8–12 For comparison,
we show the thermal conductivity of a pure metallic glass
(Zr55Al10Cu30Ni5 (Ref. 12)), metallic glasses with non-metallic

constituents (Fe80B20 (Ref. 9) and Fe32Ni36Cr14P12B6 (Ref. 9)),
and SiO2 glass (Ref. 31). The metallic glasses all exhibit simi-
lar temperature trends in thermal conductivity, increasing more
linearly as compared to the nonmetallic SiO2 which increases
with temperature trends similar to the phononic heat capacity.

To understand the origin of these temperature trends in
the thermal conductivity of amorphous RE-TM alloys, we
measure the electrical resistivity from 80 to 400 K with a
standard four-point van der Pauw configuration in a Quan-
tum Design cryogen-free vibrating sample magnetometer
(VersaLab). From these measurements, we calculate the
electron contribution to the thermal conductivity via the
Wiedemann-Franz Law. For the GdFeCo and TbFeCo films,
je is plotted in Fig. 3. The electronic thermal conductivities
of both films exhibit nearly linear trends with temperature.
This linear trend in je has also been observed in the metallic
glasses with non-metallic constituents shown in Fig. 2
(Fe80B20 (Ref. 9) and Fe32Ni36Cr14P12B6 (Ref. 9)).

To quantify this, we calculate the phonon contribution
to thermal conductivity by jp ¼ j" je, where j is deter-
mined from the TDTR measurements (Fig. 2) and je is deter-
mined from the electrical resistivity measurements (Fig. 3).
We plot jp for the amorphous RE-TM alloy films in Fig. 4.
The phonon thermal conductivity is relatively constant over
the temperature range of interest. The slight increase that is
observed in the mean values is hard to conclusively discern
beyond the relative uncertainties in the calculations, which
propagates from the relative uncertainties in the TDTR and
electrical resistivity data that were previously discussed.
This constant jp has been observed in pure amorphous met-
als previously.12 However, the amorphous metals with boron
or phosphorous (Fe80B20 and Fe32Ni36Cr14P12B6 (Ref. 9))

FIG. 2. Thermal conductivity of the GdFeCo and TbFeCo films
(Gd21Fe72Co7—filled circles and Tb21Fe73Co6—filled squares) measured
with TDTR. The thermal conductivities of these amorphous RE-TM
alloys increase, nearly linearly, with temperature. This same trend is
observed in other metallic glasses, for example, Fe80B20 (Ref. 9—upward
open triangles), Fe32Ni36Cr14P12B6 (Ref. 9—downward open triangles), and
Zr55Al10Cu30Ni5 (Ref. 12—open squares). For comparison, we also plot
SiO2 glass (Ref. 31—solid line) which increases with temperature with
trends similar to the temperature trends in the phononic heat capacity.

FIG. 3. Electron contribution to thermal conductivity of the amorphous RE-
TM alloy films. This thermal conductivity component was determined via
electrical resistivity measurements and the Wiedemann-Franz Law. Both
amorphous samples exhibit a linear je with temperature. We estimate the rel-
ative uncertainties in these electrical resistivity measurements by considering
the effects of contact size and placement along with the sample geometry.35

These uncertainties are represented by the error bars shown at select tempera-
tures in the GdFeCo and TbFeCo data, and correspond to 8.1% and 6.2%,
respectively. We also plot the reported electron contributions to the thermal
conductivities of the metallic glasses with non-metal impurities (Fe80B20

(dashed line) and the Fe32Ni36Cr14P12B6 (solid line)) reported in Ref. 9, which
also show similar temperature trends in electron thermal conductivity.
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show an increase in jp with temperature, unlike the pure
amorphous metals. The reason for this is currently unclear,
but could be due to a stiffening of the bonds with non-
metallic inclusions that leads to an increase in the Debye
temperature, and thereby an increasing trend in phonon ther-
mal conductivity compared to the pure metallic glasses.

Based on the data in Figs. 3 and 4, the percent phonon
contribution decreases with increasing T where the electron
contribution increases with increasing T. We find that the
percent contribution of the phonon system to thermal con-
ductivity is !70% at 90 K and decreases to a still significant
contribution at room temperature and above. At low temper-
atures, the phonons contribute more to the thermal conduc-
tivity of the amorphous RE-TM alloys than the electrons, a
phenomenon that is not typical in most metals.

IV. CONCLUSIONS

In summary, we have investigated the electron and pho-
non contributions to the thermal conductivity of amorphous
GdFeCo and TbFeCo thin films, a class of amorphous RE-
TM alloys that is extremely important for the continued
development of magneto-optical recording devices. The ther-
mal conductivities exhibit a nearly linear increase with
temperature from 90 to 375 K, which is due to the increase in
electron thermal conductivity and a relatively constant pho-
non contribution to thermal conductivity. We find that at low
temperatures (!90 K), the phonon systems in these amor-
phous RE-TM alloys contribute !70% to thermal conduction
which decreases at higher temperatures due to the increase in
the electronic thermal conductivity.
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FIG. 4. Calculated phonon contribution to the thermal conductivity of the
amorphous RE-TM alloys based on the data presented in Figs. 2 and 3. The
error bars represent the relative uncertainties calculated from adding the rela-
tive uncertainties shown in Figs. 2 and 3 in quadrature. The phonon thermal
conductivity is relatively constant over the temperature range of interest. This
constant phonon contribution to thermal conductivity has been observed in
previous measurements of pure metallic glasses (Zr55Al10Ni5Cu30 (Ref. 12—
open squares). However, metallic glasses with non-metal constituents exhibit
an increase in jp with temperature (Fe80B20 (upward open triangles—Ref. 9)
and Fe32Ni36Cr14P12B6 (downward open triangles—Ref. 9).
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III. RESULTS AND DISCUSSION

Figure 2 shows the measured thermal conductivities of the
amorphous RE-TM alloy films as a function of temperature
determined via TDTR. The error bars in these data represent
the uncertainties due to repeatability in the measurements, the
Al transducer thickness, and the amorphous RE-TM alloy heat
capacity. We determine the Al film thickness to within 3.0 nm
via picosecond ultrasonics. Therefore, the majority of the
uncertainty in j is due to the uncertainty in the assumed heat
capacity, which we take as 15% for all temperatures based on
the previously reported values for heat capacity of GdFeCo
and TbFeCo, as discussed earlier. The thermal conductivities
of both the GdFeCo and TbFeCo films increase nearly linearly
with temperature. This is a similar trend as to what has been
observed in metallic glasses previously.8–12 For comparison,
we show the thermal conductivity of a pure metallic glass
(Zr55Al10Cu30Ni5 (Ref. 12)), metallic glasses with non-metallic

constituents (Fe80B20 (Ref. 9) and Fe32Ni36Cr14P12B6 (Ref. 9)),
and SiO2 glass (Ref. 31). The metallic glasses all exhibit simi-
lar temperature trends in thermal conductivity, increasing more
linearly as compared to the nonmetallic SiO2 which increases
with temperature trends similar to the phononic heat capacity.

To understand the origin of these temperature trends in
the thermal conductivity of amorphous RE-TM alloys, we
measure the electrical resistivity from 80 to 400 K with a
standard four-point van der Pauw configuration in a Quan-
tum Design cryogen-free vibrating sample magnetometer
(VersaLab). From these measurements, we calculate the
electron contribution to the thermal conductivity via the
Wiedemann-Franz Law. For the GdFeCo and TbFeCo films,
je is plotted in Fig. 3. The electronic thermal conductivities
of both films exhibit nearly linear trends with temperature.
This linear trend in je has also been observed in the metallic
glasses with non-metallic constituents shown in Fig. 2
(Fe80B20 (Ref. 9) and Fe32Ni36Cr14P12B6 (Ref. 9)).

To quantify this, we calculate the phonon contribution
to thermal conductivity by jp ¼ j" je, where j is deter-
mined from the TDTR measurements (Fig. 2) and je is deter-
mined from the electrical resistivity measurements (Fig. 3).
We plot jp for the amorphous RE-TM alloy films in Fig. 4.
The phonon thermal conductivity is relatively constant over
the temperature range of interest. The slight increase that is
observed in the mean values is hard to conclusively discern
beyond the relative uncertainties in the calculations, which
propagates from the relative uncertainties in the TDTR and
electrical resistivity data that were previously discussed.
This constant jp has been observed in pure amorphous met-
als previously.12 However, the amorphous metals with boron
or phosphorous (Fe80B20 and Fe32Ni36Cr14P12B6 (Ref. 9))

FIG. 2. Thermal conductivity of the GdFeCo and TbFeCo films
(Gd21Fe72Co7—filled circles and Tb21Fe73Co6—filled squares) measured
with TDTR. The thermal conductivities of these amorphous RE-TM
alloys increase, nearly linearly, with temperature. This same trend is
observed in other metallic glasses, for example, Fe80B20 (Ref. 9—upward
open triangles), Fe32Ni36Cr14P12B6 (Ref. 9—downward open triangles), and
Zr55Al10Cu30Ni5 (Ref. 12—open squares). For comparison, we also plot
SiO2 glass (Ref. 31—solid line) which increases with temperature with
trends similar to the temperature trends in the phononic heat capacity.

FIG. 3. Electron contribution to thermal conductivity of the amorphous RE-
TM alloy films. This thermal conductivity component was determined via
electrical resistivity measurements and the Wiedemann-Franz Law. Both
amorphous samples exhibit a linear je with temperature. We estimate the rel-
ative uncertainties in these electrical resistivity measurements by considering
the effects of contact size and placement along with the sample geometry.35

These uncertainties are represented by the error bars shown at select tempera-
tures in the GdFeCo and TbFeCo data, and correspond to 8.1% and 6.2%,
respectively. We also plot the reported electron contributions to the thermal
conductivities of the metallic glasses with non-metal impurities (Fe80B20

(dashed line) and the Fe32Ni36Cr14P12B6 (solid line)) reported in Ref. 9, which
also show similar temperature trends in electron thermal conductivity.
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Contributions of electron and phonon transport to the thermal conductivity
of GdFeCo and TbFeCo amorphous rare-earth transition-metal alloys
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We experimentally investigate the electron and phonon contributions to the thermal conductivity of
amorphous GdFeCo and TbFeCo thin films. These amorphous rare-earth transition-metal (RE-TM)
alloys exhibit thermal conductivities that increase nearly linearly with temperature from 90 to 375 K.
Electrical resistivity measurements show that this trend is due to an increase in the electron thermal
conductivity over this temperature range and a relatively constant phonon contribution to thermal
conductivity. We find that at low temperatures (!90 K), the phonon systems in these amorphous
RE-TM alloys contribute !70% to thermal conduction with a decreasing contribution as temperature is
increased. VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4722231]

I. INTRODUCTION

Amorphous rare-earth transition-metal (RE-TM) alloys
represent an interesting class of materials to study the influ-
ence of non-crystalline order on various physical properties.
In their electronic properties, for example, transition-metal
spin value, exchange interaction, and the band structure are
drastically different compared to their crystalline counter-
part.1 Due to fluctuations in the local structure, the amor-
phous state also exhibits a much lower Curie temperature
resulting in different magnetic responses.2 However, the
thermal properties of amorphous RE-TM alloys are rela-
tively unknown.

In amorphous dielectrics, the thermal conductivity
above !100 K is well described by the minimum thermal
conductivity model originally proposed by Einstein3 and
later modified by others to include heat transport by a
broader spectrum of vibrational modes.4–6 However, this pic-
ture does not fully describe the thermal transport in amor-
phous metals due to the electron contribution to thermal
conductivity and the strong electron-phonon coupling
effects.7 Several previous works have examined the thermal
conductivity of Zr-, Ni-, or Cu-based metallic glasses.8–12 In
general, the thermal conductivity of metallic glasses
increases with temperature and has a much larger contribu-
tion from the phonon system than in typical metals (ranging
from 20% to 50% at room temperature).8,11 The thermal
transport properties of amorphous RE-TM alloys have not
been thoroughly investigated, to the best of our knowledge.
Amorphous RE-TM alloys have received much attention
with respect to their application as magneto-optical record-
ing media with GdFeCo and TbFeCo alloys being the most
promising candidates.1,13–16 These recording systems utilize
the heating effect of a laser beam for storing digital informa-
tion in a multilayer disk, and the storage and operation of
these systems depend immensely on the thermal properties

of the disk layers. However, the data for the thermal conduc-
tivity of GdFeCo and TbFeCo alloys are relatively nonexis-
tent and only estimates are available at room temperature.17

This severely limits not only the progress of magneto-optical
recording technology but also the progress in understanding
the thermophysics of amorphous RE-TM alloys.

In response, we experimentally investigate the electron
and phonon contributions to thermal conductivity of GdFeCo
and TbFeCo amorphous thin films from 90 to 375 K. We use
time domain thermoreflectance (TDTR) to measure the ther-
mal conductivities of these films and we calculate the elec-
tron contribution to thermal conductivity from our electrical
resistivity measurements via the Weidemann-Franz Law.
From this, we infer the phonon contribution to the overall
thermal conductivity of these amorphous RE-TM alloy films.
We find that the phonon contribution to the thermal conduc-
tivity (jp) is relatively constant with temperature; this is sim-
ilar to previously measured pure metallic glasses, yet glasses
with non-metal impurities show an increasing phonon contri-
bution to thermal conductivity with temperature. Further-
more, we find that the electron contribution to the thermal
conductivity (je) of our amorphous RE-TM alloy films
increases with temperature. We find that at low temperatures
(!90 K), the phonon systems in these amorphous RE-TM
alloys contribute !70% to thermal conduction which drops
at room temperature due to the increase in je.

II. EXPERIMENTAL DETAILS

The 260 nm Gd21Fe72Co7 (GdFeCo) and 300 nm
Tb21Fe73Co6 (TbFeCo) films are grown on single crystalline
silicon substrates via RF sputtering. The films are capped
with !5 nm of MgO to prevent oxidation. We measured the
film composition using inductively coupled plasma-mass
spectrometry after chemically dissolving the films, as
confirmed by x-ray fluorescence using peak ratios. We con-
firm that the films are fully amorphous with transmission
electron microscopy (TEM). Figure 1 shows an example of aa)Electronic mail: phopkins@virginia.edu.
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portable electronics. In the latter situations, there is a 
basic trade-off between the available functionality and  
the need to carry heavy batteries to power it.  

Despite tremendous progress over the past three 
decades, modern silicon transistors are still over three 
orders of magnitude (>1000×) more energy inefficient 
than fundamental physical limits, as shown in 
Fig. 1(a). These limits have been estimated as 
approximately 3kBT ƿ 10–20 J at room temperature for 
a binary switch with a single electron and energy level 
separation kBT, where kB is the Boltzmann constant 
and T is the absolute temperature [3]. In the average 
modern microprocessor the dissipated power is  
due, in approximately equal parts, to both leakage 
(or “sleep”) power and active (dynamic) switching 
power [4], as detailed in Section 2. Power dissipation 

is compounded at the system level, where each CPU 
Watt demands approximately 1.5× more for the supply, 
PC board, and case cooling [1]. Such power (mis)use 
is even more evident in systems built on otherwise 
power-efficient processors, e.g., in the case of the 
Intel Atom N270 (2.5 W power use) which is typically 
paired up with the Intel 945GSE chipset (11.8 W power 
use) [5]. At the other extreme, data centers require 
50%–100% additional energy for cooling (Fig. 1(c)), 
which is now the most important factor limiting their  
performance, not the hardware itself. 

If present growth trends are maintained, data center 
and overall electronics power use could reach one 
third of total U. S. consumption by 2025 [1]. Worldwide, 
the growth trends could be even steeper, given that 
technologically developed regions such as the U. S., 

 
Figure 1� Energy and power dissipation from transistors, to CPUs, to data centers. (a) Switching energy of modern silicon transistors is
still over 1000× higher than fundamental physical limits, but on a trend toward them [3]. (b) Near-exponential increase of CPU power density
in recent decades has flattened with the introduction of multi-core CPUs (solid lines show approximate trends); by comparison, the
power density on the surface of the sun is approximately 6000 W/cm2 [2]. (c) Data center power use in the U. S. doubled in six years,
with an extremely large proportion devoted to cooling. (d) Approximate breakdown of total power used by digital electronics in the
U. S., where data are available [1, 6, 8] 
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Let’s	
  mess	
  up	
  some	
  simple	
  interfaces	
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Hopkins et al., Phys. Rev. B. 82, 085307 (2010) 
Duda and Hopkins, Appl. Phys. Lett. 100, 111602 (2012) FIG. 1. Cross sectional TEM microraphs of samples I (a and c) and IV (b and d) Al:Si interfaces at two dif-

ferent magnifications. The micrographs indicate show that regardless of roughness, a ⇡ 1.75nm conformal

oxide layer covers the Si substrates after 24 hour exposure to ambient. This oxide layer prohibits any no-

ticeable interdiffusion or compositional mixing of species near the interface. Lastly, the evaporated Al thin

film exhibits a columnar crystal structure regardless of substrate surface roughness, while the crystallinity

of the substrate is undisturbed.

of aluminum and silicon at the interface, as opposed to earlier studies of chromium-silicon inter-

faces where Auger electron spectroscopy confirmed a significant mixing of species within roughly

10nm of the interface.22 In addition, the micrographs indicate that the aluminum thin films exhibit

a columnar crystal structure regardless of substrate roughness, and that the crystallinity of the sub-

strate is undisturbed by the etch. Again, this is contrary to the aforementioned chromium-silicon

study, where TEM indicated the chromium films were amorphous.22

We measured the Kapitza conductance across the four aluminum-silicon interfaces with

TDTR.30,31 TDTR is a non-contact, pump-probe technique in which a modulated short pulse

laser (full-width half max ⇡ 100fs) is used to create a heating event (pump) on the surface of

a sample. This heating event is monitored with a time-delayed probe pulse. The change in the

reflectivity of the probe at the modulation frequency of the pump is detected through a lock-in

amplifier; the change in reflectivity is related to the change in temperature at the sample surface.

This temporal thermal response is then related to the thermophysical properties of the sample

of interest. We monitor the thermoreflectance signal over 4.5 ns of probe delay time. The de-

posited energy takes approximately 100 ps to propagate through the aluminum film, after which

4

samples with and without the BOE are very similar !e.g.,
samples 1 and 1a exhibit surface roughnesses of 1.96 nm and
1.4 nm, respectively". Figure 1 shows representative AFM
surface profiles of the Si surface of samples 1 and 2. The
differing surface roughnesses between the TMAH-treated
and non-TMAH-treated samples are clearly discernible.

Since TMAH initiates Si removal around surface imperfec-
tions, the shorter TMAH treatments lead to rougher surfaces
even though less volume of Si has been removed. Longer
treatments result in smoother surfaces as the surface imper-
fections are etched away.

The time domain thermoreflectance !TDTR" experimental
setup we use to measure h is nearly identical to similar set-
ups that exploit coaxial pump-probe geometries discussed in
previous works.2,20,21 Specifics of our experimental setup and
analysis considerations are discussed in a previous
publication.22 We modulate the pump pulses at a frequency
of 11 MHz to ensure one dimensional, cross plane-dominated
transport in the Al/Si samples.21,22 This cross plane-
dominated transport ensures that the interfacial structure we
are most sensitive to is mean interfacial roughness, !, and
not any in-plane transport affected by the differing correla-
tion lengths between surface structures. We took five scans at
random locations on each of the samples; representative ther-
moreflectance signals from samples 1a and 2 are shown in
Fig. 2. Note the signals analyzed in this study are the ratio of
the real component of the lock-in signal to the imaginary
component, −X /Y. The differing temporal decays are related

TABLE I. Details of Si surface treatments prior to 80 nm Al film deposition, average roughness from the
AFM scans, ! !nm", with standard deviation among the AFM scans, "!, and average measured thermal
boundary conductance h !MW m−2 K−1" with standard deviation, "h. The reported standard deviations rep-
resent the deviation about the mean value of the multiple measurements on single sample.

Sample Si treatment ! "! h "h

1 As received 1.96 0.7 143.6 6.35
1a BOE 1.4 0.5 193 17.7

2
BOE, 3 min 30 s TMAH at 80 °C, regrow native

SiO2 10.6 1.3 124.2 2.17
2a BOE, 3 min 30 s TMAH at 80 °C, BOE 10.1 1.5 160.6 5.60
3 BOE, 5 min TMAH at 80 °C, regrow native SiO2 8.56 1.0 133.4 9.42
3a BOE, 5 min TMAH at 80 °C, BOE 6.62 1.1 158 7
4 BOE, 20 min TMAH at 80 °C, 6.71 2.7 114.6 2.3
4a BOE, 20 min TMAH at 80 °C, BOE 5.56 2.4 170.4 3.36

FIG. 1. !Color online" AFM three-dimensional surface profiles
for samples 1a !top" and 2 !bottom", clearly demonstrating the dif-
fering surface roughness of the Si substrates prior to 80 nm Al film
deposition

FIG. 2. !Color online" Two representative TDTR data on
samples 1a and 2 along with the best-fit thermal model. The thermal
boundary conductance, h, determined from the fits to theses specific
data sets are listed.

HOPKINS et al. PHYSICAL REVIEW B 82, 085307 !2010"

085307-2

TMAH processed to change surface roughness 
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FIG. 3. Room-temperature predicted (dashed line) and measured (blue squares) Kapitza conductance at

Al:Si interfaces plotted as a function of interface roughness. In addition, the quantum-dot roughened Al:Si

interfaces of Ref. 25 (red diamonds) and the chemically roughened Al:Si interfaces of Ref. 26 (green circles)

are plotted for comparison. The present data demonstrates the same systematic control over both roughness

and Kapitza conductance previously demonstrated only by quantum-dot roughening
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• Thermophysics background 

• Measurement of electron and phonon thermal properties 
on the nanoscale with time domain thermoreflectance – 
time scales and phenomena 

• Example 1: Amorphous metals: electron AND phonon 
transport 

• Example 2: Interfaces: disorder and adhesion 
 
• Example 3: Exceptionally low thermal conductivity of 
organic semiconducting polymers: making Einstein proud 



“The	
  Einstein	
  oscillator”	
  

Vibrations of atoms are not coupled, they are 
independent with random phases 

The phonon picture (coupled 
oscillators): several different 

wavelength in a lattice (many energies) 

Single frequency of vibration of 
atom and energy “hops” from 

one site to another 

“Springs” are very very weak 
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[6,6]-phenyl C61-butyric acid methyl ester (PCBM) – an Einstein oscillator 
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temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
J. C. D. and P. E. H. acknowledge funding from the

National Science Foundation (CBET-1134311). Y. S. and
M.C.G. would like to thank the NASA Langley Professor
Program, NSF I/UCRC program, and the University of
Virginia Energy Initiative for financial support. This
work was supported in part by the Laboratory Directed
Research and Development (LDRD) program at Sandia
National Laboratories.

*phopkins@virginia.edu
†mgupta@virginia.edu

[1] D. G. Cahill, MRS Bull. 37, 855 (2012).
[2] A. Einstein, Ann. Phys. (Berlin) 340, 679 (1911).
[3] P. Debye, Ann. Phys. (Berlin) 344 789 (1912).
[4] C. Kittel, Introduction to Solid State Physics (Wiley,

Hoboken, New Jersey, 2005), 8th ed.
[5] W. Kim, R. Wang, and A. Majumdar, Nano Today 2, 40

(2007).
[6] K. E. Goodson, Science 315, 342 (2007).
[7] D. G. Cahill and R.O. Pohl, Annu. Rev. Phys. Chem. 39,

93 (1988).

1022 1023

0.01

0.1

1

10

100

1000

Atomic Density (cm-3)

T
he

rm
al

 C
on

du
ct

iv
ity

 (W
 m

-1
 K

-1
)

Amorphous
Crystalline

Diamond
Copper

Aluminum
Silicon

Germanium
Lead

SiO2

Aerogels PCBM

C60/C70WSe2

α:carbon
P3HT

5000

0.005

FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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substrates (provided by Delta Technologies) were first
cleaned with acetone and isopropyl alcohol and subse-
quently dried with air. Highly conductive PEDOT:PSS
provided by H. C. Starck was then spin cast on these
substrates from aqueous solution. The PEDOT:PSS films
had average thicknesses of near 60 nm, and were baked for
15 min at 110 !C in air. PCBM (provided by Sigma-
Aldrich) was dissolved in chlorobenzene at 1 wt% for
24 h before fabrication and subsequently spin cast on the
substrates at various speeds, creating films ranging in
thickness from 22 to 106 nm as measured by profiliometry.
A set of these films were set aside, while others were
annealed in air at 130 !C for 2 min. The surface morphol-
ogy of each film was measured by atomic force micros-
copy. A nominally 80 nm thick Al film was then deposited
on the films (including on the PEDOT:PSS reference sam-
ple) via electron beam evaporation to serve as a transducer
for the thermal measurement. The electrical resistivities of
films prepared in identical fashion were measured via a
procedure we outlined previously [19], where the cross-
plane resistivity was determined to be 3:1" 106 ! cm. In
agreement with the literature reporting on the structure of
PCBM films processed via chlorobenzene solution [20,21],
the observation of distinct rings in the diffraction pattern
generated by electron beam diffraction (shown in Fig. 1)
confirmed the microcrystallinity of the films. As one might
expect, the diffraction patterns also indicate that annealing
lead to further crystallization.

The thermal conductivities and longitudinal sounds
speeds of these fullerene-derivative films were measured
with TDTR [22,23]. Time-domain thermoreflectance and
appropriate analyses accounting for pulse accumulation
when using a Ti:sapphire oscillator have been detailed
previously by several groups [14,24–26]. In short, TDTR
is a pump-probe technique in which 100 fs laser pulses
emanate from a Spectra Physics Tsunami at an 80 MHz
repetition rate. We delay the time in which the probe pulse
reaches the sample relative to the pump pulse by way of
a mechanical delay stage (for a maximum delay of
# 6:0 ns). In this study, we modulate the pump at
11.39 MHz and monitor the ratio of the in-phase to

out-of-phase signal of the probe beam from a lock-in
amplifier ($ Vin=Vout, and example data are shown in the
inset of Fig. 2). Our pump and probe spots are focused to
1=e2 radii of 25 and 6!m at the sample surface, respec-
tively; at these sizes and at the 11.39 MHz pump modula-
tion frequency we are negligibly sensitive to any in-plane
transport in the films, thus decreasing the uncertainty
associated with determining the cross-plane thermal con-
ductivity [27,28]. We take a total of six TDTR measure-
ments on each film at temperatures from 135 to 387 K in a
cryostat with optical access that is kept under vacuum
(<1:0 mTorr) [29]. We limit the total incident laser power
to % 30 mW in order to minimize steady-state heating of
the samples; still, due to the low thermal conductivity of
our thermal sink (glass) the temperature rise due to the
incident beams is #25 K at room temperature [24]. We
add the calculated steady-state temperature rise at each set
point to the cryostat temperature and use this temperature
in our subsequent analysis.
We fit the TDTR data with a thermal model that

accounts for pulse accumulation in a layered system. At
our modulation frequency, we are sensitive to thermal

effusivity,
ffiffiffiffiffiffiffi
"C

p
, where " is the thermal conductivity and

C is the volumetric specific heat [24,30]. Consequently, in
order to determine thermal conductivities, the volumetric
specific heats must be known. We assume literature values
for the specific heat of the Al [31] and approximate the
specific heat of PCBM from data on C60=C70 fullerite

FIG. 1. Electron diffraction patterns of (a) unannealed and
(b) annealed PCBM films. Note the rings in diffraction pattern
from the annealed sample are more distinct than they are in the
unannealed sample, indicating an increase in crystallinity.
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FIG. 2 (color online). Picosecond acoustics data taken on a
68 nm Al transducer on a 39 nm PCBM film coated on glass. The
time between the initial peak and the trough due to the reflection
at the Al:PCBM interface (labeled ‘‘A’’) is used to confirm the Al
transducer thickness. The time between the trough at A and the
peak due to the reflection from the PCBM:glass interface
(labeled ‘‘B’’) is used to determine the longitudinal sound speed
in the PCBM film. Averaging measurements made on several
samples of varying thickness yielded a longitudinal sound speed
of 2300& 100 m s$1 The inset shows example data from TDTR
measurements on a 74 nm PCBM film (closed symbols) and the
corresponding thermal model (solid line).

PRL 110, 015902 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

4 JANUARY 2013

015902-2

Exceptionally Low Thermal Conductivities of Films of the Fullerene Derivative PCBM
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We report on the thermal conductivities of microcrystalline [6,6]-phenyl C61-butyric acid methyl ester

(PCBM) thin films from 135 to 387 K as measured by time domain thermoreflectance. Thermal

conductivities are independent of temperature above 180 K and less than 0:030! 0:003 Wm"1 K"1 at

room temperature. The longitudinal sound speed is determined via picosecond acoustics and is found to be

30% lower than that in C60=C70 fullerite compacts. Using Einstein’s model of thermal conductivity, we

find the Einstein characteristic frequency of microcrystalline PCBM is 2:88# 1012 rad s"1. By comparing

our data to previous reports on C60=C70 fullerite compacts, we argue that the molecular tails on the

fullerene moieties in our PCBM films are responsible for lowering both the apparent sound speeds and

characteristic vibrational frequencies below those of fullerene films, thus yielding the exceptionally low

observed thermal conductivities.

DOI: 10.1103/PhysRevLett.110.015902 PACS numbers: 66.70."f, 63.22."m, 65.80."g

As a field of study, thermal transport is both ubiquitous
and pervasive, as many technologies face a thermal man-
agement challenge at some point in their lifetimes [1].
Beyond application, the topic of thermal conductivity of
the solid state has long been one of general scientific
interest [2–4], and a large and ongoing effort has been
set forth to expanding the limits of heat conduction [5,6].
On one end of the spectrum, the so called ‘‘lower limit’’ of
thermal conductivity is typically observed in amorphous
phases of materials, where conductivities are much lower
compared to that of their single crystalline counterparts [7].
In these phases, heat conduction is described by a random
walk of vibrational energy on the time and length scales of
atomic vibrations and interatomic spacing, respectively
[2,8]. In addition, one can approach this lower limit by
creating multilayer, nano-crystalline, or porous films in
which the spacing between interfaces, grain boundaries,
or pores is on the order of several nanometers [9–16]. In
these nanostructured materials, boundaries impede thermal
transport by scattering phonons, thereby shortening their
mean-free paths and yielding lower thermal conductivities.

Yet another advantage of nanostructuring is the possi-
bility of creating an amorphouslike network of large,
repeating unit cells. In such materials, low thermal con-
ductivities can be realized not only by limiting phonon
mean-free paths, but also through the localization of vibra-
tions. For example, the low thermal conductivities of com-
pacted C60=C70 fullerite microcrystals reported by Olson
and Pohl [17] were attributed to the largely independent
and poorly coupled oscillations within each of the fuller-
enes. This explanation was further supported by low tem-
perature heat capacity measurements that demonstrated
Einstein-like behavior despite the microcrystallinity of

the compacts. More recently, Chiretescu et al. [18]
reported a large reduction in the thermal conductivity of
a homogeneous solid through growth of layered WSe2, in
which weak interlayer bonding led to a decrease in thermal
conductivity below that of a single crystal of WSe2 along
the c axis by a factor of thirty, and below the corresponding
theoretical minimum limit by a factor of six. There, too, the
authors noted that localization of vibrations could be partly
responsible for the observed behavior.
In this Letter, we report on thermal conductivities of the

fullerene derivative [6,6]-phenyl C61-butyric acid methyl
ester (PCBM) from 135 to 387 K. Thermal conductivities
of PCBM thin films were measured via time-domain ther-
moreflectance (TDTR), a noncontact, pump-probe optical
thermometry technique. Above 180 K, thermal conductiv-
ities were independent of temperature and less than
0:030! 0:003 Wm"1 K"1, a factor of three less than
that of C60=C70 fullerite microcrystals [17]. In addition,
no significant dependence on the type of substrate on
which the film was deposited, subsequent heat treatment,
or film thickness over the range 22 to 106 nm was observed.
Microcrystallinity was confirmed by transmission electron
microscopy and electron beam diffraction. As with the
aforementioned works, we attribute these exceptionally
low thermal conductivities to highly localized vibrations
with low characteristic frequencies, as well as low longitu-
dinal sound speeds (2300! 100 m s"1 as measured by
picosecond acoustics, $ 30% lower than those measured
in compactedC60=C70 fullerite microcrystals). Last, we note
these films exhibit the lowest reported room-temperature
thermal conductivity of any fully dense solid [6,18].
PCBM thin films were prepared according to the follow-

ing procedure: indium tin oxide (ITO) coated glass
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temperature between 180 and 387 K and largely insensitive
to film thickness in the range 22 to 106 nm as shown in
Fig. 3(b). We also note that the chosen substrate (additional
films were deposited on glass and silicon, as opposed to the
ITO and PEDOT:PSS coated glass slides described above)
or heat treatment (annealed or unannealed) did not lead to
statistically significant changes in thermal conductivity.

In Ref. [17], Olson and Pohl used low temperature
heat capacity measurements to determine the Einstein
temperature of C60=C70 fullerite microcrystals, !E ¼
35 K, which corresponds to a frequency of kB!E=@ ¼
4:58" 1012 rad s#1, where @ is Planck’s constant divided
by 2!. With this value and the Einstein model of thermal
conductivity,

"E ¼ 2
k2B@ N1=3

!
!E

x2ex

ðex # 1Þ2 ; (2)

whereN is the fullerene density and x ¼ !E=T, they found
excellent agreement between the model and their data.
Following the reverse procedure and fitting the Einstein
model of thermal conductivity to our temperature-
dependent thermal conductivity data yields !E ¼ 22 K,
which corresponds to a frequency of 2:88" 1012 rad s#1.
This suggests that the presence of the molecular tail is not
only responsible for lowering the sound speeds of PCBM
microcrystals, but also lowering the characteristic fre-
quency of their highly localized vibrations.

To put the exceptionally low thermal conductivity of
PCBM into perspective, in Fig. 4, we plot the room-
temperature thermal conductivities of several amorphous
and crystalline materials as a function of their atomic
density. While previous reports have made similar com-
parisons with regard to mass density [6], plotting thermal
conductivity as a function of atomic density allows easier
identification of trends among crystalline and amorphous
materials, respectively. The outliers (P3HT, C60=C70, and
PCBM) are nominally microcrystalline, exhibit some of
the highest atomic densities, and simultaneously, some of
the lowest conductivities. In this respect, it is interesting to
note that some of the best thermal conductors, as well as
the best thermal insulators, are carbon allotropes or carbon
based materials [37].
In summary, we have reported on the thermal conduc-

tivities of [6,6]-phenyl C61-butyric acid methyl ester
(PCBM) thin films from 135 to 387 as measured by time
domain thermoreflectance. Thermal conductivities were
shown to be independent of temperature above 180 K
and <0:030& 0:003 Wm#1 K#1 at room temperature.
The longitudinal sound speed as measured by picosecond
acoustics was 2300& 100 m s#1, 30% lower than that in
C60=C70 fullerite compacts. Using Einstein’s model
of thermal conductivity, we found the Einstein character-
istic frequency of microcrystalline PCBM is 2:88"
1012 rad s#1. Through a comparison of our data to previous
reports on C60=C70 fullerite compacts, we have argued that
the molecular tails on the fullerene moieties in our PCBM
films are responsible for lowering both the apparent sound
speeds and characteristic vibrational frequencies below
those of fullerene films. In turn, the room-temperature
thermal conductivities of PCBM thin films are the lowest
reported of any fully dense solid.
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FIG. 4 (color online). Room-temperature thermal conductivity
of various materials plotted as a function of their atomic density.
The values for diamond, copper, aluminum, silicon, germanium,
and lead are from Ref. [31], SiO2 and aerogels from Ref. [16],
amorphous carbon from Ref. [35], WSe2 from Ref. [18],
C60=C70 from Ref. [17], P3HT from Ref. [38] and PCBM is
from the present work. Not only does PCBM exhibit the lowest
conductivity, but it is among the densest of the materials, second
only to diamond.
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