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 discrepancy spans almost an order of magnitude in Pb on diamond. Huberman and

Overhauser explained this discrepancy as electrons scattering at the film/substrate
interface, thereby increasing the measured hBD [19]. Lyeo and Cahill measured hBD at
various interfaces in addition to Pb and Bi on diamond, and the results and trends
suggest that the discrepancies between the measurements and models are most likely
due to inelastic phonon scattering, a transport mechanism that is not taken into
account in the DMM.

EFFECTS OF INELASTIC SCATTERING ON hBD

An underlying assumption governing the DMM is that a phonon transmits
energy across an interface by emitting a phonon with the same frequency; i.e., the
phonons are elastically scattered. Therefore, as the interface temperature is driven up
above the Debye temperature of the softer material, hBD is predicted to be relatively
constant by theDMM (for example, Pb/diamond in Figure 1 where !D_Pb¼ 105K and
!D_diamond ¼ 2200 K) [13]. This is a result of the change in phonon population with
temperature predicted by the Bose-Einstein distribution function. At temperatures
close to a material’s Debye temperature, the change in phonon population with
temperature becomes linear. The DMM is a function of the temperature derivative
of the Bose-Einstein distribution, which results in the constant hBD predicted at higher
temperatures (T . !D).

Figure 2 shows the temperature derivative of the Bose-Einstein distribution as a
function of temperature at two different frequencies, the cutoff frequency of Pb and
cutoff frequency of diamond. The cutoff frequency is directly related to the Debye
temperature by !D ¼ hoc/kB. Figure 2 shows the derivative of the phonon population
for two different frequencies at a range of temperatures. In this example, hBD across a

Figure 2. Temperature derivative of the Bose-Einstein phonon distribution function as a function of
temperature shown for two different !D’s (i.e., cutoff frequencies), that of Pb and diamond. The calculations
are normalized at the Debye temperature of Pb, 105 K [13].
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of interfaces with Pb and Bi exceed the radiation limit in all
cases and the discrepancy between the data and the predic-
tion increases as cD for the substrate becomes larger.

We are aware of attempts to explain the unexpectedly
large conductance of Pb/diamond interfaces by an electronic
contribution.6,7 Our data for Bi and Pb films are within a
factor of 2 of each other for all substrates. We can consider
the relative importance of electronic contributions to the
thermal transport by comparing the electronic heat capacities
of Bi and Pb. Since the Fermi energy of Bi is comparable to
kBT at 298 K, the electronic heat capacity of Bi will be ap-
proximately equal to the classical value, ! 3

2
"kB!Ne+Nh",

where the electron and hole densities17,18 at 298 K are Ne
=Nh#2!1018 cm−3. The electronic contribution to the heat
capacity of Bi is therefore on the order of 8
!10−5 J cm−3 K−1. The heat capacity of Pb, a degenerate
metal, is "PbT#0.05 J cm−3 K−1, a factor of 600 larger than
Bi. If an electronic contribution dominates the thermal trans-
port for Pb interfaces, then the conductance of Bi and Pb
interfaces should be vastly different. Since the conductance
of Bi and Pb interfaces are similar, we conclude that an elec-
tronic contribution is unimportant.

Figure 5 includes data for interfaces with SiO2 thermally
grown on both !111" and !001" oriented Si wafers. We expect
that the surfaces of these amorphous SiO2 layers are essen-
tially identical; therefore, the small differences in the con-
ductance measured using SiO2/Si!111" and SiO2/Si!100"
substrates can be taken as a measure of the reproducibility of
our experiments. The morphology of hydrogen-terminated
silicon, on the other hand, is known to depend on crystalline
orientation:19 hydrogen-terminated Si!111" is typically much
smoother than Si!100". The thermal conductance, however,
does not appear to be sensitive to these differences in mor-
phology. The conductance of Bi/H/Si!100", see Fig. 5, is
slightly higher than Bi/H/Si!111" but the conductance of
Pb/H/Si!100" and Pb/H/Si!111" are nearly identical.

B. Temperature dependence
of the interface thermal conductance

Recently, classical molecular dynamics !MD" simulations
of the thermal conductance of model interfaces between two
fcc crystals have revealed a significant temperature depen-
dence; this temperature dependence was interpreted in terms
of an inelastic scattering of phonons at the interface.20 Using
parameters appropriate for Pb/diamond, the MD simulations
gave a conductance that decreased by a factor of 2.4 as the
temperature was decreased from 300 to 100 K.

Our data for the temperature dependence of G for five
selected interfaces are shown as Fig. 6. We observe a signifi-
cant temperature dependence of the thermal conductance in
all cases. The conductance of Pb/H/Si and Bi/H/Si inter-
faces closely approaches the radiation limit at T#150 K;
the conductance of Pb/diamond, Pb/H/diamond, and
Bi/H/diamond decreases approximately linearly with de-
creasing temperature. This linear temperature dependence of
the excess thermal conductance is consistent with the MD
simulations of Ref. 20 and suggests that anharmonicity plays
an important role in heat transport across these interfaces.

One example of an anharmonic process that couples one
phonon in diamond and two phonons in Pb or Bi is illus-
trated in Fig. 7; this example conserves both energy and
crystal momenta and is reminiscent of the so-called “Kle-
mens process” for the interaction between two acoustic
phonons and an optical phonon near the center of the Bril-
louin zone.21 Presumably, many combinations of frequencies

FIG. 6. Thermal conductance of selected interfaces plotted as a
function of the measurement temperature. Filled symbols !circles,
triangles, and diamonds" are data for Pb films on H/Si!111", dia-
mond, and H/diamond, respectively; open symbols !circles and dia-
monds" are for Bi films on H/Si!111" and H/diamond. Dashed lines
are calculations of the radiation limits, see Eq. !1".

FIG. 7. Schematic illustration of one of many possible three-
phonon processes that could contribute to heat transport at an inter-
face between diamond and Pb. The curve labeled “LA !diamond"”
is the dispersion of the longitudinal acoustic mode of diamond, see
Ref. 27; and the curve labeled “LA !Pb"” is the dispersion of the
longitudinal acoustic mode of Pb, see Ref. 25. Note that the arrows
point in both directions because the process occurs near
equilibrium.
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increased inelastic scattering events beyond the assumption of
single elastic collisions. The change in phonon population with
temperature close to and above the Debye temperature is constant,
which leads to the temperature independent hBD predictions of the
DMM and PRL. However, Cr and Si are very well acoustically
matched samples and the deviation associated with measurement
repeatability is the largest of any of the samples examined in this
work. Although the linear trend with temperature suggests inelas-
tic scattering, there are other transport mechanisms that could also
explain the data, which will be discussed in the next section.

Since the change in phonon population is constant with tem-
peratures above and around !D, in highly mismatched systems, a
continued linear increase of hBD is not expected when the tem-
perature is driven higher than the lower !D of the film/substrate
material system. With this in mind, Fig. 5 shows the measured
hBD across the Al /Al2O3 interface. In addition to data measured in
this study !293 K"T"500 K", low temperature data from Stoner
and Maris are included #15$. The linear fit included the data from
this study and Stoner and Maris data from 150 K to room tem-
perature. At 150 K, hBD appears to lose its T3 dependence. Over
the temperature range in this study, the experimental data increase
by almost 100%, where the DMM only predicts a 10% increase.
In addition, the data above the !D of Al continue to linearly in-
crease over a 50 K temperature increase. The linear increase
above !D of Al suggests that multiple-phonon processes may be
occurring between single high frequency phonons in the Al2O3
and several low frequency phonons in Al. As the temperature was
driven above !D of Al, the entire phonon population in Al was
excited. However, the linear increase of Al2O3 phonon population

continues and therefore, the increase in hBD above !D of Al sug-
gests that hBD is dominated by inelastic scattering. The continued
linear trend observed from the data from Stoner and Maris to the
high temperature data even above !D of Al indicates that there is
a smooth transition between regimes where hBD is dominated by
elastic and inelastic scattering.

To examine the regime where inelastic scattering would domi-
nate !i.e., temperatures above the Debye temperature of only one
of the materials, so that the entire phonon population of one ma-
terial is excited but not the other", the highly mismatched
Pt /Al2O3 system was studied. Lyeo and Cahill studied this regime
at low temperatures !T"Troom" with Pb and Bi on diamond #24$.
The Al /Al2O3 system gives hints toward multiple-phonon pro-
cesses with the data 50 K above !D. However, due to the less than
room temperature !D of Pt, the highly mismatched Pt /Al2O3
shows promising data that further support the findings of inelastic
scattering processes in high temperature regimes. Figure 6 shows
hBD versus temperature TTR results for Pt /Al2O3. The tempera-
ture of this interface was increased to over twice !D of Pt. Over
the investigated temperature range, hBD almost doubles, which is a
similar result to the MD calculations that model elastic and inelas-
tic scattering #25$.

Similar behavior was observed in the Pt /AlN system over the
same temperature range, as seen in Fig. 7. A nearly linear increase
in hBD is observed over the temperature range with values ap-
proaching the PRL at high temperatures. Aluminum nitride and
sapphire have very similar Debye temperatures !Table 1" so simi-
larities in hBD values and temperature trends are expected. The
discrepancies in the measured hBD between these two samples

Fig. 5 Thermal boundary conductance data across the
Al/Al2O3 interface over a range of temperatures. This figure
also includes data taken by Stoner and Maris „1993… at low tem-
peratures †15‡. The linear trend continues at temperatures
higher than the Debye temperature of Al, indicating that inelas-
tic phonon processes could be contributing to hBD at these el-
evated temperatures.

Fig. 6 Thermal boundary conductance data across the
Pt/Al2O3 interface over a range of temperatures. These tem-
peratures are above the Debye temperature of Pt. According to
theory, hBD should not change at temperatures above the De-
bye temperature of one of the materials assuming only elastic
scattering. However, the continued linear increase in measured
hBD indicates a contribution from inelastic processes.
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retical predictions of individual metal-SWNT interface resis-
tances based on a modification of the acoustic mismatch model
(AMM) in an approximation treating the SWNT as a graphene-
metal 2D-2D interfaces.3 The AMM model predicts resis-
tances similar to the molecular dynamics (MD) simulations
of Si-SWNT interfaces and follows the general data trend
with metallization.

The trend of decreasing Rmet-SWNT,i with increasing φ

suggests that the same physical properties that govern the
interface resistance (e.g., interface adhesion energies, Debye
temperatures, etc.) may be related to the mechanisms
that govern the engagement of the metal with the SWNTs.
Rmet-SWNT,i is about an order of magnitude larger than the
theoretical predictions. Nonideal metal-SWNT interface ge-
ometries may explain this discrepancy. The bundle structure
of the nanotubes can reduce the ratio of the metal-SWNT
interface area to the SWNT volume and consequently in-
crease the apparent individual metal-SWNT interface re-
sistance. The models do not account for the likely formation
of metal nanoclusters along the SWNTs which creates ad-
ditional interfaces and modifies the local phonon density of
states due to the effects of reduced and mismatched
geometries.28-30 However, the lower interface resistance
values predicted by the MD simulations suggest that in
addition to improving the engagement, there is the potential
to significantly reduce the thermal resistance of SWNT films
by reducing the individual metal-SWNT interface resistance.

Figure 3a,b is a plot of the temperature dependence of
Cv,eff and the interface conductance per tube, (Rmet-SWNT ×
φ)-1 and (Rsv × φ)-1, between 125 and 300 K for a 10 µm
thick SWNT film coated with a 100 nm thick aluminum film.
The temperature dependencies of these data can provide
information about the phonon conduction physics. Optimal
power law fits to the data yield temperature dependencies
of Cv,eff ∼ T0.97, (Rmet-SWNT)-1 ∼ T1.08, and (Rsv)-1 ∼ T0.85. In
considering the phonon properties, the bundling does not
influence the temperature dependences of Cv,eff since kbT .
Ed⊥, where Ed⊥ ∼ 5 meV is the Debye energy of the intertube
coupling modes and kb is Boltzman’s constant.31 The SWNT
thermal properties are well approximated by those of
graphene since θsub , T where θsub ∼ 10 K is the character-
istic temperature of the first optical sub-band of the SWNT
estimated from calculations using the dynamical matrix of
a classical potential field.31,32 Figure 3a compares the mea-
sured data to theoretical calculations of the heat capacity of
an individual 2 nm diameter SWNT tube using Bose-Einstein
statistics based on the above dynamical matrix, and a
calculation of the total heat capacity of the acoustic phonon
modes in graphene using the band parameters in Prasher
et al.33 Figure 3a shows the individual contribution of the
longitudinal acoustic (LA), transverse acoustic (TA), and out-
of-plane bending modes (ZA) of graphene to its total heat
capacity. Because of the porosity of the SWNT film, the
theoretical calculations have been scaled by a factor of 0.006
so that the calculation of the heat capacity matches the

experimental data at 300 K. Note that, despite its empirical
nature, the classical potential field32 reproduces the overall
features of the phonon dispersion to an extent sufficient for
the current analysis.34 The temperature dependency of the
experimental data follows the theoretical predictions of the
heat capacity calculation of the SWNT within the measure-
ment uncertainty. The near identical temperature depen-
dency of the acoustic mode heat capacity of graphene and
that of the SWNT suggest that the thermal properties of the
SWNT are well captured by phonon physics of graphene in
the current temperature range. The calculations show that
although the heat capacity is dominated by the ZA mode,
the temperature dependency of the LA and TA modes is
stronger in this temperature regime, resulting in a temper-
ature scaling of the total heat capacity that is strongly
influenced by all modes.

The temperature dependence of Rmet-SWNT yields informa-
tion about the metal-SWNT phonon interface transmit-

FIGURE 3. (a) Temperature dependence of the area-average metal-
SWNT interface and effective Cv,eff for a 100 nm thick Al-coated
SWNT film. The data are compared to theoretical calculation of the
heat capacity of an individual SWNT based on Bose-Einstein
statistics using a classical potential function32 (black dashed) and a
calculation of the heat capacity of graphene acoustic modes (solid
red) based on graphene parameters in Prasher et al.33 The theoretical
predictions have been scaled by a factor of 0.006 so that the value
of the data matches the SWNT theoretical results at 300 K. Also
shown are the contributions of the graphene longitudinal (LA),
transverse (TA), and out-of-plane bending (ZA) acoustic phonon
bands to the total graphene heat capacity. (b) Temperature depen-
dence of the conductance of individual SWNT interfaces, (Rmet-SWNT
× φ)-1 and (Rsv × φ)-1. The gray dashed curves are optimal power
law fits to the data. The solid red curve is the total theoretical upper
bound for the interface conductance of a graphene-metal interface
allowing for inelastic scattering. The broken red curves show the
contributions from the individual acoustic phonon modes in
graphene.
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Figure 5. Comparison of our experimental data with other
data [22, 25]. Contact areas are each assumed to be 490–960 nm2

(c-axis) and 58–134 nm2 (a-axis), as estimated from the TEM images
of figure 3. Our results calculated from this range of assumed contact
areas are shown with error bars including temperature instability,
instrumental measurement errors, the estimated error in measuring
the length of the CNT, and the thermal conductivity of the CNT.

should be higher than that measured in that work. The higher
TBC value in our experiments compared with other data for
graphite is assumed to be a result of multiple reasons caused
by structural differences on a macroscopic scale. The MWCNT
end has limited contact area and curvature, which should affect
the phonon transport through the contact. The additional
five carbon rings in the closed-end cap and also the residual
amorphous carbon on the end should change the TBC. As
for the contamination problem, the CNT ends employed in
our experiments may enlarge their contact areas during the
SEM measurement because electron beam irradiation usually
produces accompanying carbon deposition, which could cause
an overestimation of the TBC. In addition to these experimental
difficulties, the effect of the three dimensionality of CNT on the
TBC has to be investigated in further studies.

4. Conclusion

The TBR between an individual CNT and an Au surface was
measured using a microfabricated hot film sensor. We obtained
the TBRs as 0.947–1.22 × 107 K W−1 at the interface between
the closed end of a CNT and a Au surface, and 1.43–1.76 ×
107 K W−1 for the open end at 300 K. These TBR are much
larger than the intrinsic thermal resistance of the CNT probe.
Considering all uncertainties, including the contact area, the
TBC values per unit area were calculated to be 8.6 × 107–
2.2 × 108 W m−2 K−1 for c-axis orientation and 4.2 × 108–
1.2 × 109 W m−2 K−1 for the a-axis. The trend in these
values agrees with the predicted conductance dependence on
the interface orientation of anisotropic carbon-based material.
However, the measured TBCs are found to be much larger than

the reported results. The method described here should play an
important role in these studies and should aid in the exploration
of the physics of a wide variety of interfacial thermal transport
phenomena.
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Figure 5. Comparison of our experimental data with other
data [22, 25]. Contact areas are each assumed to be 490–960 nm2

(c-axis) and 58–134 nm2 (a-axis), as estimated from the TEM images
of figure 3. Our results calculated from this range of assumed contact
areas are shown with error bars including temperature instability,
instrumental measurement errors, the estimated error in measuring
the length of the CNT, and the thermal conductivity of the CNT.

should be higher than that measured in that work. The higher
TBC value in our experiments compared with other data for
graphite is assumed to be a result of multiple reasons caused
by structural differences on a macroscopic scale. The MWCNT
end has limited contact area and curvature, which should affect
the phonon transport through the contact. The additional
five carbon rings in the closed-end cap and also the residual
amorphous carbon on the end should change the TBC. As
for the contamination problem, the CNT ends employed in
our experiments may enlarge their contact areas during the
SEM measurement because electron beam irradiation usually
produces accompanying carbon deposition, which could cause
an overestimation of the TBC. In addition to these experimental
difficulties, the effect of the three dimensionality of CNT on the
TBC has to be investigated in further studies.

4. Conclusion

The TBR between an individual CNT and an Au surface was
measured using a microfabricated hot film sensor. We obtained
the TBRs as 0.947–1.22 × 107 K W−1 at the interface between
the closed end of a CNT and a Au surface, and 1.43–1.76 ×
107 K W−1 for the open end at 300 K. These TBR are much
larger than the intrinsic thermal resistance of the CNT probe.
Considering all uncertainties, including the contact area, the
TBC values per unit area were calculated to be 8.6 × 107–
2.2 × 108 W m−2 K−1 for c-axis orientation and 4.2 × 108–
1.2 × 109 W m−2 K−1 for the a-axis. The trend in these
values agrees with the predicted conductance dependence on
the interface orientation of anisotropic carbon-based material.
However, the measured TBCs are found to be much larger than

the reported results. The method described here should play an
important role in these studies and should aid in the exploration
of the physics of a wide variety of interfacial thermal transport
phenomena.
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ABSTRACT: Graphene-based devices have garnered tremendous
attention due to the unique physical properties arising from this purely
two-dimensional carbon sheet leading to tremendous efficiency in the
transport of thermal carriers (i.e., phonons). However, it is necessary
for this two-dimensional material to be able to efficiently transport
heat into the surrounding 3D device architecture in order to fully
capitalize on its intrinsic transport capabilities. Therefore, the thermal
boundary conductance at graphene interfaces is a critical parameter in
the realization of graphene electronics and thermal solutions. In this
work, we examine the role of chemical functionalization on the
thermal boundary conductance across metal/graphene interfaces.
Specifically, we metalize graphene that has been plasma functionalized
and then measure the thermal boundary conductance at Al/graphene/
SiO2 contacts with time domain thermoreflectance. The addition of adsorbates to the graphene surfaces are shown to influence
the cross plane thermal conductance; this behavior is attributed to changes in the bonding between the metal and the graphene,
as both the phonon flux and the vibrational mismatch between the materials are each subject to the interfacial bond strength.
These results demonstrate plasma-based functionalization of graphene surfaces is a viable approach to manipulate the thermal
boundary conductance.
KEYWORDS: Graphene, thermal boundary conductance, chemical functionalization, adsorbates, bond strength, Raman spectroscopy,
X-ray photoelectron spectroscopy, time domain thermoreflectance, sp3 bonding

Graphene-based devices have garnered tremendous atten-
tion due to the unique physical properties arising from

this purely two-dimensional carbon sheet.1,2 These unique
properties allow for tremendous efficiency in the transport of
not only charge carriers but thermal carriers (i.e., phonons) as
well.3−7 For these reasons, graphene is being pursued both for a
variety of electronic applications and as an enabler of next-
generation thermal solutions. As such, it is necessary for this
two-dimensional material to be able to efficiently transport heat
into the surrounding 3D device architecture in order to fully
capitalize on its intrinsic transport capabilities. Therefore,
efficient heat flow across solid-graphene interfaces as described
by the thermal boundary conductance,8 or Kapitza con-
ductance,9 hK, is vital for the realization of graphene electronics
and thermal solutions.
To this end, previous groups have measured hK at SiO2/

graphene (ref 10) and Au/graphene/SiO2 interfaces (ref 4).
The SiO2/graphene interface exhibited a thermal boundary
conductance at room temperature of ∼90 MW m−2 K−1 (ref
11). In contrast, the Au-graphene interface demonstrated a
thermal boundary conductance at room temperature that was
nearly a factor of 2 lower (refs 4 and 12). This discrepancy can

be explained utilizing traditional phonon scattering models
(e.g., diffuse mismatch model, or DMM13) in which the lower
conductance at the Au boundary is attributed to this material
having a lower energy cutoff of available modes available to
transport energy as compared to both the graphene and SiO2.
While this theory is supported in part by investigations of
metal/graphite interfaces, chemical bonding between the layers
has been shown to play a prominent role in phonon
transmission and thus hK as well.14 In spite of this fact, the
interplay between chemical bonding, the allowable phonon
modes, and the subsequent effect on interfacial thermal
transport remains unclear. For graphene boundaries, mean-
while, the material’s inherent surface sensitivity will only
enhance this interplay.
In response, we investigate the role of interfacial bonding at

metal/single-layer-graphene (SLG) interfaces by introducing
chemical adsorbates on the SLG surfaces in order to increase
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FIG. 2. (a) Pressure dependence of the thermal conductance
G(P ) of various Al/SiC interfaces. G(P ) of the clean Al/SiC
interface (open circles) is weakly dependent on the pressure. By
contrast, G(P ) of the weak interfaces Al/SiOx/SiC (solid circles) and
Al/graphene/SiOx/SiC (open and solid triangles) increases rapidly
with pressure due to the increasing interface stiffness and approaches
the value of the clean Al/SiC interface at P > 8 GPa. The thickness
of the native oxide on SiC for solid triangle data, ≈1 nm, is twice as
thick as that for the open triangle data, ≈0.5 nm. The DMM prediction
of G(P ) of the Al/SiC interface is shown as the dashed line for the
truncated model (DMMT ) and as a dashed-dot line for the full Debye
model (DMMF ). (b) G(P ) of weak interfaces in the low pressure
regime. The symbols for each interface are the same as in (a).

by effective medium theory.34) This result is consistent with
our assumption that deposition of Al on clean SiC creates a
strongly bonded interface with high interface stiffness.

We compare our data for G(P ) to the predictions of
two versions of the DMM: a calculation using a full Debye
phonon density of states (DMMF ); and a calculation in which
the Debye density of states is truncated at the frequencies
of the zone boundary phonons (DMMT ). An illustration of
these models is given in Fig. 3. In both calculations, we
allow conversion of the polarization of phonon modes at the
interface. The full Debye model typically overestimates the
DMM interface conductance near room temperature because
the reduction of the phonon group velocity at high wavevectors
is not taken into account; this reduction in phonon group
velocity suppresses contributions to the interface conductance
from high-wavevector phonons.35,36 The truncated model is
similar to that described in Ref. 37 in that we assume linear

FIG. 3. Illustration of the acoustic phonon dispersions in Al in the
[111] direction and in SiC in the [0001] direction. (a) The full Debye
model (DMMF ) assumes linear phonon dispersions (solid lines)
across the Brillouin zone. (b) In the truncated Debye model (DMMT ),
the phonon dispersions (solid lines) are assumed to be linear and
truncated at cutoff frequencies determined by the frequencies of each
phonon mode at the zone boundary. An illustration of the experimental
phonon dispersions in Al and SiC are shown as dashed curves. L and
T denote the longitudinal and transverse modes, respectively.

phonon dispersions in Al and SiC and set the longitudinal
and transverse cutoff frequencies using the frequencies of
each acoustic phonon mode at the Brillouin zone boundary
in the [111] direction for Al38 and [0001] direction for SiC.39

We also assume that the pressure dependence of the cutoff
frequencies scales with the Debye frequencies of Al and SiC at
high pressures. The truncated model underestimates the DMM
interface conductance because contributions to heat transport
by short-wavelength phonons are omitted. Thus, we believe
that these two model calculations, DMMF and DMMT , would
bracket the DMM conductance that would be calculated if
phonon dispersion could be taken into account accurately.

The experimental results for the clean type (1) Al/SiC lie
slightly above the DMMT calculation and are a factor of ≈3
smaller than the DMMF calculation at all pressures [Fig. 2(a)].
The pressure dependence of the data is also similar to the
pressure dependence predicted by the models. The calculated
G(P ) using DMMT has a rate of change with pressure,
dG/dP ≈ 6 MW m−2 K−1 GPa−1, that agrees closely with
the experimental average slope for the clean Al/SiC interface,
dG/dP ≈ 4.5 ± 1 MWm−2 K−1 GPa−1.

Also shown in Fig. 2(a) are data for the type (2)
Al/SiOx/SiC interface, which shows strikingly different be-
havior. At ambient pressure, G ≈ 55 MW m−2 K−1, a factor
of 4 smaller than G of a clean Al/SiC interface. Moreover,
G(P ) of the Al/SiOx/SiC interface increases dramatically
with pressure before approaching the value of a clean Al/SiC
interface ≈200 MWm−2 K−1 at P > 8 GPa. We attribute such
behavior of G(P ) of the weak Al/SiOx/SiC interface to low
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substrate are approximated by fitting polynomials to the pho-
non dispersion curves of aluminum41 and silicon42 along the
[100] crystallographic direction; assumed spherical Brillouin
zones are then constructed via an isotropic revolution of
these polynomial fits in wavevector space. As seen in Fig. 2,
the prediction of the DMM falls between the data of Ref. 38
and that at the smoothest interface presently considered. This
suggests that without an oxide layer, inelastic phonon-
phonon scattering could play a role in thermal transport
across aluminum-silicon interfaces.6,7 On the other hand, we
attribute the difference between the predicted and measured
values at the smoothest interface considered (black squares)
to the native oxide layer. The conductance of this oxide layer
is described by its thermal conductivity divided by its
thickness,

hoxide ¼ joxide=toxide: (1)

When evaluating Eq. (1), we use the temperature-dependent
bulk thermal conductivity of a:SiO2, as it has been shown
that the thermal conductivity of thin-film a:SiO2 does not
substantially differ from that of bulk.16,43 A series-resistor
approach then yields

hK ¼ ðh#1
K;DMM þ h#1

oxideÞ
#1: (2)

This prediction is represented by the solid black line in
Fig. 2 and agrees well with our experimental data.

In order to take interfacial roughness into account, we
introduce a spectral attenuation coefficient previously pro-
posed by the authors,24,25 and insert this coefficient into the
integral expression of the DMM. This coefficient, c, is unity
when the phonon wavelength, k, is greater than the RMS
roughness, d. On the other hand, c¼ exp[#(4pb/k)d] when
k< d. That is, phonons with wavelengths greater than d are
unaffected by the roughness of the interface, whereas those
with wavelengths less than d are affected in a fashion similar
to that of photons in an absorptive media, e.g., the Beer-
Lambert law. Qualitatively speaking, this approach suggests
that as the "absorptivity" of the interface increases, so too
does the temperature drop across it. With the spectral attenu-
ation coefficient implemented, the DMM is once again plot-
ted in Fig. 2 for roughnesses of 6.5 nm and 11.4 nm. We find
that a value of b¼ 0.04 works well across all data sets. As is
evident in the plot, this approach not only captures the reduc-
tion in Kapitza conductance due to interface roughening, but
captures the reduction in temperature-dependence as well.
Finally, we plot room-temperature Kapitza conductance as a
function of RMS roughness in Fig. 3, comparing the present
data, the aforementioned roughness model calculated at
300 K, and two prior sets of experimental data. Generally
speaking, the present data demonstrates the same systematic
control over both roughness and Kapitza conductance previ-
ously demonstrated only by quantum-dot roughening.25

To summarize, we have measured Kapitza conductance
at aluminum-silicon interfaces with time-domain thermore-
flectance. The root-mean-square roughness of each interface
was controlled by submersing the silicon substrates in tetra-
methyl ammonium hydroxide prior to aluminum deposition.
It was shown that this technique can provide an inexpensive

FIG. 2. (Color online) Predicted and measured values of Kapitza conduct-
ance at Al:Si interfaces plotted as a function of temperature. The open
circles are the measured values at oxide-free Al:Si interfaces from Ref. 38,
and the filled symbols are the data measured in the present study. It is evi-
dent that both the presence of a native oxide layer and interface roughness
can have a significant effect on Kapitza conductance. Not only does rough-
ness decrease Kapitza conductance, but it suppresses the temperature de-
pendence as well. The agreement between the dash-dot lines and the data
suggest that the DMM can be adjusted to take into account both the presence
of an oxide layer and interface roughness.

FIG. 3. (Color online) Room-temperature predicted (dashed line) and meas-
ured (blue squares) Kapitza conductance at Al:Si interfaces plotted as a
function of interface roughness. In addition, the quantum-dot roughened
Al:Si interfaces of Ref. 25 (red diamonds) and the chemically roughened
Al:Si interfaces of Ref. 26 (green circles) are plotted for comparison. The
present data demonstrates the same systematic control over both roughness
and Kapitza conductance previously demonstrated only by quantum-dot
roughening.
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Cross-sectional TEM was implemented to further char-
acterize the roughnesses and quality of the interfaces post
aluminum thin film deposition. Micrographs of samples I
and IV at two different magnifications are shown in Fig. 1.
The micrographs indicate that regardless of roughness, an
approximately 1.75 nm thick conformal oxide layer covers
the silicon substrates after 24-h exposure to ambient. This
oxide layer prohibits any apparent interdiffusion or composi-
tional mixing of aluminum and silicon at the interface, as
opposed to earlier studies of chromium-silicon interfaces
where Auger electron spectroscopy confirmed a significant
mixing of species within roughly 10 nm of the interface.22 In
addition, the micrographs indicate that the aluminum thin
films exhibit a columnar crystal structure regardless of sub-
strate roughness, and that the crystallinity of the substrate is
undisturbed by the etch. Again, this is contrary to the afore-
mentioned chromium-silicon study, where TEM indicated
the chromium films were amorphous.22

We measured the Kapitza conductance across the four
aluminum-silicon interfaces with TDTR.30,31 TDTR is a
non-contact, pump-probe technique in which a modulated
short pulse laser (full-width half max! 100 fs) is used to cre-
ate a heating event (pump) on the surface of a sample. This
heating event is monitored with a time-delayed probe pulse.
The change in the reflectivity of the probe at the modulation
frequency of the pump is detected through a lock-in ampli-
fier; the change in reflectivity is related to the change in tem-
perature at the sample surface. This temporal thermal
response is then related to the thermophysical properties of
the sample of interest. We monitor the thermoreflectance sig-
nal over 4.5 ns of probe delay time. The deposited energy
takes approximately 100 ps to propagate through the alumi-
num film, after which the response is related to the heat flow
across the aluminum-silicon interface and the thermal effu-
sivity of the silicon substrate. Our specific experimental
setup is described in detail elsewhere.32

We monitor is the ratio of the in-phase to the out-of-
phase voltage recorded by the lock-in amplifier ("Vin/Vout),
which is related to the temperature change on the surface of
the sample. The thermal model and analysis used to predict
the temperature change and subsequent lock-in ratio are
described in detail in references 30, 32, and 33. In short, the
model accounts for heat transfer in composite slabs34 from a
periodic, Gaussian source (pump) convoluted with a Gaus-
sian sampling spot (probe).30,34 The pump is modulated at
11 MHz and the pump and probe 1/e2 radii are 7.5 lm. The
temperature change at the surface is related to the thermal
conductivity and heat capacity of the composite slabs, as

well as the Kapitza conductance between each slab.
Although dominated by the aluminum-silicon Kapitza con-
ductance,32 the TDTR signal is also related to the heat
capacity and thickness of the Al film and the thermal proper-
ties of the silicon substrate (which, due to time delay and
modulation frequency can be taken as semi-infinite in this
work). We first assume bulk values for the properties of the
film and substrate35 and we verify the aluminum film thick-
ness via picosecond acoustics.36,37 We then adjust the ther-
mal conductivity of the substrate during our analysis to
achieve a better fit between the model and the data.3

Figure 2 shows the measured Kaptiza conductance
across the four aluminum-silicon interfaces as a function of
temperature (filled symbols). In addition, we plot the Kapitza
conductance at a nominally flat and oxide-free aluminum-sil-
icon interface as reported in Ref. 38 (open circles). As the
data indicate, even a thin oxide layer at the interface substan-
tially reduces the effective Kapitza conductance (>50%
reduction at room temperature). In addition, these two data
sets demonstrate significantly different temperature depend-
encies, suggesting that the oxide layer inhibits multiple-
phonon scattering events which would otherwise contribute
to Kapitza conductance.6,7 Similarly, comparing the four
data sets of the present study, increased interface roughness
both reduces the magnitude of Kapitza conductance as well
as suppresses its temperature dependence, i.e., Kapitza con-
ductance is less temperature dependent as interface rough-
ness increases.

In addition to the data, several different predictive mod-
els are plotted as well. All models are calculated assuming
that elastic phonon-phonon interactions dominate Kapitza
conductance, i.e., phonons in silicon at frequencies higher
than the maximum phonon frequency of aluminum do not
participate in transport. The diffuse mismatch model39

(DMM) is calculated using an approach we outlined previ-
ously in Ref. 40, where the vibrational properties of film and

TABLE I. Root-mean-square roughnesses and room-temperature Kapitza
conductances of the four Al:Si interfaces studied within this work. The
reported standard deviations represent the repeatability of the measurement,

i.e., the deviation about the mean value of several measurements made on a
single sample.

Sample d (nm) hK @ 300 K (W m"2 K"1)

I <0.1 6 0.0 193 6 18

II 0.6 6 0.3 182 6 15

III 6.5 6 2.3 131 6 13

IV 11.4 6 3.1 90 6 13

FIG. 1. Cross sectional TEM micrographs of samples I (a and c) and IV (b
and d) Al:Si interfaces at two different magnifications. The micrographs
indicate show that regardless of roughness, a! 1.75 nm conformal oxide
layer covers the Si substrates after 24 h exposure to ambient. This oxide
layer prohibits any noticeable interdiffusion or compositional mixing of spe-
cies near the interface. Lastly, the evaporated Al thin film exhibits a colum-
nar crystal structure regardless of substrate surface roughness, while the
crystallinity of the substrate is undisturbed.
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substrate are approximated by fitting polynomials to the pho-
non dispersion curves of aluminum41 and silicon42 along the
[100] crystallographic direction; assumed spherical Brillouin
zones are then constructed via an isotropic revolution of
these polynomial fits in wavevector space. As seen in Fig. 2,
the prediction of the DMM falls between the data of Ref. 38
and that at the smoothest interface presently considered. This
suggests that without an oxide layer, inelastic phonon-
phonon scattering could play a role in thermal transport
across aluminum-silicon interfaces.6,7 On the other hand, we
attribute the difference between the predicted and measured
values at the smoothest interface considered (black squares)
to the native oxide layer. The conductance of this oxide layer
is described by its thermal conductivity divided by its
thickness,

hoxide ¼ joxide=toxide: (1)

When evaluating Eq. (1), we use the temperature-dependent
bulk thermal conductivity of a:SiO2, as it has been shown
that the thermal conductivity of thin-film a:SiO2 does not
substantially differ from that of bulk.16,43 A series-resistor
approach then yields

hK ¼ ðh#1
K;DMM þ h#1

oxideÞ
#1: (2)

This prediction is represented by the solid black line in
Fig. 2 and agrees well with our experimental data.

In order to take interfacial roughness into account, we
introduce a spectral attenuation coefficient previously pro-
posed by the authors,24,25 and insert this coefficient into the
integral expression of the DMM. This coefficient, c, is unity
when the phonon wavelength, k, is greater than the RMS
roughness, d. On the other hand, c¼ exp[#(4pb/k)d] when
k< d. That is, phonons with wavelengths greater than d are
unaffected by the roughness of the interface, whereas those
with wavelengths less than d are affected in a fashion similar
to that of photons in an absorptive media, e.g., the Beer-
Lambert law. Qualitatively speaking, this approach suggests
that as the "absorptivity" of the interface increases, so too
does the temperature drop across it. With the spectral attenu-
ation coefficient implemented, the DMM is once again plot-
ted in Fig. 2 for roughnesses of 6.5 nm and 11.4 nm. We find
that a value of b¼ 0.04 works well across all data sets. As is
evident in the plot, this approach not only captures the reduc-
tion in Kapitza conductance due to interface roughening, but
captures the reduction in temperature-dependence as well.
Finally, we plot room-temperature Kapitza conductance as a
function of RMS roughness in Fig. 3, comparing the present
data, the aforementioned roughness model calculated at
300 K, and two prior sets of experimental data. Generally
speaking, the present data demonstrates the same systematic
control over both roughness and Kapitza conductance previ-
ously demonstrated only by quantum-dot roughening.25

To summarize, we have measured Kapitza conductance
at aluminum-silicon interfaces with time-domain thermore-
flectance. The root-mean-square roughness of each interface
was controlled by submersing the silicon substrates in tetra-
methyl ammonium hydroxide prior to aluminum deposition.
It was shown that this technique can provide an inexpensive

FIG. 2. (Color online) Predicted and measured values of Kapitza conduct-
ance at Al:Si interfaces plotted as a function of temperature. The open
circles are the measured values at oxide-free Al:Si interfaces from Ref. 38,
and the filled symbols are the data measured in the present study. It is evi-
dent that both the presence of a native oxide layer and interface roughness
can have a significant effect on Kapitza conductance. Not only does rough-
ness decrease Kapitza conductance, but it suppresses the temperature de-
pendence as well. The agreement between the dash-dot lines and the data
suggest that the DMM can be adjusted to take into account both the presence
of an oxide layer and interface roughness.

FIG. 3. (Color online) Room-temperature predicted (dashed line) and meas-
ured (blue squares) Kapitza conductance at Al:Si interfaces plotted as a
function of interface roughness. In addition, the quantum-dot roughened
Al:Si interfaces of Ref. 25 (red diamonds) and the chemically roughened
Al:Si interfaces of Ref. 26 (green circles) are plotted for comparison. The
present data demonstrates the same systematic control over both roughness
and Kapitza conductance previously demonstrated only by quantum-dot
roughening.
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Question: what is the most probable interaction? What are the 
interaction probability/phonon transition probabilities at interfaces?	



/13.6 Trad s−1!16–17", so we show the n-phonon transmission
coefficient !1

#n" calculations over the range n=3–17. Note that we
do not use Eq. #35" for n=2 since we know the form of the
two-phonon elastic transmission coefficient #Eq. #5"" and therefore
it is dependent on frequency alone and not temperature. The
higher order transmission probabilities defined in Eq. #35" are not
dependent on frequency but are dependent on temperature. In gen-
eral, the transmission probability of higher order processes in-
creases with increasing temperature. The change in trends starting
at the n=12 transmission probabilities arise due to the exhaustion
of the available transverse modes in diamond. As temperature
increases, the number of modes in diamond available for interfa-
cial coupling increases. At relatively low temperatures, the num-
ber of phonons in Pb far outweighs the number of phonons in
diamond. Therefore, phonon frequencies in diamond can become
exhausted from “being used up” by lower energy phonons in Pb
undergoing anharmonic coupling. As there is a large peak in the
density of states of diamond corresponding to transverse modes,
once these available transverse phonons have undergone inelastic
scattering processes with phonons in Pb, there will be a change in
the trend of the transmission coefficient. This is further verified by
considering the phonon frequencies in Pb and diamond, i.e., the
maximum frequency of the transverse mode in diamond divided
by the maximum frequency of the longitudinal mode in
Pb: 148 Trad s−1 /13.6 Trad s−1!11. Therefore, a 12 phonon
process #that is 11+1 since 11 phonons in Pb will couple with 1
phonon in diamond" will mark the onset of different temperature
dynamics and trends in !1

#n". As temperature increases, the number
of modes in diamond at any frequency increases, and therefore the
transmission coefficient increases. Eventually, for the higher n
processes at high temperatures, all of the Pb phonons become
exhausted and the transmission coefficient goes to unity.

Although the transmission coefficient goes to unity at high tem-
peratures for the higher n processes, this does not necessarily
mean that the thermal boundary conductance associated with these
processes is substantial, as seen in Fig. 4. Figure 4 shows the

predictions of hK
#n" as a function of temperature #Eq. #34"" for

values of n ranging from 2 to 17. Note that the change in tem-
perature trends of !1

#n" propagates through the hK
#n" calculations as

seen in the changing temperature trends beginning with the n
=12 calculations. Also, note that the contributions from the n
=12 and higher processes are over an order of magnitude smaller
than the contributions from the n"12 processes, especially at
higher temperatures. This is due to the fact that, in addition to
much of the Pb phonon population being exhausted, energetic
selection rules allow only high frequency modes in Pb to partici-
pate in these higher n processes; even though the transmission
coefficient is unity in this regime, the flux is nearly zero since, due
to crystal dispersion, the high frequency modes have a signifi-
cantly reduced group velocity and therefore these processes make
negligible contributions to hK. Compared with the HHIM, the
AIM predicts much larger contributions to interfacial thermal
transport for the n=3, 4, and 5 phonon processes. This is intuitive
since the AIM accounts for all types of inelastic scattering pro-
cesses, both higher harmonic and anharmonic #e.g., two phonons
of any frequency on Side 1—#1 and #2—will emit a phonon of
frequency #1+#2 into Side 2", whereas the HHIM only accounts
for higher harmonic inelastic scattering #e.g., two phonons of fre-
quency #1 on Side 1 will emit a phonon of frequency 2#1 into
Side 2". Because of this, the higher order inelastic processes are
predicted to significantly contribute to the overall hK.

The total thermal boundary conductance predicted from the
AIM calculations in Fig. 4 is determined from Eq. #23". These
AIM calculations, shown in Fig. 5, are compared with the DMM
along with the experimental data. The AIM shows excellent agree-
ment with the experimental data, and represents a significant im-
provement in modeling inelastic contributions to hK compared
with the MTM and HHIM #cf. Fig. 2". Note that there are no
fitting or scaling parameters associated with the AIM, as the only
inputs to this model are the phonon dispersion and lattice spacing,
which can easily be found in literature. At the Pb/diamond inter-
face, the AIM predicts that inelastic scattering processes involving
up to ten phonons will contribute to the overall hK, explaining not
only the reported values but also the temperature trends. As the
temperature increases, the number of high energy phonons in dia-
mond increases and the temperature trends in hK follow the in-
crease in population of these higher energy diamond phonon

Fig. 4 AIM predictions of hK
„n… as a function of temperature „Eq.

„34…… for Pb/diamond for n=2–17. Note that the change in tem-
perature trends of the n-phonon transmission coefficient
propagate through the hK

„n… calculations as seen in the changing
temperature trends beginning with the n=12 calculations. Also,
note that the contributions from the n=12 and higher pro-
cesses are over an order of magnitude smaller than the contri-
butions from the n<12 processes, especially at higher tem-
peratures. This is due to the fact that, in addition to much of the
Pb phonon population being exhausted, energetic selection
rules allow only high frequency, low group velocity modes in
Pb to participate in these higher n processes, which decreases
the incident flux and subsequent thermal boundary
conductance.

Fig. 5 Total thermal boundary conductance for Pb/diamond
and Au/diamond predicted from the AIM calculations using Eq.
„23… compared with DMM predictions along with the Pb/
diamond †8‡ and Au/diamond †24‡ experimental data. The AIM
shows improved agreement compared with the DMM with the
experimental data, and represents a significant improvement in
modeling inelastic contributions to hK compared with the MTM
and HHIM „cf. Fig. 2 for Pb/diamond comparisons….
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leads to the large value !compared with the elastic DMM" and the
linear temperature trend, use of a Debye dispersion in these cal-
culations would result in a nonphysical better-agreement between
the data and the models. Note that we choose to use the Sine-type
dispersion as opposed to a realistic dispersion in our model cal-
culations to focus on the conceptual model development and to
present analytically tractable models; the use of a polynomial dis-
persion derived from measured dispersion data in thermal bound-
ary conductance calculations requires additional considerations of
phonon coupling #45$, even in the elastic limit, and would distract
from the inelastic phonon model development discussed in this
work.

With the Sine-type dispersion, the DMM, MTM, and HHIM are
calculated for the Pb/diamond interface. These calculations are
shown in Fig. 2 along with experimental data of measured hK at
the Pb/diamond interface and hK at the interface between Pb and
hydrogen-terminated diamond !Pb/H/diamond" #8$. The DMM not
only underpredicts the experimental data !by nearly an order of
magnitude at room temperature", but also fails to capture the in-
creasing trend in hK with temperature. Since the DMM only ac-
counts for two-phonon elastic scattering, it does not account for
the additional avenues of conductance from the inelastic pro-
cesses. In addition, assuming elastic scattering, no phonons above
the maximum phonon frequency in Pb can participate in hK, and
therefore the DMM predictions saturate with the heat capacity in
Pb, that is, around the Debye temperature !%105 K" #30$.

The HHIM takes into account inelastic phonon processes, and
therefore predicts a higher value of hK since these additional pho-
non processes are able to transmit heat across the Pb/diamond
interface. In addition, by considering the contributions of the in-
elastic phonon processes, the HHIM predicts a temperature depen-
dence above the Debye temperature of Pb while DMM predictions
are constant with temperature above the Debye temperature of Pb.
The temperature dependency derives from the fact that phonons in
diamond with frequencies higher than the maximum frequency in
Pb are able to participate in the higher harmonic inelastic pro-
cesses modeled in the HHIM. Contributions of processes involv-
ing up to five phonons are considered in HHIM calculations of hK
!expressed in Eq. !23" with n=5". Each higher harmonic contri-
bution to the total hK is shown in the inset of Fig. 2.

The MTM greatly overpredicts the experimental data. It pre-
dicts much higher values than the experimentally measured hK
!nearly an order of magnitude higher at room temperature", and,
although it predicts a temperature dependent trend above the De-
bye temperature of Pb, the trend is nonlinear and steeper com-
pared with the linear temperature dependent trends in the mea-
sured data. The overpredictions in values and differing
temperature trends of the MTM arise because all phonons of all
frequencies in diamond are assumed to participate in hK, where
the corresponding properties’ underpredictions in the HHIM are
due to only accounting for one type of inelastic scattering event
!i.e., the higher harmonic process". Clearly, a more rigorous model
that accounts for all types of inelastic scattering events while also
tracking phonon population change to determine the phonon fre-
quencies that can participate in specific inelastic scattering pro-
cesses would remedy the shortcomings of both the MTM and
HHIM. These aspects of interfacial phonon scattering and their
contributions to hK are key components to the anharmonic inelas-
tic model, derived in Sec. 4.

4 The Anharmonic Inelastic Model
The AIM is derived in a similar framework as the HHIM, such

that phonon number conservation is considered, but since all in-
elastic phonon scattering events are considered, the transmission
probabilities are calculated through a slightly different flux bal-
ance. In the AIM, the two-phonon elastic scattering contribution
to hK is still calculated with the DMM !Eqs. !5" and !6"", and
therefore the number of phonons at a given frequency that have
undergone elastic processes from Sides 1 and 2 is still described in
Eqs. !11" and !12", respectively, and those remaining on Sides 1
and 2 are described in Eqs. !13" and !14", respectively. However,
to determine the phonon transmission due to three-phonon pro-
cesses, all possible remaining phonon frequencies that can partici-
pate in three-phonon inelastic interfacial processes must be con-
sidered. Therefore, detailed balance on all phonons in the
remaining flux participating in three-phonon processes yields

Fig. 1 Predicted thermal flux in Pb using the Sine-type and
Debye dispersion models normalized by the predicted thermal
flux using the polynomial dispersion relation from phonon dis-
persion data „qreal…. The Sine-type dispersion gives a much
more realistic prediction of the thermal flux than the Debye dis-
persion. The use of the Debye dispersion model in these calcu-
lations would result in a nonphysical overprediction of the ac-
tual thermal flux in Pb, and therefore an overprediction of hK at
the Pb/diamond interface.

Fig. 2 DMM, MTM, and HHIM calculations for hK at a Pb/
diamond interface using the Sine-type dispersion along with
experimental data of measured hK at the Pb/diamond interface
and hK at the interface between Pb and hydrogen-terminated
diamond „Pb/H/diamond… †8‡. The DMM not only underpredicts
the experimental data but also does not capture the increasing
trend in hK with temperature since it only accounts for two-
phonon elastic scattering. The MTM greatly overpredicts the
experimental data since all phonons of all frequencies in dia-
mond are assumed to participate in hK, where the underpredic-
tion of the HHIM is due to only accounting for one type of in-
elastic scattering event „i.e., the higher harmonic process….
Inset: each higher harmonic contribution to the total hK pre-
dicted by the HHIM.
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mined from the ab initio calculations by Ward and Broido and are
tabulated in their work !42", and the total relaxation time used in
Eq. #6$ is determined through Matthiessen’s rule. While these co-
efficients were not fit for SW Ge, we believe that due to the
similarity between the SW dispersion curves and those determined
via ab initio calculations, the use of those coefficients is a reason-
able approximation. To determine the sensitivity of Eq. #6$ to this
assumption, we varied the coefficients by !25%. It is found that
the model is not particularly sensitive to these changes, as shown
in Fig. 1. Optical phonons are not included in the calculation of
the left integral expression of Eq. #6$, although the effects of the
optical phonons on three-phonon scattering are included in the
acoustic phonon scattering rates !42". Ward and Broido discussed
the contribution of optical phonons and determined that their role
is most important in acoustic phonon scattering and will only
contribute less than 10% to the thermal flux.

Finally, we take ktrans as the limiting maximum wave vector of
the materials comprising the interface, i.e., ktrans=2" /aGe, where
aGe is the lattice constant of Ge. This selection of ktrans suggests
that Si phonons that exist at wave vectors greater than the maxi-
mum allowable wave vector of Ge must scatter at the interface.
This is consistent with the fact that interfacial scattering processes
as described by the mismatch theories are not required to conserve
crystal momentum. On the other hand, those processes described
by hS can conserve crystal momentum as they are subject to the
intrinsic scattering processes of the material on side 2 #Ge$.

With the three-phonon relaxation times discussed above, the
thermal boundary conductance model given in this work takes the
form of h=b+cT in the classical limit, as has been phenomeno-
logically theorized !12,27". The contributions of both hS! and hT! to
the total h are also shown in Fig. 1, indicating that the temperature
trends in h in the classical limit are driven by phonons in side 1,
experiencing three-phonon scattering events in side 2. These tem-
perature trends and this conclusion have not been quantified pre-
viously as, until this work, no theoretical model existed to quan-
tify the temperature trends in h in the classical limit.

5 Conclusion
In conclusion, we have described the linear temperature depen-

dence of thermal boundary conductance in the classical limit
through a formalism for interfacial phonon transport based on the
intrinsic phonon scattering rates of the materials comprising an
interface. Where mismatch theories assume that all phonons must
scatter at an infinitesimally thin interfacial plane #i.e., all phonons
scatter due to the change in the material properties at the inter-
face$, the model derived in this work assumes that some fraction
of phonons can propagate into side 2 before scattering. The pre-
dictions of this model are in excellent agreement with classical
molecular dynamics simulations. Additionally, they show that the
linear temperature dependence of thermal boundary conductance
observed in the classical limit is due to three-phonon scattering
events in which phonons propagating across the interface interact
with phonons on the other side of the interface.
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1 Introduction
The phonon thermal boundary conductance between two solids,

h, has been an active area of research due to its implications on
thermal management in nanosystems !1,2". Various experimental
!3–11", numerical !12–19", and theoretical !20–31" treatments
have studied h for different material geometries and scenarios. In
general, these studies rely on the acoustic !32" or diffuse !2" mis-
match theories to explain phonon scattering processes at inter-
faces. Although these theories, or their variations, have proven
successful in describing the phononic heat transfer between two
solids in many cases, they fail to describe the observed tempera-
ture dependence of h in the classical limit, i.e., at temperatures

above the Debye temperature, !D, of both solids comprising the
interface. Through implementation of classical molecular dynam-
ics simulations, several of the aforementioned numerical studies
have found that h increases linearly with temperature !12,13,15".
These findings are in direct disagreement with the mismatch theo-
ries as the mismatch theories exhibit a temperature dependence
that varies with the phononic heat capacity, thereby predicting a
constant h in the classical limit.

This observed linear increase in h with temperature has been
linked to multiple-phonon inelastic scattering events that occur at
the interface itself; i.e., a phonon of frequency " on side 1 will
scatter at the interface and will emit multiple phonons of different
frequencies on side 2. This aspect of interfacial phonon scattering
has been used in conjunction with the mismatch theories to suc-
cessfully explain the temperature dependence of h below the clas-
sical limit !21" but still predicts a constant h at temperatures above
the classical limit and therefore lends no insight into the interfa-
cial phonon scattering processes at high temperatures.

In this work, we develop a model for predicting h in the clas-
sical limit. This model takes a different form than that of the
traditionally used mismatch theories in the fact that the tempera-
ture dependence of h is not driven by the heat capacities of the
materials comprising the interface but rather is driven by their
respective phononic scattering mechanisms. In brief, the model
developed in this work assumes that a phonon of frequency " in
side 1 may not scatter at the interface itself but instead scatter in
side 2 via the phononic scattering processes intrinsic to side 2.
Where the mismatch theories assume that all phonons scatter at
the interface, the theory developed in this work assumes that pho-
non scattering happens both at the interface and within some local
area near the interface. This concept is similar to the idea of the
transition layer described by Kosevich !31". The theory developed
in this work predicts a linear increase in h with temperature in the
classical limit and is in good agreement with classical molecular
dynamics simulations of thermal boundary conductance at a Si/Ge
interface !13".

2 Traditional Diffuse Mismatch Model Predictions
From Refs. !2,13,33,34", we begin by considering the tradi-

tional formulation of thermal boundary conductance assuming
that isotropic media comprise the interface. We refer to this quan-
tity as hT, where the subscript T indicates the “traditional” formu-
lation, given by

hT =
1

8#2#
j
$

k1

$"v jk
2 ! f

!T
%dk %1&

where the subscript “1” refers to side 1 of the interface, j repre-
sents the phonon polarization, $ is the reduced Planck constant, "
is the phonon angular frequency, v is the phonon group velocity, k
is the wavevector, f is the Bose–Einstein distribution, T is the
temperature, and % is the transmission probability. This formula-
tion of h relies on the concept of defining a thermal flux in a
material, q, as

q =
1

8#2#
j
$

k1

$"k2v j fdk %2&

and then projecting this flux across the interface by calculating %.
In the classical limit, the Bose–Einstein distribution reduces to f
=kBT / %$"&, and therefore, its temperature derivative, which dic-
tates the temperature dependence of thermal boundary conduc-
tance in the framework outlined in Eq. %1&, is independent of
temperature. In addition, calculations involving % also rely on this
flux concept and are therefore also independent of temperature
when both materials comprising the interface are in the classical
limit !27,34". This flux concept, which is the kernel for nearly all
models of h, inherently limits the study of phonon interfacial pro-
cesses to those temperatures below the classical limit. Equally as
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1 Introduction
The phonon thermal boundary conductance between two solids,

h, has been an active area of research due to its implications on
thermal management in nanosystems !1,2". Various experimental
!3–11", numerical !12–19", and theoretical !20–31" treatments
have studied h for different material geometries and scenarios. In
general, these studies rely on the acoustic !32" or diffuse !2" mis-
match theories to explain phonon scattering processes at inter-
faces. Although these theories, or their variations, have proven
successful in describing the phononic heat transfer between two
solids in many cases, they fail to describe the observed tempera-
ture dependence of h in the classical limit, i.e., at temperatures

above the Debye temperature, !D, of both solids comprising the
interface. Through implementation of classical molecular dynam-
ics simulations, several of the aforementioned numerical studies
have found that h increases linearly with temperature !12,13,15".
These findings are in direct disagreement with the mismatch theo-
ries as the mismatch theories exhibit a temperature dependence
that varies with the phononic heat capacity, thereby predicting a
constant h in the classical limit.

This observed linear increase in h with temperature has been
linked to multiple-phonon inelastic scattering events that occur at
the interface itself; i.e., a phonon of frequency " on side 1 will
scatter at the interface and will emit multiple phonons of different
frequencies on side 2. This aspect of interfacial phonon scattering
has been used in conjunction with the mismatch theories to suc-
cessfully explain the temperature dependence of h below the clas-
sical limit !21" but still predicts a constant h at temperatures above
the classical limit and therefore lends no insight into the interfa-
cial phonon scattering processes at high temperatures.

In this work, we develop a model for predicting h in the clas-
sical limit. This model takes a different form than that of the
traditionally used mismatch theories in the fact that the tempera-
ture dependence of h is not driven by the heat capacities of the
materials comprising the interface but rather is driven by their
respective phononic scattering mechanisms. In brief, the model
developed in this work assumes that a phonon of frequency " in
side 1 may not scatter at the interface itself but instead scatter in
side 2 via the phononic scattering processes intrinsic to side 2.
Where the mismatch theories assume that all phonons scatter at
the interface, the theory developed in this work assumes that pho-
non scattering happens both at the interface and within some local
area near the interface. This concept is similar to the idea of the
transition layer described by Kosevich !31". The theory developed
in this work predicts a linear increase in h with temperature in the
classical limit and is in good agreement with classical molecular
dynamics simulations of thermal boundary conductance at a Si/Ge
interface !13".

2 Traditional Diffuse Mismatch Model Predictions
From Refs. !2,13,33,34", we begin by considering the tradi-

tional formulation of thermal boundary conductance assuming
that isotropic media comprise the interface. We refer to this quan-
tity as hT, where the subscript T indicates the “traditional” formu-
lation, given by

hT =
1
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where the subscript “1” refers to side 1 of the interface, j repre-
sents the phonon polarization, $ is the reduced Planck constant, "
is the phonon angular frequency, v is the phonon group velocity, k
is the wavevector, f is the Bose–Einstein distribution, T is the
temperature, and % is the transmission probability. This formula-
tion of h relies on the concept of defining a thermal flux in a
material, q, as

q =
1

8#2#
j
$

k1

$"k2v j fdk %2&

and then projecting this flux across the interface by calculating %.
In the classical limit, the Bose–Einstein distribution reduces to f
=kBT / %$"&, and therefore, its temperature derivative, which dic-
tates the temperature dependence of thermal boundary conduc-
tance in the framework outlined in Eq. %1&, is independent of
temperature. In addition, calculations involving % also rely on this
flux concept and are therefore also independent of temperature
when both materials comprising the interface are in the classical
limit !27,34". This flux concept, which is the kernel for nearly all
models of h, inherently limits the study of phonon interfacial pro-
cesses to those temperatures below the classical limit. Equally as
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1 Introduction
The phonon thermal boundary conductance between two solids,

h, has been an active area of research due to its implications on
thermal management in nanosystems !1,2". Various experimental
!3–11", numerical !12–19", and theoretical !20–31" treatments
have studied h for different material geometries and scenarios. In
general, these studies rely on the acoustic !32" or diffuse !2" mis-
match theories to explain phonon scattering processes at inter-
faces. Although these theories, or their variations, have proven
successful in describing the phononic heat transfer between two
solids in many cases, they fail to describe the observed tempera-
ture dependence of h in the classical limit, i.e., at temperatures

above the Debye temperature, !D, of both solids comprising the
interface. Through implementation of classical molecular dynam-
ics simulations, several of the aforementioned numerical studies
have found that h increases linearly with temperature !12,13,15".
These findings are in direct disagreement with the mismatch theo-
ries as the mismatch theories exhibit a temperature dependence
that varies with the phononic heat capacity, thereby predicting a
constant h in the classical limit.

This observed linear increase in h with temperature has been
linked to multiple-phonon inelastic scattering events that occur at
the interface itself; i.e., a phonon of frequency " on side 1 will
scatter at the interface and will emit multiple phonons of different
frequencies on side 2. This aspect of interfacial phonon scattering
has been used in conjunction with the mismatch theories to suc-
cessfully explain the temperature dependence of h below the clas-
sical limit !21" but still predicts a constant h at temperatures above
the classical limit and therefore lends no insight into the interfa-
cial phonon scattering processes at high temperatures.

In this work, we develop a model for predicting h in the clas-
sical limit. This model takes a different form than that of the
traditionally used mismatch theories in the fact that the tempera-
ture dependence of h is not driven by the heat capacities of the
materials comprising the interface but rather is driven by their
respective phononic scattering mechanisms. In brief, the model
developed in this work assumes that a phonon of frequency " in
side 1 may not scatter at the interface itself but instead scatter in
side 2 via the phononic scattering processes intrinsic to side 2.
Where the mismatch theories assume that all phonons scatter at
the interface, the theory developed in this work assumes that pho-
non scattering happens both at the interface and within some local
area near the interface. This concept is similar to the idea of the
transition layer described by Kosevich !31". The theory developed
in this work predicts a linear increase in h with temperature in the
classical limit and is in good agreement with classical molecular
dynamics simulations of thermal boundary conductance at a Si/Ge
interface !13".

2 Traditional Diffuse Mismatch Model Predictions
From Refs. !2,13,33,34", we begin by considering the tradi-

tional formulation of thermal boundary conductance assuming
that isotropic media comprise the interface. We refer to this quan-
tity as hT, where the subscript T indicates the “traditional” formu-
lation, given by

hT =
1

8#2#
j
$

k1

$"v jk
2 ! f

!T
%dk %1&

where the subscript “1” refers to side 1 of the interface, j repre-
sents the phonon polarization, $ is the reduced Planck constant, "
is the phonon angular frequency, v is the phonon group velocity, k
is the wavevector, f is the Bose–Einstein distribution, T is the
temperature, and % is the transmission probability. This formula-
tion of h relies on the concept of defining a thermal flux in a
material, q, as

q =
1

8#2#
j
$

k1

$"k2v j fdk %2&

and then projecting this flux across the interface by calculating %.
In the classical limit, the Bose–Einstein distribution reduces to f
=kBT / %$"&, and therefore, its temperature derivative, which dic-
tates the temperature dependence of thermal boundary conduc-
tance in the framework outlined in Eq. %1&, is independent of
temperature. In addition, calculations involving % also rely on this
flux concept and are therefore also independent of temperature
when both materials comprising the interface are in the classical
limit !27,34". This flux concept, which is the kernel for nearly all
models of h, inherently limits the study of phonon interfacial pro-
cesses to those temperatures below the classical limit. Equally as
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Phonons emitted across interface are scattered based on other 

material: linear T dependence comes from UMKLAPP 
SCATTERING TIME – this needs to be explored in more detail….	





Challenges	
  –	
  can	
  we	
  push	
  the	
  extremes	
  with	
  anharmonicity?	
  

•  Interplay between bonding and 
anharmonicity: what are the roles 
of 2 and “n-phonon” processes?  

•  Inelastic scattering vs. disorder: 
how do interfacial “imperfections” 
affect the anharmonic processes 

•  Can we understand anharmonicity 
from a “bonding” perspective with 
simulations? How big is “n” in a 
realistic picture (could n>3 actually 
exist?) 

•  BOTH materials are in classical 
limit: Can we bridge experiments 
with MD? 
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Interfacial	
  phonon	
  processes	
  

Two phonon scattering (elastic)	

 “n” phonon scattering (inelastic)	



Side 1 Side 2 Side 1 Side 2 

…
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