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that may exist between the sample and external test hardware
!19". Finally, since 3! is a nondestructive technique, certain de-
vice geometries and material systems used in the high-powered
microelectronic device systems of interest can be examined in
their as-used conditions or with minimal post processing.

In this study, the thermal conductivity of polycrystalline silicon
suspended bridge structures are measured with the 3! technique.
To the knowledge of the authors, this represents the first measure-
ments of polysilicon bridges with the 3! technique. The thermal
conductivity of these same structures is also measured with a
steady state resistance method, which allows for comparisons
among the thermal conductivity measurement techniques. The
suspended structures are fabricated using the Sandia Ultraplanar
Multilevel MEMS Technology #SUMMiT V™$ process !22,23".
In Sec. 2, the SUMMiT V™ process is described along with the
test samples. The specific 3! setup, analysis method, and assump-
tions are explained in Sec. 3. Section 4 presents the temperature
dependent 3! thermal conductivity results and compares them to
the steady state measurements. The differences between the two
measurements can be ascribed to contact and bond pad effects, for
which steady state techniques must carefully account but which
the 3! technique is insensitive in the frequency domain. There-
fore, these effects can be treated as an offset in 3! analysis !16".

2 Suspended Test Structures
The SUMMiT V™ process !22" involves four structural n-type

#phosphorous-doped$ polysilicon layers with a fifth layer as a
ground plane. The polysilicon layers are separated by sacrificial
oxide layers that are etched away during the final release step. The
two topmost layers, Poly3 and Poly4, are nominally 2.25 "m in
thickness, while the bottom two, Poly1 and Poly2, are nominally
1.0 "m and 1.25 "m in thickness, respectively. The ground
plane, Poly0, is 300 nm in thickness and lies above an 800 nm
layer of silicon nitride and a 630 nm layer of silicon dioxide. The
sacrificial oxide layers between the structural layers are each
roughly 2.0 "m thick.

The thermal conductivity test structures are fabricated from the
Poly4 layer and are nominally 2.25 "m thick. Test structures
were designed with a width of 10 "m and four lengths: 200 "m,
300 "m, 400 "m, and 500 "m. The fixed-fixed bridge ends at
bond pads, which are layered structures that mechanically anchor
the beam to the substrate and provide a location for wire bonding
to the package. The wires are bonded to a 700 nm layer of Al that
is deposited on top of the bond pad. Figure 1 is an image of a
10 "m wide and 200 "m long suspended bridge test structure
used in this study with the bond pads and bond wires visible.

3 3! Experimental Considerations
As previously mentioned, the thermal conductivity of the Poly4

SUMMiT V™ bridge structures were measured with both steady
state and 3! techniques. Details of the steady state experimental
setup, analysis, assumptions, and possible errors are described in

Refs. !11,24". A description of the 3! setup used for measure-
ments on the Poly4 SUMMiT V™ bridge structure follows. Fig-
ure 2 shows a schematic of the electrical circuit with the data
acquisition components of the experimental setup. This is essen-
tially the same setup as Cahill’s original experiment !14,15" only
the use of a SR830 digital signal processing #DSP$ lock-in ampli-
fier with higher harmonic detection removes the need for a fre-
quency tripling circuit. This lock-in greatly simplifies the circuit
since it was used for the input current, reference signal, and mea-
surement of the third harmonic #3!$ voltage. The ac sinusoidal
input current, which was supplied by the lock-in amplifier, was
passed through the sample and resistor of fixed resistance. Passing
the resulting voltage drops through AD534 differential amplifiers
reduces unwanted noise by producing a signal equal to the voltage
drop across the sample and fixed resistor, respectively. The result-
ing signals were then differenced by the lock-in amplifier. Differ-
encing the two resulting voltages across the sample and fixed
resistor removed the majority of unwanted noise. The differenced
voltage signal contains both ! and 3! components. The lock-in
amplifier was used to detect the small resulting 3! component by
comparing the differenced voltage signal with the input current
#supplied by the lock-in amplifier$.

The temperature dependent data were obtained while slowly
heating and cooling the test structures in a liquid nitrogen cooled
Henriksen cryostat that was pumped down to less than 1 mTorr.
Only the sample is in the temperature controlled vacuum; the
fixed resistor is wired in the circuit in ambient so that it experi-
ences minimal temperature fluctuations. The voltage dissipated

Fig. 1 Optical microscope image of a 10 "m wideÃ200 "m
long test structure fabricated using the SUMMiT V™ process.
The bond pads are 100 "m wide and 300 "m long. Two wires
bonded to bond pad are visible in the image. The connections
to the package are outside of the image.

Fig. 2 Schematic representing circuit and data acquisition
equipment in the 3! measurements. The sample is the polysili-
con microbridge structure, and the fixed resistance varied de-
pending on the sample. The value of the fixed resistance was
chosen to be slightly higher than the maximum resistance
across the sample †14‡. During testing, this value was set to be
slightly higher than the room temperature resistance of the
sample.
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Fig. 3. Measurement structure schematic. The lateral and vertical dimensions are not in proportion.

400 m from the center is used exclusively as a thermometer.
The total length of the membrane is 13 mm, but only 1 mm at
the center of the structure is used for the measurements to avoid
two-dimensional effects. The sample is placed in a Lakeshore
MTD-135 continuous flow cryostat, and measurements are
taken at temperatures ranging from 20 K to 320 K, which
are controlled using a diode sensor. The thermal conductivity
experiments are performed in a vacuum to minimize the effects
of convection.
The experimental structure is designed to ensure that lateral

conduction through the polysilicon layer is the dominant mode
of heat transport in the system. The thermal conductivity is cal-
culated using the solution to the one-dimensional heat conduc-
tion equation

(1)

The temperatures and are measured
at the positions of the heater and the thermometer

, and the cross-sectional area for heat conduction
is the product of the layer thickness and the heater line

length. The heater power dissipated in the aluminum line is
reduced by a factor of two, since the heater is located at the
center of the free-standing layer.

C. Uncertainty Analysis
The uncertainty is dominated by contributions from the mea-

sured dimensions of the experimental structure shown in Fig. 3,
in particular the polysilicon layer thickness. There is also a de-
gree of uncertainty in the predicted heat losses from the structure
through radiation and conduction along the silicon dioxide and
polymer layers and in the measured voltages and currents. The
uncertainty in both the structure dimensions and the measure-
ments are considered using the sum-of-squares technique and
the respective partial derivatives of (1) [21].
Heat generated in the aluminum heater lines can take several

paths in addition to lateral conduction through the polysilicon
layer. Heat is lost through conduction in the aluminum lines, ra-
diation to the surroundings, and conduction in the other layers
of the structure. Thermal contact resistance at the interface be-
tween the aluminum lines, oxide layer, and polysilicon layer
also contributes some heat loss. The resistance of lateral con-
duction through the polysilicon layer is an order of magnitude

or more smaller than these other modes of heat transfer, with
radiation contributing the most error, particularly at room tem-
peratures and above. To minimize the impact of radiation, the
separation between the thermometers
should be smaller than the thermal healing length of the layer
due to radiation. The thermal healing length is based on conduc-
tion through an extended surface and is the characteristic length
for the layer temperature to decay to the surrounding tempera-
ture [1]

(2)

where
Stefan–Boltzmann constant;
polysilicon layer thickness;
polysilicon thermal conductivity;
average layer temperature.

At the highest measured temperatures for the sample with the
lowest thermal conductivity in this study, the healing length is
approximately 2.5 mm, which is much larger than the 400 m
separation between the heater and thermometer lines.
The total absolute uncertainty of the thermal conductivity is

less than 15% throughout the range of measured temperatures.
However, the uncertainty in the differences between the conduc-
tivities reported for the layers is much smaller, since the struc-
ture dimensions are nearly identical for all of the layers.

III. THERMAL CONDUCTIVITY MODELING

The local temperature-dependent thermal conductivities of
the doped polysilicon layers are modeled by an approximate so-
lution to the Boltzmann transport equation for phonons, which
uses frequency-dependent relaxation times to represent phonon
scattering events. Callaway [22] first developed this method,
which Holland [23] later modified for silicon by considering
phonon polarization. The current study extends the model of
Holland [23] to account for the effects of grain boundaries and
dopant atoms on the thermal conductivity.
The thermal conductivity of silicon is dominated by phonon

conduction even for highly doped samples. Contributions from
the mobile carriers (free holes or electrons) introduced by the
dopant atoms in a semiconductor can increase its thermal con-
ductivity. The electron contribution to the thermal conductivity
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Fig. 5. Experimental data for the doped polysilicon layers.

grain size at low temperatures, so phonon scattering on free car-
riers is not included in the thermal conductivity model. Phonon
scattering on bound electrons and holes is also discussed in [33],
but this mode of scattering becomes important only at very low
temperatures (below 10 K) so is not considered in this study.

IV. RESULTS AND DISCUSSION

A. Experimental Results
Fig. 5 shows that the thermal conductivity data for doped

polysilicon are qualitatively consistent with the theory devel-
oped in Section III. For a given dopant type, the sample with
the higher dopant concentration has lower thermal conductivity
values since the larger number of impurities provides more
scattering sites for the phonons. At a given dopant concentra-
tion, layers doped with phosphorus should have higher thermal
conductivity values than boron-doped layers. Both layers doped
with phosphorus do exhibit higher thermal conductivites at
all temperatures than the layer doped with the highest boron
concentration. This occurs because some of the phosphorus
atoms collect at the grain boundaries in polysilicon, so there
are fewer scattering sites for phonons in the phosphorus-doped
layers compared to those doped with boron. Also, impurity
scattering due to any phosphorus atoms remaining within the
polysilicon grains is very small compared with that due to
boron. From (6) and (12) the scattering rate of phonons on
impurities is proportional to the square of the mass difference
between silicon and the dopant atom. Since boron is much
lighter than silicon while phosphorus and silicon have similar
masses, the scattering rate for boron is nearly 36 times larger
than for phosphorus.
The room-temperature thermal conductivities of the doped

polysilicon layers in this study range from 45.6W/m K to 57.5
W/m K, which are somewhat larger than the values shown in
Fig. 1 for doped polysilicon layers in the literature. The highest
thermal conductivity reported before the present work was 37.3
W/m K [4] for a layer of thickness 275 nm, which is thinner
than the layers of the present study with thickness 1 m. The
phonon mean free path is smaller in the thinner layer in part
because of the increased scattering on layer boundaries. This

Fig. 6. Comparison of temperature-dependent thermal conductivity data
for various silicon samples with the data from the present study. Undoped
single-crystal bulk [35]: cm. Undoped single-crystal layer [14]:

m. Doped single-crystal layer [13]: m; cm
B. Doped poly-crystal layer: m; cm B;
nm. Undoped poly-crystal layer [17]: m; nm.

effect is augmented by the fact that thinner layers need shorter
anneal times to activate dopant atoms, such that smaller grain
sizes are likely [34]. The carrier concentration measured for this
layer is cm , which means its dopant concentration
must be significantly greater than any of the layers in this study.
The combined effect of thinner layers, smaller grains, and more
impurities is lower thermal conductivity values.
Fig. 6 shows the temperature-dependent thermal conductivity

of the polysilicon layer doped with cm boron
along with measured thermal conductivity values reported by
previous work. This qualitatively demonstrates the impact of
phonon scattering on dopant atoms and on grain and layer
boundaries. Compared to bulk single-crystal silicon, the
maximum thermal conductivity value for the single-crystal
silicon layer is an order of magnitude smaller and shifted to
a higher temperature due to phonon scattering on the layer
boundaries. The data of Asheghi et al. [13] indicate that doping
single-crystal silicon layers with boron concentrations greater
than cm reduces the thermal conductivity only
at temperatures below approximately 100 K. The room-tem-
perature thermal conductivity approaches the same value
for all three of these single-crystal silicon samples, which is
consistent with the fact that boundary and impurity scattering
are most important at lower temperatures. Fig. 6 reveals that the
doped polysilicon layer has thermal conductivity values below
those for the single-crystal layer doped with a comparable
concentration at all temperatures. This implies that phonon
scattering on grains of size nm dominates the thermal
resistance of a polysilicon layer with a boron concentration of
approximately cm .
The doped polysilicon layer exhibits higher thermal conduc-

tivity values at all temperatures than the undoped polysilicon
layer shown in Fig. 6. These layers are grown under identical
conditions, but the doped layer undergoes an annealing step to
electrically activate the dopant atoms and repair lattice damage
due to ion implantation. This high-temperature anneal also
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Thermal Conductivity of Doped Polysilicon Layers
Angela D. McConnell, Srinivasan Uma, Member, IEEE, and Kenneth E. Goodson, Associate Member, IEEE

Abstract—The thermal conductivities of doped polysilicon
layers depend on grain size and on the concentration and type
of dopant atoms. Previous studies showed that layer processing
conditions strongly influence the thermal conductivity, but the
effects of grain size and dopant concentration were not investi-
gated in detail. The current study provides thermal conductivity
measurements for low-pressure chemical-vapor deposition
(LPCVD) polysilicon layers of thickness near 1 m doped with
boron and phosphorus at concentrations between
cm and cm for temperatures from 20 K to 320
K. The data show strongly reduced thermal conductivity values
at all temperatures compared to similarly doped single-crystal
silicon layers, which indicates that grain boundary scattering
dominates the thermal resistance. A thermal conductivity model
based on the Boltzmann transport equation reveals that phonon
transmission through the grains is high, which accounts for the
large phonon mean free paths at low temperatures. Algebraic
expressions relating thermal conductivity to grain size and dopant
concentration are provided for room temperature. The present
results are important for the design of MEMS devices in which
heat transfer in polysilicon is important. [654]

Index Terms—MEMS, polysilicon, thermal conductivity, thin
films.

I. INTRODUCTION

POLYCRYSTALLINE silicon is common in MEMS and
integrated circuits (ICs). The performance and reliability

of many microdevices, such as microscale thermometers, pres-
sure sensors, gas flow detectors, and fluid valve actuators, are
strongly influenced by heat conduction [1]. Heat transfer can
also adversely affect the operation of IC interconnects and high-
voltage and high-power transistors [2]. To design and operate
such devices effectively, it is critical to quantify the thermal con-
ductivities for thin films of polysilicon, which differ substan-
tially from those of bulk silicon. Depending on the application,
polysilicon is deposited and doped using different techniques,
which affect the microstructure and thus the observed thermal
conductivity of the resulting material. The thermal conductivi-
ties of polysilicon layers depend on the deposition process de-
tails [3], the grain size and shape, and the concentration and
type of dopant atoms. While several researchers have reported
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thermal conductivity data for doped polysilicon [3]–[12], these
data are difficult to compare because the impurity concentra-
tions and grain sizes are not precisely known. At present, it is
not possible to predict the thermal conductivity that will result
from a given impurity concentration and microstructure.
The thermal conductivities of single-crystal silicon layers

have been previously investigated [1], [13]–[15]. Asheghi et al.
[1], [14] found that, at temperatures below 200 K, the thermal
conductivities of intrinsic silicon layers of thicknesses ranging
from 0.42 m to 1.60 m were significantly less than those of
bulk silicon due to phonon scattering on the layer boundaries.
Phonons are the energy quanta of lattice vibrational waves and
are the main energy carriers in dielectric materials. Ju et al.
[15] observed that the thermal conductivity of intrinsic silicon
layers of thickness near 100 nm was reduced by up to 50% at
room temperature. For phosphorus and boron-doped silicon
layers with impurity concentrations higher than
cm , impurity scattering causes a further reduction in thermal
conductivity compared to pure silicon layers, particularly at low
temperatures [13]. Specifically, for layers of 3 m thickness
with phosphorus and boron concentrations of
cm , the conductivities at 20 K are reduced by factors of
approximately two and four, respectively, with the difference
resulting from the disparity in mass of the two impurity types.
In contrast to the case for single-crystal silicon, polysilicon

films contain grain boundaries which strongly scatter phonons,
reducing the thermal conductivity. Phonon scattering at grain
boundaries is difficult to model, because the transmission prob-
ability for phonons through grain boundaries depends on the rel-
ative orientations of the bounding crystals and on the concen-
tration of related defects near the boundary [16]. The thermal
conductivity of undoped polysilicon layers has been measured
from 20 K to 320 K [17] to isolate the effect of grain boundary
scattering, which causes the largest thermal conductivity re-
duction at very low temperatures. This study included results
for two layers, one of which was grown as polysilicon, while
the other was deposited as amorphous silicon and subsequently
annealed to allow recrystallization. The polysilicon grain size
and shape varied significantly between these two layers. The
observed thermal conductivities of both undoped polysilicon
layers were one order of magnitude lower than those for un-
doped single-crystal silicon layers, but the amorphous recrys-
tallized polysilicon layer had a higher thermal conductivity than
the as-grown polysilicon due to larger grain sizes resulting from
the high-temperature anneal.
Data for undoped polysilicon is of limited use in determining

the thermal properties of doped polysilicon. Dopant atoms and
their associated free electrons or holes contribute to phonon
scattering [18], and the presence of dopants also affects the
growth and size distribution of grains. N-type dopants, such

1057–7157/01$10.00 © 2001 IEEE
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The thermal conductivities of individual single crystalline intrinsic Si nanowires with diameters of
22, 37, 56, and 115 nm were measured using a microfabricated suspended device over a temperature
range of 20–320 K. Although the nanowires had well-defined crystalline order, the thermal
conductivity observed was more than two orders of magnitude lower than the bulk value. The strong
diameter dependence of thermal conductivity in nanowires was ascribed to the increased
phonon-boundary scattering and possible phonon spectrum modification. © 2003 American
Institute of Physics. #DOI: 10.1063/1.1616981$

One-dimensional !1D" materials such as various kinds of
nanowires and nanotubes have attracted considerable atten-
tion due to their potential application in electronic and en-
ergy conversion devices.1–4 In contrast with the extensive
studies on electron transport, investigation of phonon trans-
port in 1D nanostructures5–9 has been initiated only recently.
When crystalline solids are confined to the nanometer range,
phonon transport within them can be significantly altered due
to various effects, namely !i" increased boundary scattering;
!ii" changes in phonon dispersion relation; and !iii" quantiza-
tion of phonon transport. For example, theoretical studies7,8
have suggested that, as the diameter of a Si nanowire be-
comes smaller than 20 nm, the phonon dispersion relation
could be modified due to phonon confinement, such that the
phonon group velocities would be significantly less than the
bulk value. Molecular dynamics simulations9 have shown
that, for wires of nanometer diameter, the thermal conduc-
tivities could be two orders of magnitude smaller than that of
bulk silicon. However, to the best of our knowledge, no sys-
tematic experimental results have been reported on the ther-
mal conductivities of Si nanowires. It is, therefore, important
to experimentally validate these theoretical predictions to un-
derstand the underlying physics. In addition, a deeper under-
standing of thermal transport in nanostructures also has prac-
tical implications10 in the design and performance of modern
microelectronic devices that have sub-100 nm features and
recently proposed nanowire-based thermoelectric devices.
For these reasons, we report in this letter a systematic experi-

mental study of the size effect on Si nanowire thermal con-
ductivity. Results show that Si nanowire thermal conductiv-
ity is much lower than the corresponding bulk value, which
can be explained by increased phonon boundary scattering.
Furthermore, the experimental results for a 22 nm diam sili-
con nanowire shows that the low-temperature behavior of its
thermal conductivity significantly deviates from Debye T3
law, which suggests possible changes in the phonon disper-
sion relation due to confinement.

Figure 1 shows a typical microdevice used in our experi-
ments. An individual Si nanowire thermally connects two
suspended microfabricated microstructures. The suspended
microstructure consists of two silicon nitride (SiNx) mem-

a"Electronic mail: majumdar@me.berkeley.edu

FIG. 1. SEM image of the suspended heater. The lower inset shows a 100
nm Si nanowire bridging the two heater pads, with wire-pad junctions
wrapped with amorphous carbon deposits !shown by arrows". The scale bar
in the inset represents 2 %m.
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branes each suspended by five SiNx beams that are 420 !m
long and 0.5 !m thick. A thin Pt resistance coil and a sepa-
rate Pt electrode are patterned onto each membrane. Each
resistor is electrically connected to four contact pads by the
metal lines on the suspended legs, thus enabling four-point
measurement of the voltage drop and resistance of the resis-
tor. Each Pt resistor can serve as a heater to increase the
temperature of the suspended island, as well as a resistance
thermometer to measure the temperature of each island.

The Si nanowires were synthesized by the vapor–
liquid–solid method,11 in which Au clusters were used as a
solvent at high temperature. The Si and Au formed a liquid
alloy and when the alloy became supersaturated with Si, Si
nanowires grew by precipitation at the liquid–solid interface.
A high-resolution transmission electron microscopy "TEM#
investigation "see Fig. 2# showed that the Si nanowires were
single crystalline and grew along the $111% direction. The
wire diameters fell in the range of 10–200 nm and the
lengths were several microns.

Once synthesized, the nanowires were first dispersed in
isopropanol by sonication, and then drop cast onto suspended
heater devices. After drying the solvent, we found that an
individual nanowire often bridged the two islands. In order
to improve thermal contact between the wires and the sus-
pended devices, amorphous carbon films were locally depos-
ited at the nanowire–heater pad junctions with a scanning
electron microscope "SEM# as shown in the inset of Fig. 1.

All the measurements were carried out at a high vacuum
level of &2!10"6 Torr and temperature ranging up to 320
K to suppress residual gas conduction and radiation loss. A
detailed description of the measurement technique and un-
certainty analysis is summarized elsewhere.12,13 Briefly, bias
voltage applied to one of the resistors, Rh , creates Joule
heating and increases the temperature, Th , of the heater is-
land above the thermal bath temperature, T0 . Under steady
state, part of the heat will flow through the nanowire to the
other resistor, Rs , and raise its temperature, Ts . By solving
the heat transfer equations of the system,13 denoting the ther-
mal conductance of the wire Gw and the suspending legs Gl ,
we have

Th#T0$
Gl$Gw

Gl"Gl$2Gw#
P

and

Ts#T0$
Gw

Gl"Gl$2Gw#
P ,

where P#I2(Rh$Rl /2). Here Rl is the total electrical lead
resistance of Pt lines that connects the heater coil. From the
slopes of Th and Ts vs P , the thermal conductivity of the
bridging nanowire can be estimated after considering the di-
ameter and length of the wires. In the experiments, the I–V
curve is measured as the dc current I is slowly ramped up to
a value in the range of 6–12 !A depending on T0 . The
maximum power dissipation on the heating membrane is be-
low 1 !W and the maximum rise in temperature on the heat-
ing side is below 5 K.

The measured thermal conductance includes the thermal
conductance of the junction between the nanowire and the
suspended islands in addition to the intrinsic thermal conduc-
tance of the nanowire itself. We have estimated the thermal
conductance of the junctions with the carbon deposition, and
found that the junction contribution is less than 15% of the
total thermal transport barrier.13

Shown in Fig. 3"a# are the measured thermal conductivi-
ties for intrinsic single-crystalline Si nanowires of different
diameters "22, 37, 56, and 115 nm#. Compared to the thermal
conductivity of bulk Si,14 there are two important features
that are common to all the nanowires we measured: "i# The
measured thermal conductivities are about two orders of
magnitude lower than that of the bulk and, as the wire diam-
eter is decreased, the corresponding thermal conductivity is

FIG. 2. High-resolution TEM image of a 22 nm single crystal Si nanowire.
The inset is a selected area electron diffraction pattern of the nanowire.

FIG. 3. "a# Measured thermal conductivity of different diameter Si nanow-
ires. The number beside each curve denotes the corresponding wire diam-
eter. "b# Low temperature experimental data on a logarithmic scale. Also
shown are T3, T2, and T1 curves for comparison.
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The thermal conductivities of individual single crystalline intrinsic Si nanowires with diameters of
22, 37, 56, and 115 nm were measured using a microfabricated suspended device over a temperature
range of 20–320 K. Although the nanowires had well-defined crystalline order, the thermal
conductivity observed was more than two orders of magnitude lower than the bulk value. The strong
diameter dependence of thermal conductivity in nanowires was ascribed to the increased
phonon-boundary scattering and possible phonon spectrum modification. © 2003 American
Institute of Physics. #DOI: 10.1063/1.1616981$

One-dimensional !1D" materials such as various kinds of
nanowires and nanotubes have attracted considerable atten-
tion due to their potential application in electronic and en-
ergy conversion devices.1–4 In contrast with the extensive
studies on electron transport, investigation of phonon trans-
port in 1D nanostructures5–9 has been initiated only recently.
When crystalline solids are confined to the nanometer range,
phonon transport within them can be significantly altered due
to various effects, namely !i" increased boundary scattering;
!ii" changes in phonon dispersion relation; and !iii" quantiza-
tion of phonon transport. For example, theoretical studies7,8
have suggested that, as the diameter of a Si nanowire be-
comes smaller than 20 nm, the phonon dispersion relation
could be modified due to phonon confinement, such that the
phonon group velocities would be significantly less than the
bulk value. Molecular dynamics simulations9 have shown
that, for wires of nanometer diameter, the thermal conduc-
tivities could be two orders of magnitude smaller than that of
bulk silicon. However, to the best of our knowledge, no sys-
tematic experimental results have been reported on the ther-
mal conductivities of Si nanowires. It is, therefore, important
to experimentally validate these theoretical predictions to un-
derstand the underlying physics. In addition, a deeper under-
standing of thermal transport in nanostructures also has prac-
tical implications10 in the design and performance of modern
microelectronic devices that have sub-100 nm features and
recently proposed nanowire-based thermoelectric devices.
For these reasons, we report in this letter a systematic experi-

mental study of the size effect on Si nanowire thermal con-
ductivity. Results show that Si nanowire thermal conductiv-
ity is much lower than the corresponding bulk value, which
can be explained by increased phonon boundary scattering.
Furthermore, the experimental results for a 22 nm diam sili-
con nanowire shows that the low-temperature behavior of its
thermal conductivity significantly deviates from Debye T3
law, which suggests possible changes in the phonon disper-
sion relation due to confinement.

Figure 1 shows a typical microdevice used in our experi-
ments. An individual Si nanowire thermally connects two
suspended microfabricated microstructures. The suspended
microstructure consists of two silicon nitride (SiNx) mem-

a"Electronic mail: majumdar@me.berkeley.edu

FIG. 1. SEM image of the suspended heater. The lower inset shows a 100
nm Si nanowire bridging the two heater pads, with wire-pad junctions
wrapped with amorphous carbon deposits !shown by arrows". The scale bar
in the inset represents 2 %m.
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Device Design 

 Figure S1 (A and B) shows the layout schematic used for electron beam lithography 

(EBL) patterning of the suspended device for thermal measurement of a single-layer graphene 

(SLG) ribbon supported on the central 300-nm thick suspended silicon dioxide (SiO
2
) beam. 

Each of the two ends of the central SLG/SiO
2
 beam is joined by one straight and one U-shaped 

Au/Cr resistance thermometer (RT) line supported by suspended SiO
2
 beams. For the straight RT 

lines (RT 2 and RT 3 in Fig. S1A), the underlying SiO
2
 beam is 2 Pm wide and 120 Pm long. For 

the U-shaped RT lines (RT 1 and RT 4), the underlying SiO
2
 beam is 4 Pm wide and 60 Pm long. 

During the thermal measurement, a direct current (I) passes through one U-shaped RT line (RT 

1). 

 

Fig. S1. EBL layout schematic (A-B) and thermal circuit (C) of the suspended device for thermal 

measurement of a SLG ribbon (green rectangle in B) supported on a SiO
2
 beam. The light blue layer is 

300-nm thick SiO
2
 film. The dark blue layer is the etching pit made in the SiO

2
 film and the Si substrate 

for suspending the measurement device. The yellow layer is four 1-Pm wide Au/Cr RT lines (RT 1, RT 2, 

RT 3, and RT 4) and their contact pads.  

 

errors is an important empirical question ripe for
investigation.

The ability to evaluate current information
on the basis of its age and to judge how valuable
that information might be in the future, given
knowledge of rates of environmental change, is
also highlighted by the tournament. There is lim-
ited empirical evidence that animals are able to
discount information on the basis of the time
since it was acquired (38), but little doubt that
humans are capable of such computation. Our
tournament suggests that the adaptive use of
social learning could be critically linked to such
cognitive abilities. There are obvious parallels
with the largely open question of mental time
travel, the ability to project current conditions into
the future, in nonhumans (39), raising the hypoth-
esis that this cognitive ability could be one factor
behind the gulf between human culture and any
nonhuman counterpart. A critical next step will
be to evaluate experimentally to what extent hu-
man behavior mirrors that of the tournament
strategies [e.g., (40)]. By drawing attention to the
importance of adaptive filtering by the copied
individual and temporal discounting by the copier,
the tournament helps to explain both why social
learning is common in nature and why human
beings happen to be so good at it.
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Two-Dimensional Phonon Transport
in Supported Graphene
Jae Hun Seol,1 Insun Jo,2 Arden L. Moore,1 Lucas Lindsay,3,4 Zachary H. Aitken,5
Michael T. Pettes,1 Xuesong Li,1,6 Zhen Yao,2 Rui Huang,5 David Broido,3 Natalio Mingo,7
Rodney S. Ruoff,1,6 Li Shi1,6*
The reported thermal conductivity (k) of suspended graphene, 3000 to 5000 watts per meter per
kelvin, exceeds that of diamond and graphite. Thus, graphene can be useful in solving heat
dissipation problems such as those in nanoelectronics. However, contact with a substrate could
affect the thermal transport properties of graphene. Here, we show experimentally that k of
monolayer graphene exfoliated on a silicon dioxide support is still as high as about 600 watts per
meter per kelvin near room temperature, exceeding those of metals such as copper. It is lower
than that of suspended graphene because of phonons leaking across the graphene-support
interface and strong interface-scattering of flexural modes, which make a large contribution to
k in suspended graphene according to a theoretical calculation.

Since graphene was first exfoliated from
graphite and studied on dielectric substrates
in 2004 (1), the monatomic layer of carbon

atoms has attracted great interest for electronic
applications because of superior charge mobility
(2) and mechanical strength (3), as well as its

compatibility with existing planar silicon devices.
Other carbon allotropes, including diamond (4),
graphite (5), and carbon nanotubes (CNTs) (6–8),
have the highest thermal conductivity (k) values
reported because the strong bonding of the light
carbon atoms results in a large phonon contribu-
tion to k despite a much smaller electronic
component. For similar reasons, graphene is
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~20,000 cm2/Vs (Fig. 2A) is obtained, comparable
to the highest electron mobility values reported for
oxide-supported SLG (12, 16), thus suggesting
similar sample quality.

For the kmeasurement, the thermal resistance
of each RT line including the SiO2 beam is the
same and was obtained as (13)

Rb ¼ 2
DT1,m þ DT2,m þ DT3,m þ DT4,m

Q
ð2Þ

where Q is the electrical heating in RT 1. The
thermal resistance of the central beam is found
from the thermal circuit as

Rs ¼ Rb
DT2,m − DT3,m
DT3,m þ DT4,m

ð3Þ

and was several orders of magnitude higher than
the calculated interface thermal resistance be-
tween the SLG and the electrode or the SiO2 (13).
The thermal conductance (G ≡ 1/Rs) of the cen-
tral beamwas measured before and after the SLG
was etched away in oxygen plasma. The mea-
sured G after etching was considerably smaller
than that before etching for T above 80 K, below
which the difference decreases to near the mea-
surement uncertainty (Fig. 3). The difference in
G before and after the etching is attributed to the
thermal conductance of the SLG, Gg. We follow
the convention to obtain k =GgL/Wt, where we use
the interlayer spacing in graphite as the SLG
thickness, t = 0.335 nm. The results are similar
for the three samples (Fig. 4). For G2, the room-
temperature k of 579 T 34Wm−1 K−1 is about
a factor of 3.4 lower than the highest reported
basal-plane value of pyrolytic graphite (PG) (5).
The appearance of the peak k position at a much
higher T ≈ 300 K in the supported SLG than
T ≈ 140 K in the PG suggests that phonon
scattering is dominated by substrate interaction
and umklapp scattering at below and above 300K,
respectively.

Interestingly, Klemens (17) had envisioned
the feasibility of our thermal measurements
several years before SLG was first exfoliated
onto SiO2 (1). He suggested that phonons leaking
from supported SLG into the substrate would
suppress the contribution of low-frequency
phonons and reduce k by 20 to 50%. In SLG,
the longitudinal (LA) and in-plane transverse
(TA) acoustic branches are linear, whereas the
out-of-plane ZA branch shows a quadratic
dependence of the frequency (w) on the wave
vector. The contribution to k from the ZA branch
would be negligible based on a relaxation time
approximation (RTA) model (18) because of the
small group velocity and large umklapp scatter-
ing rate (tu

−1) calculated from an expression de-
rived by Klemens and Pedraza (19).

In addition to a long wavelength approxima-
tion and the assumptions of a linear branch and
high T, Klemens and Pedraza cautioned that the
greatest uncertainty in their tu

−1 expression stems
from the inaccuracy of the assumed three-phonon
scattering phase space that was not explicitly
calculated (19). To address this problem, we
carried out full quantum mechanical calculations
of both normal and umklapp three-phonon scattering
processes in SLG throughout the Brillouin zone
(13). Through the calculations of the three-phonon

matrix elements, we obtain a selection rule for
three-phonon scattering, which requires that an
even number of ZA phonons be involved in each
process as a consequence of the reflection
symmetry in flat 2D SLG (13). We note that this
selection rule was not used in a recent calculation
(20), whereas an analogous selection rule has been
found for electron-ZA phonon scattering in SLG
(21). This selection rule strongly restricts the
phase space for umklapp scattering of ZA
phonons in flat SLG. We also find that this
selection rule applies in large-radius single-
walled CNTs whose curvature is comparable to
that of ripples that can form in SLG. We have
incorporated this selection rule in an exact
numerical solution of the linearized phononBoltz-
mann transport equation (BTE) for SLG. Our
BTE approach is similar to that used recently for
nanotubes (22). We find that the ZA modes can
contribute as much as 77% and 86% of the total
calculated k at 300 K and 100K, respectively, for
a 10-mm-long suspended SLGwith specular edges
and 1.1% C13 isotopic impurities (13). The cal-
culated k for the suspended SLG is about a factor
of 5 and 1.5 higher than the measured k of the
supported SLG and the PG, respectively, at T ≈
300 K (Fig. 4).

Scanning probe microscopy measurements
have found that SLG exfoliated on SiO2 is
partially conformal to the surface roughness
(23) and partly suspended between hills on the
surface (24). These experiments consistently
obtained a substrate-induced correlation length
in SLG of ~30 nm, which gives a measure of the
average center-to-center separation (s) between
adjacent hills in intimate contact with the SLG.
Perturbation theory yields an approximate ex-
pression for the scattering rate due to phonon
leakage back and forth across the contact patches
as t−1sub;jºrjðwÞK2

j =w
2, where rj(w) depends on

the phonon density of states, andKj is the average
van der Waals (vdW) interatomic force constant
between the SLG and the SiO2 support for
polarization j = ZA, TA, or LA (13). A similar
frequency dependence has been obtained for
phonon transmission across a vdW interface
between two half spaces (25). In our case, the
expression accounts for parallel momentum not
being conserved due to the amorphous structure
of the SiO2 support. The obtained t−1sub;j increases
with the diameter (d) of the contact patches and
the d to s ratio (13).

Based on the interlayer vdW energy G0 ≈
0.1 J/m2 in graphite and the measured average
SLG-SiO2 separation h0 ≈ 0.42 nm reported in
(23), we calculate KZA = 27SaG0/h0

2 ≈ 0.4 N/m,
where Sa is the area occupied by one carbon atom
in graphene (13). The interface force constant
KLATA for the in-plane LA and TA modes is
generally smaller than KZA (26), especially for
an amorphous substrate. At the upper limit of
KLATA= KZA = 0.46 N/m and d = s = 30 nm, the
BTE model obtains a k value close to the mea-
sured value at 300 K, and yields a large ZA contri-
bution (13). However, the calculated k increases

Fig. 3. Measured thermal conductance of G2
before (solid downward triangles) and after (un-
filled upward triangles) the SLG was etched, with
the difference being the contribution from the SLG
(circles).

Fig. 4. Measured thermal conductivity of G1, G2,
and G3 together with the highest reported values
of PG (5), the BTE calculation results of suspended
SLG (black solid line) and supported SLG with
KLATA = 0 and KZA = 0.73 N/m (blue solid line) or
KLATA = KZA = 0.46 N/m (blue dashed line), the
RTA calculation result (red dashed-dotted line) for
supported SLG with KLATA = 0.8 N/m. Specular
edges are assumed in the calculations. For sup-
ported SLG, s = d = 30 nm, and the calculation
results are insensitive to edge specularity and can
be reproduced with decreased d/s and increased
KZA for the same KLATA/KZA.

www.sciencemag.org SCIENCE VOL 328 9 APRIL 2010 215

REPORTS

 o
n 

Ap
ril

 1
4,

 2
01

0 
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 



Steady	
  state	
  vs.	
  transient	
  

Steady	
  state	
  =	
  The	
  Fourier	
  Law	
   Transient	
  =	
  The	
  Heat	
  Equa7on	
  

q = �@T
@z

⇢C @T
@t = @2T

@z2 + q(t)

Heat	
  capacity	
  
enters	
  the	
  
picture	
  

The	
  source	
  
term	
  can	
  make	
  
a	
  difference	
  

Source	
  can	
  be	
  “single	
  shot/impulse”	
  or	
  
“periodic”	
  

Steady	
  state,	
  or	
  long	
  1me,	
  experiments,	
  are	
  
subjected	
  to	
  MAJOR	
  convec1on	
  and	
  conduc1on	
  

losses.	
  	
  High	
  T	
  issues	
  (i.e.,	
  RT	
  and	
  above)	
  



Transient	
  measurements	
  
“RC”	
  techniques	
  

⇢C @T
@t = @2T

@z2 + q(t)

Solu7on	
  results	
  in	
  
“thermal”	
  7me	
  
constant	
  in	
  

exponen7al	
  decay	
  

�T (t) = �T0 exp


�t

⌧

�

⌧ =
CV

Ah Thermal	
  
conductance	
  

How	
  does	
  ΔT(t)	
  change	
  with	
  C,	
  V,	
  A,	
  and	
  h?	
  



Transient	
  measurements	
  

!s"x #!0 (5)

where F is the fluence, R is the reflectance, and $ is energy depo-
sition depth. In reality, the initial temperature profile will be more
uniform across the metal film due to increased thermal diffusion
that results from nonequilibrium heating during the first few pico-
seconds %25&. To account for the initial nonequilibrium between
electron and phonon systems, a more sophisticated model could
be used, but it turns out to have little impact on the decay after
100 ps, which is of interest for measuring the TBR. Equation "5#
assumes that the initial heating of the substrate is negligible. This
assumption is valid when the metal film thickness is two or more
times greater than the optical penetration depth and the substrate
has a small optical absorption coefficient and a significant thermal
conductivity.
At the interface (x!d), the conductive heat flux of the sub-

strate and film are equal to the heat transport across the interface,
so the system is subject to the following boundary conditions:

"k f
'! f

'x "x!d #!("! f"!s# (6)

"ks
'!s
'x "x!d #!("! f"!s# (7)

where ( is the TBC. For the nanosecond time regime considered,
the convective and radiative losses from the surface of the metal
film "at x!0) are negligible. The substrate is treated as semi-
infinite, because less than 2 )m of the substrate are influenced by
the temperature rise on the 1–2 ns timescale of the experiment.
In order to resolve the thermal boundary conductance, the time

constant for the film should be significantly smaller than the time
constant associated with the interface, otherwise it will be difficult
to extract the TBC from the thermal diffusion in the film. The time
constant, *, associated with diffusion of heat in the film can be
approximated using:

*+
d2

,
(8)

where , is the effective diffusivity of the metal film, and d is the
film thickness. The interface time constant is given by

* i!
Cfd
(

(9)

for highly conductive substrates %11&. Thus, this model and experi-
mental technique is limited to situations in which the following
applies:

*

* i
!
d(

k f
#1 (10)

Practically, this means that for metals with interfaces having
(+2$108 W/m2 K, films are restricted to thicknesses less than
100 nm. Also, the interface time constant, * i , should be less than
or on the order of the TTR scan length in order to resolve the
TBR. Thus, for scan lengths of 1–2 ns, metal films should be 100
nm thick or less.
Another criteria for the applicability of using the TTR method

to resolve the TBC is that the substrate must have a significant
thermal conductivity %26&. Energy transferred across the interface
should not induce a large temperature change in the substrate;
otherwise the decay observed will be dominated by the thermal
resistance of the substrate and not the thermal boundary resis-
tance. High thermal conductivity also reduces issues associated
with steady-state heating. This criterion eliminates the use of
glasses for substrate materials.
Equations "2# and "3# subject to Eqs. "4#–"7# are numerically

solved using the Crank–Nicolson method. Figure 2 shows the
temperature response of a 30 nm thick aluminum film on a sap-
phire substrate using a TBC of 1.05$108 W/m2 K reported by
Stoner and Maris %11&. The dashed lines show the change in the
cooling profile resulting in a change in the TBC of %50% indi-
cating how sensitive the model is to the value used for the TBC
even for a fairly low thermal conductance substrate, such as sap-
phire. Because the model is sensitive to the TBC, it should pro-
vide a high degree of confidence in determining the TBR from
experimental data assuming all other inputs are well known. For
substrates with higher thermal conductivities compared to sap-
phire, the differences between the cooling profile for a given TBC
and uncertainty of %50% is even more significant.
In addition to being sensitive to the TBR, the model is also

sensitive to uncertainties in the film heat capacity and thickness.
The thermal response is only weakly dependent on the uncertain-
ties of thermal conductance and capacitance of the substrate and
the thermal conductance of the film. This is discussed in more
detail in the Results section.

Fig. 2 Modeled thermal response of 30 nm Al film on a sapphire substrate
with !Ä1.05Ã108 WÕm2 K. The dotted lines are the thermal response for the
same film with Á50% change in !.
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Steady	
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Thermal	
  effusivity	
  
Thermal	
  effusivity	
  
From	
  Wikipedia,	
  the	
  free	
  encyclopedia	
  
	
  
A	
  material's	
  thermal	
  effusivity	
  is	
  a	
  measure	
  of	
  its	
  ability	
  to	
  exchange	
  thermal	
  energy	
  
with	
  its	
  surroundings.	
  
	
  
If	
  two	
  semi-­‐infinite	
  bodies	
  ini1ally	
  at	
  temperatures	
  T1	
  and	
  T2	
  are	
  brought	
  in	
  perfect	
  
thermal	
  contact,	
  the	
  temperature	
  at	
  the	
  contact	
  surface	
  Tm	
  will	
  be	
  given	
  by	
  their	
  
rela1ve	
  effusivi1es.	
  	
  
	
  
	
  
	
  
	
  
This	
  expression	
  is	
  valid	
  for	
  all	
  1mes	
  for	
  semi-­‐infinite	
  bodies	
  in	
  perfect	
  thermal	
  
contact.	
  It	
  is	
  also	
  a	
  good	
  first	
  guess	
  for	
  the	
  ini1al	
  contact	
  temperature	
  for	
  finite	
  
bodies.	
  

Tm = T1 + (T2 � T1)
E2

E1+E2



Notes	
  on	
  heat	
  capacity	
  
So	
  if	
  C	
  is	
  well	
  known,	
  then	
  k	
  can	
  be	
  “inferred”	
  with	
  

transient	
  measurements	
  

•  In	
  many	
  cases,	
  C	
  is	
  well	
  known	
  from	
  careful	
  measurements	
  on	
  bulk	
  materials	
  

•  When	
  scaled	
  for	
  porosity,	
  C	
  is	
  ~	
  independent	
  of	
  microstructure	
  (i.e.,	
  only	
  
atomic	
  density	
  is	
  important)	
  

•  Materials	
  with	
  similar	
  bonding	
  and	
  atomic	
  weights	
  have	
  similar	
  heat	
  capaci1es	
  

•  Electronic	
  heat	
  capacity	
  is	
  too	
  small	
  to	
  macer	
  in	
  most	
  considera1ons	
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•  For	
  many	
  semiconductors,	
  classical	
  equipar11on	
  is	
  a	
  good	
  approxima1on	
  for	
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  at	
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requires an understanding of solid-state chemistry, high-temperature 
electronic and thermal transport measurements, and the underlying 
solid-state physics. These collaborations have led to a more complete 
understanding of the origin of good thermoelectric properties.

There are unifying characteristics in recently identified high-zT 
materials that can provide guidance in the successful search for new 
materials. One common feature of the thermoelectrics recently 
discovered with zT>1 is that most have lattice thermal conductivities 
that are lower than the present commercial materials. Thus the 
general achievement is that we are getting closer to a ‘phonon glass’ 
while maintaining the ‘electron crystal.’ These reduced lattice thermal 
conductivities are achieved through phonon scattering across 
various length scales as discussed above. A reduced lattice thermal 
conductivity directly improves the thermoelectric efficiency, zT, 
(equation (4)) and additionally allows re-optimization of the carrier 
concentration for additional zT improvement (Fig. 1b).

There are three general strategies to reduce lattice thermal 
conductivity that have been successfully used. The first is to scatter 
phonons within the unit cell by creating rattling structures or 
point defects such as interstitials, vacancies or by alloying27. The 
second strategy is to use complex crystal structures to separate the 
electron-crystal from the phonon-glass. Here the goal is to be able 
to achieve a phonon glass without disrupting the crystallinity of the 
electron-transport region. A third strategy is to scatter phonons at 
interfaces, leading to the use of multiphase composites mixed on the 
nanometre scale5. These nanostructured materials can be formed as 
thin-film superlattices or as intimately mixed composite structures.

COMPLEXITY THROUGH DISORDER IN THE UNIT CELL

There is a long history of using atomic disorder to reduce the lattice 
thermal conductivity in thermoelectrics (Box 2). Early work by 

To best assess the recent progress and prospects in thermoelectric 
materials, the decades of research and development of the established 
state-of-the-art materials should also be considered. By far the most 
widely used thermoelectric materials are alloys of Bi2Te3 and Sb2Te3. 
For near-room-temperature applications, such as refrigeration and 
waste heat recovery up to 200 °C, Bi2Te3 alloys have been proved 
to possess the greatest figure of merit for both n- and p-type 
thermoelectric systems. Bi2Te3 was first investigated as a material 
of great thermoelectric promise in the 1950s12,16–18,84. It was quickly 
realized that alloying with Sb2Te3 and Bi2Se3 allowed for the fine tuning 
of the carrier concentration alongside a reduction in lattice thermal 
conductivity. The most commonly studied p-type compositions 
are near (Sb0.8Bi0.2)2Te3 whereas n-type compositions are close to 
Bi2(Te0.8Se0.2)3. The electronic transport properties and detailed defect 
chemistry (which controls the dopant concentration) of these alloys 
are now well understood thanks to extensive studies of single crystal 
and polycrystalline material85,86. Peak zT values for these materials 
are typically in the range of 0.8 to 1.1 with p-type materials achieving 
the highest values (Fig. B2a,b). By adjusting the carrier concentration 
zT can be optimized to peak at different temperatures, enabling the 
tuning of the materials for specific applications such as cooling or 
power generation87. This effect is demonstrated in Fig. B2c for PbTe.

For mid-temperature power generation (500–900 K), 
materials based on group-IV tellurides are typically used, 
such as PbTe, GeTe or SnTe12,17,18,81,88. The peak zT in optimized 
n-type material is about 0.8. Again, a tuning of the carrier 
concentration will alter the temperature where zT peaks. Alloys, 
particularly with AgSbTe2, have led to several reports of zT > 1 
for both n-type and p-type materials73,89,90. Only the p-type alloy 
(GeTe)0.85(AgSbTe2)0.15, commonly referred to as TAGS, with 
a maximum zT greater than 1.2 (ref. 69), has been successfully 
used in long-life thermoelectric generators. With the advent of 
modern microstructural and chemical analysis techniques, such 
materials are being reinvestigated with great promise (see section 
on nanomaterials).

Successful, high-temperature (>900 K) thermoelectric generators 
have typically used silicon–germanium alloys for both n- and p-type 
legs. The zT of these materials is fairly low, particularly for the p-type 
material (Fig. B2b) because of the relatively high lattice thermal 
conductivity of the diamond structure.

For cooling below room temperature, alloys of BiSb have been 
used in the n-type legs, coupled with p-type legs of (Bi,Sb)2(Te,Se)3 
(refs 91,92). The poor mechanical properties of BiSb leave much 
room for improved low-temperature materials.

Box 2 State-of-the-art high-zT materials
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Figure B2 Figure-of-merit zT of state-of-the-art commercial materials and those used or being developed by NASA for thermoelectric power generation. a, p-type and 
b, n-type. Most of these materials are complex alloys with dopants; approximate compositions are shown. c, Altering the dopant concentration changes not only the peak 
zT but also the temperature where the peak occurs. As the dopant concentration in n-type PbTe increases (darker blue lines indicate higher doping) the zT peak increases 
in temperature. Commercial alloys of Bi2Te3 and Sb2Te3 from Marlow Industries, unpublished data; doped PbTe, ref. 88; skutterudite alloys of CoSb3 and CeFe4Sb12 from 
JPL, Caltech unpublished data; TAGS, ref. 69; SiGe (doped Si0.8Ge0.2), ref. 82; and Yb14MnSb11, ref. 45.
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materials, the decades of research and development of the established 
state-of-the-art materials should also be considered. By far the most 
widely used thermoelectric materials are alloys of Bi2Te3 and Sb2Te3. 
For near-room-temperature applications, such as refrigeration and 
waste heat recovery up to 200 °C, Bi2Te3 alloys have been proved 
to possess the greatest figure of merit for both n- and p-type 
thermoelectric systems. Bi2Te3 was first investigated as a material 
of great thermoelectric promise in the 1950s12,16–18,84. It was quickly 
realized that alloying with Sb2Te3 and Bi2Se3 allowed for the fine tuning 
of the carrier concentration alongside a reduction in lattice thermal 
conductivity. The most commonly studied p-type compositions 
are near (Sb0.8Bi0.2)2Te3 whereas n-type compositions are close to 
Bi2(Te0.8Se0.2)3. The electronic transport properties and detailed defect 
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are typically in the range of 0.8 to 1.1 with p-type materials achieving 
the highest values (Fig. B2a,b). By adjusting the carrier concentration 
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tuning of the materials for specific applications such as cooling or 
power generation87. This effect is demonstrated in Fig. B2c for PbTe.

For mid-temperature power generation (500–900 K), 
materials based on group-IV tellurides are typically used, 
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particularly with AgSbTe2, have led to several reports of zT > 1 
for both n-type and p-type materials73,89,90. Only the p-type alloy 
(GeTe)0.85(AgSbTe2)0.15, commonly referred to as TAGS, with 
a maximum zT greater than 1.2 (ref. 69), has been successfully 
used in long-life thermoelectric generators. With the advent of 
modern microstructural and chemical analysis techniques, such 
materials are being reinvestigated with great promise (see section 
on nanomaterials).

Successful, high-temperature (>900 K) thermoelectric generators 
have typically used silicon–germanium alloys for both n- and p-type 
legs. The zT of these materials is fairly low, particularly for the p-type 
material (Fig. B2b) because of the relatively high lattice thermal 
conductivity of the diamond structure.

For cooling below room temperature, alloys of BiSb have been 
used in the n-type legs, coupled with p-type legs of (Bi,Sb)2(Te,Se)3 
(refs 91,92). The poor mechanical properties of BiSb leave much 
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•  At	
  high	
  temperatures,	
  anharmonicity	
  also	
  increases	
  the	
  heat	
  capacity	
  
	
  
•  Thermal	
  expansion	
  causes	
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  modes	
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(10) the TA(X) and TA(L) mode Griineisen parameters
of Si, diamond, and Ge. The results are listed in Table I.
Our model predicts that the TA modes have negative
Gruneisen behavior in Si and Ge but not in diamond.
The reason for the difference is that the directional co-
valent bonding is much stronger in diamond than in Si.
Thus the angular forces are dominant in diamond and
our analysis indicates that noncentral forces favor posi-
tive Gruneisen behavior. For negative thermal expan-
sion, the angular forces should be weak but not absent,
because otherwise the diamond structure would not be
stable at all.
The above model can also be applied to the discussion

of thermal expansion of zinc-blende semiconductors, al-
though the analysis will be much more complicated be-
cause of the unequal masses of the atoms in the zinc-
blende structure. However, in such cases, we expect
tight-binding calculations will still give accurate answers.
In summary, we have shown that detailed calculations

based on a simple tight-binding model can provide accu-
rate thermal expansion results (for Si and diamond). We
have given a microscopic analysis of the origin of the
anomalous mode [TA(X) and TA(L)] Gruneisen parame-
ters in Si. Our analysis provides a simple explanation of
the negative thermal-expansion behavior in Si and the
difference in thermal-expansion behavior of diamond and
Si. We hope our work will provide a basis for consider-

TABLE I. The Griineisen parameters y&A(x) and y&A(L) for
Si, diamond, and Ge are calculated from Eq. (10). The estimat-
ed y&A(x) and y&A(L) are compared with experimental data (Ref.
1) and tight-binding calculation results.

y~A(x) (TB calc.)
yTA(x) (expt )
1 TA(X) Ãq (10)l

Si
—1.08—1.4—1.67

Diamond

0.042

0.017
—1.53—1.08

y-fA(L) (TB calc.)
y TA(L) (expt )
y~~ILI [Eq. (10)]

—1.15—1.3—1.54

—0.047
—0.060

—0.4—0.77

ing thermal-expansion behavior in more complicated ma-
terials such as amorphous semiconductors, graphitic
fibers, and polymer chains.
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Principles of a Flash Experiment

Specific experimental setup

1. One-dimensional experiment
2. Homogeneous material
3. Samples prepared in principle 

axis of the material
4. Adiabatic boundaries
5. Infinite duration of heat impact

This leads to
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Experimental Data of a Flash Experiment
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II. EXPERIMENTAL PRINCIPLES AND PHYSICAL
MODE DEVOLOPMENT

A. Experimental principles

In the TET technique, the to-be-measured wire is sus-
pended between two copper electrodes as shown in Fig. 1. At
the beginning of the experiment, a dc !shown in Fig. 1" is fed
through the wire to introduce electrical heating. The tem-
perature increase history of the wire is tightly related to the
heat transfer along it. For example, with the same length, if
the wire has small thermal diffusivity, it will take a long time
to reach its steady state temperature. The temperature change
of the wire will lead to its resistance change, which can
change the voltage over the wire. In the experiment, the tem-
perature change of the wire will be monitored by measuring
the voltage variation over it. Once the temperature evolution
is obtained, the thermal diffusivity of the wire can be ob-
tained by fitting the temperature change curve against time.
If the to-be-measured wire is nonconductive, a thin film of
metal, like Au used in this work, should be coated on the
surface of the wire for the purpose of making it electrically
conductive. In the experiment, the length of the wire should
be much larger than its diameter, which will simplify the
physical mode to one dimensional.

B. Physical mode development

Figure 1 shows that the heat transfer problem is one
dimensional along the wire !x direction". In the experiment,
the electrical heating power has the form of Q!t"=H!t"q0,
where H!t" is the Heaviside function and q0 is the electrical
heating power per unit volume. Here q0 is assumed to be
constant. In real situations the heating power changes a little
bit and will be discussed in the following section. The initial
condition of the problem is T!x , t=0"=T0, where T0 is the
room temperature. Since the copper electrodes used in the
experiments are much larger than the sample dimension, the
temperature of the electrodes can be assumed constant even
if a small current is flowing through them. Thus, the bound-
ary conditions are reasonably described as T!x=0, t"=T!x
=L , t"=T0. For the heat transfer in the wire along the x di-
rection at time t!0 without considering radiation !detailed
in work by Hou et al.10", the governing equation is

!!"cpT"
!t

= k
!2T

!x2 + q0, !1"

where ", cp, and k are the density, specific heat, and thermal
conductivity of the wire, respectively. To make the solution
development more feasible, we assume these properties are
constant and independent of temperature. The solution to the
partial differential equation can be obtained by integral of
Green’s function,11

GX11!x,t#x!,#" =
2
L $

m=1

$

exp%− m2%2&!t − #"/L2&

'sin'm%
x

L
(sin'm%

x!
L
( . !2"

The temperature distribution along the wire is expressed
as T!x , t"=T0+ &

k )#=0
t )x!=0

L q0GX11dx!d#. The average tempera-
ture of the wire T!t" can be integrated and calculated as
below:

T!t" =
1
L
*

x=0

L

T!x,t"dx = T0

+
8q0L2

k%4 $
m=1

$
1 − exp%− !2m − 1"2%2&t/L2&

!2m − 1"4 . !3"

When time goes to infinity !t→$", the temperature dis-
tribution along the wire will reach the steady state. The final
steady state average temperature of the wire is

T!t → $" = T0 +
q0L2

12k
. !4"

The normalized temperature increase, which is defined
as T*!t"= %T!t"−T0& / %T!t→$"−T0&, can be written as

T* =
96
%4 $

m=1

$
1 − exp%− !2m − 1"2%2&t/L2&

!2m − 1"4 . !5"

If normalizing time !x axis" to the Fourier number as
Fo=&t /L2, it can be concluded from Eq. !5" that, to any
kinds of material with any length, the normalized tempera-
ture increase follows the same shape with respect to Fo.

C. Methods for data analysis to determine the
thermal diffusivity

After the temperature evolution T+ t of the wire is ob-
tained by the experiment, different methods can be used to
obtain the thermal diffusivity of the wire from this tempera-
ture history. Figure 2 shows a typical normalized temperature
increase as an example to discuss the methods for data analy-
sis. In this work, three methods are specifically designed and
discussed.

1. Linear fitting at the initial stage of electrical
heating

At the very beginning of electrical heating, 0( t()t
!where )t is very small", the temperature gradient along the
wire is extremely small. The heat transferred to the two ends
during this period !0→)t" can be neglected. Therefore, the

FIG. 1. !Color online" Schematic of the experimental principle and the step
current for the TET technique.
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In this paper, a transient technique is developed to characterize the thermophysical properties of
one-dimensional conductive and nonconductive microscale wires. In this technique, the
to-be-measured thin wire is suspended between two electrodes. When feeding a step dc to the
sample, its temperature will increase and take a certain time to reach the steady state. This
temperature evolution is probed by measuring the variation of voltage over the wire, which is
directly related to resistance/temperature change. The temperature evolution history of the sample
can be used to determine its thermal diffusivity. A 25.4 !m thick platinum wire is used as the
reference sample to verify this technique. Sound agreement is obtained between the measured
thermal diffusivity and the reference value. Applying this transient electrothermal technique, the
thermal diffusivities of single-wall carbon nanotube bundles and polyester fibers are measured.
© 2007 American Institute of Physics. #DOI: 10.1063/1.2714679$

I. INTRODUCTION

The thermophysical properties of carbon nanotubes
!CNTs" prompted a wide variety of applications. Corre-
spondingly, knowledge of thermal transport in these micro/
nanoscale structures becomes considerably crucial to their
engineering applications. To investigate the thermophysical
properties of individual one-dimensional micro/
nanostructures, limited experimental approaches have been
developed. To date, the 3" method,1–4 microfabricated sus-
pended device method,5–7 and optical heating and electrical
thermal sensing8,9 !OHETS" technique are the leading mea-
surement techniques to obtain thermophysical properties of
wires/tubes at micro/nanoscales.

For the 3" method, a sine/cosine current is fed to the
sample, leading to its temperature variation at the second-
harmonic frequency. As a result, the amplitude and phase
shift of the third-harmonic voltage variation across the
sample can be measured and used to characterize thermo-
physical properties. From the mechanism of the 3" method,
the sample is required to have linear I-V behavior within the
applied ac voltage range. However, a large number of wires
and tubes exhibit semiconductive properties. That is to say,
they have the nonlinear I-V behavior and cannot be charac-
terized using the 3" method. Besides, when using the 3"
method, the temperature coefficient of the resistance also
needs to be known,4 which for most materials needs to be
measured separately. For the microfabricated suspended de-
vice method, the tiny sample is placed between two
membranes/islands. The heat transfer along the sample and
the temperature difference between the membranes/islands

are evaluated/characterized to determine the thermal conduc-
tivity of the sample. For samples with low thermal conduc-
tivity, the heat transfer between the two membranes/islands
could become less accurate to evaluate. In addition, undes-
ired heat conduction/radiation from the membranes could af-
fect the final measurement result. The OHETS technique,
developed by Hou et al.,8,9 utilizes a periodically modulated
laser beam to irradiate the sample to induce a periodical
change in its electrical resistance. Meanwhile, a small dc is
fed to the sample to probe its temperature variation. This
technique can be used to measure the thermophysical prop-
erties of conductive, nonconductive, and semiconductive
one-dimensional micro/nanoscale structures. The OHETS
technique itself, like the 3" method, requires relatively long
measurement time !several hours" and suffers from low sig-
nal.

In this paper, a transient electrothermal !TET" technique
is developed to overcome the drawback of the 3" and
OHETS techniques. Transient electrical heating and thermal
sensing are used in the measurement. This technique can be
applied to metallic, nonconductive, and semiconductive mi-
croscale wires. Compared with the 3" and OHETS tech-
niques, the technique developed in this work features much
stronger signal level !hundreds to thousands of times higher"
and much reduced measurement time !less than one second".
To test this technique, thermal diffusivity measurement of
platinum !Pt" wire specimens is conducted. By applying this
technique, the thermal diffusivity of single-wall carbon nano-
tube !SWCNT" bundles and polyester fibers are also mea-
sured. In Sec. II, the experimental principle and physical
model development are presented. The experimental details
and results are discussed in Sec. III.

a"Author to whom correspondence should be addressed; FAX: !402" 472-
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JOURNAL OF APPLIED PHYSICS 101, 063537 !2007"

0021-8979/2007/101"6!/063537/7/$23.00 © 2007 American Institute of Physics101, 063537-1

Downloaded 29 Mar 2007 to 129.93.11.83. Redistribution subject to AIP license or copyright, see http://jap.aip.org/jap/copyright.jsp

one of the measured fibers is shown in Fig. 6. It is observed
that the fiber is around 10 !m thick. Since Au is an excellent
conductor for heat transfer, the coated Au film will have
some effect on the measured thermal diffusivity, especially
for thin wires. The effect of the coated Au film can be ruled
out using the concept of thermal conductance. The thermal
conductance !Gf" of the Au film is defined as Gf =Afkf /L,
where kf and Af are the thermal conductivity and the cross-
sectional area of the thin film, respectively. It is known that
kf can be much smaller than the bulk material’s value due to
the unique structure and small thickness of the thin film coat-
ing. Here Gf is evaluated using the Wiedemann-Franz law,
which relates the thermal conductivity !k" of the metal to its
electrical conductivity !"" as LLorenz=k / !"T". The Lorenz
number for Au is weakly dependent on temperature: 2.35
#10−8 W $ K−2 at 0 °C and 2.40#10−8 W $ K−2 at
100 °C.16 Based on the formula above, the thermal conduc-
tance of the coated thin film can be calculated as Gf
=LLorenzT /R.

In the experiment, the measured effective thermal diffu-
sivity !%e" is the combined effect of the wire and the Au thin
film, which can be described as

%e =
k!1 − &" + kf&

'cp!1 − &" + ' fcp,f&
, !7"

where ' f and cp,f are the density and specific heat of the Au
film. &=Af /Ae is the cross-sectional ratio of the Au film,
where Ae and Aw are the cross-sectional area of coated and
bare wires, respectively. Since &(1, we can estimate that

'cp!1−&")' fcp,f& and !1−&"#1. Equation !7" can be sim-
plified as

%e =
k + kf&

'cp
= % +

kf&

'cp
. !8"

Since kf&= !LLorenzT /R"L /Aw, the real thermal diffusivity
of the wire !%" can be calculated as

% = %e −
LLorenzTL

RAw'cp
. !9"

The density and specific heat17 of polyester are '
=1.368#103 kg m−3 and cp=1.2#103 J kg−1 K−1, respec-
tively. In the TET experiment, the contact resistance at the
ends of the sample could change the heating style of the
sample and alter the value R used in Eq. !9". In order to
reduce the contact resistance between the polyester fiber and
copper electrodes, the fiber is coated first and then connected
to the electrodes using silver paste. This will make the coat-
ing have sound contact with the silver paste, leading to a
small contact resistance. Two samples of polyester fibers are
coated for thermal diffusivity measurement, one with a big-
ger resistance and the other one with a smaller resistance.
The experimental conditions are summarized in Table IV. It
needs to be pointed out that the measured resistances inevi-
tably consist of contact resistance and the coating resistance.
In the experiment for Pt, it is estimated the silver paste leads
to a contact resistance about 0.2$0.3 $. Since the measured
polyester fibers have comparable thickness to that of the
measured Pt wires, the contact resistance between the Au
coating on the fiber and the silver paste is expected to be
small compared with the resistance of the Au coating that is
in the order of a few to hundreds of kilo-ohms.

Using global data fitting, the real thermal diffusivity of
the fiber is measured to be 6.68#10−7 m2/s for sample 1
and 5.26#10−7 m2/s for sample 2. Figure 7 shows the fitting
curve for sample 2 using the global data fitting and charac-
teristic point methods. Experiments are conducted for a num-
ber of rounds and it is found that a repeatability better than
10% can be achieved. It is observed that for a coated wire
with a smaller resistance, the measured thermal diffusivity is
larger. This is because the smaller resistance means a thicker
coating on the wire. Therefore, the heat transfer along the
wire is partially controlled by the Au film coating. The as-
sumption used to derive Eq. !9" becomes less accurate. An-
other possible reason for the larger thermal diffusivity of the
smaller resistance sample is that when the Au coating is

FIG. 5. The normalized temperature vs the theoretical fitting for the
SWCNT bundle.

FIG. 6. SEM picture of coated polyester fiber !sample 2".

TABLE IV. Details of experimental conditions and results for the polyester
fibers.

Sample 1 Sample 2

Length !!m" 679.25 590.1
Diameter !!m" 10.33 10.46
Resistance of sample !k$" 2.95 319
dc current !!A" 431.5 11.76
%e !10−7 m2/s" 6.800 5.260
kf* /'cp !10−7 m2/s" 0.123 0.001
% !10−7 m2/s" 6.677 5.259

063537-6 Guo, Wang, and Wang J. Appl. Phys. 101, 063537 !2007"

Downloaded 29 Mar 2007 to 129.93.11.83. Redistribution subject to AIP license or copyright, see http://jap.aip.org/jap/copyright.jsp

one of the measured fibers is shown in Fig. 6. It is observed
that the fiber is around 10 !m thick. Since Au is an excellent
conductor for heat transfer, the coated Au film will have
some effect on the measured thermal diffusivity, especially
for thin wires. The effect of the coated Au film can be ruled
out using the concept of thermal conductance. The thermal
conductance !Gf" of the Au film is defined as Gf =Afkf /L,
where kf and Af are the thermal conductivity and the cross-
sectional area of the thin film, respectively. It is known that
kf can be much smaller than the bulk material’s value due to
the unique structure and small thickness of the thin film coat-
ing. Here Gf is evaluated using the Wiedemann-Franz law,
which relates the thermal conductivity !k" of the metal to its
electrical conductivity !"" as LLorenz=k / !"T". The Lorenz
number for Au is weakly dependent on temperature: 2.35
#10−8 W $ K−2 at 0 °C and 2.40#10−8 W $ K−2 at
100 °C.16 Based on the formula above, the thermal conduc-
tance of the coated thin film can be calculated as Gf
=LLorenzT /R.

In the experiment, the measured effective thermal diffu-
sivity !%e" is the combined effect of the wire and the Au thin
film, which can be described as

%e =
k!1 − &" + kf&

'cp!1 − &" + ' fcp,f&
, !7"

where ' f and cp,f are the density and specific heat of the Au
film. &=Af /Ae is the cross-sectional ratio of the Au film,
where Ae and Aw are the cross-sectional area of coated and
bare wires, respectively. Since &(1, we can estimate that

'cp!1−&")' fcp,f& and !1−&"#1. Equation !7" can be sim-
plified as

%e =
k + kf&

'cp
= % +

kf&

'cp
. !8"

Since kf&= !LLorenzT /R"L /Aw, the real thermal diffusivity
of the wire !%" can be calculated as

% = %e −
LLorenzTL

RAw'cp
. !9"

The density and specific heat17 of polyester are '
=1.368#103 kg m−3 and cp=1.2#103 J kg−1 K−1, respec-
tively. In the TET experiment, the contact resistance at the
ends of the sample could change the heating style of the
sample and alter the value R used in Eq. !9". In order to
reduce the contact resistance between the polyester fiber and
copper electrodes, the fiber is coated first and then connected
to the electrodes using silver paste. This will make the coat-
ing have sound contact with the silver paste, leading to a
small contact resistance. Two samples of polyester fibers are
coated for thermal diffusivity measurement, one with a big-
ger resistance and the other one with a smaller resistance.
The experimental conditions are summarized in Table IV. It
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In the experiment for Pt, it is estimated the silver paste leads
to a contact resistance about 0.2$0.3 $. Since the measured
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coating on the fiber and the silver paste is expected to be
small compared with the resistance of the Au coating that is
in the order of a few to hundreds of kilo-ohms.

Using global data fitting, the real thermal diffusivity of
the fiber is measured to be 6.68#10−7 m2/s for sample 1
and 5.26#10−7 m2/s for sample 2. Figure 7 shows the fitting
curve for sample 2 using the global data fitting and charac-
teristic point methods. Experiments are conducted for a num-
ber of rounds and it is found that a repeatability better than
10% can be achieved. It is observed that for a coated wire
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larger. This is because the smaller resistance means a thicker
coating on the wire. Therefore, the heat transfer along the
wire is partially controlled by the Au film coating. The as-
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  matching the wavelength of our probe beam. Figure 1-3, taken from [39], shows

the thermoreflectance spectrum for Al. It is assumed that the thermoreflectance

coe�cient is constant for small changes in temperature, an assumption we verify in

Section 3.8.
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Fig. 3. Responsivity of TTR thermal conductivity measurements for (a) 500 Å
and (b) 5000 Å of SiO covered with different metals.

yield the maximum . As discussed later, finding the numer-
ical values of for a certain material in a wide range of wave-
lengths is a difficult task since the data available in the literature
for the coefficient for a certain wavelength of the probing
laser irradiation is scarce or nonexistent. An alternate solution
is to measure in situ the for a specific material at different
wavelengths. However, this is difficult since it requires not only
testing samples but also a system that needs to be developed
specifically for this task.

For a given material, depends solely on the wavelength
of the probing laser irradiation. Also, it has been observed
(Figs. 2 and 3) that for most of the substrate materials investi-
gated here, the maximum value of is about the same for all
of the investigated metals. Therefore, the probing laser (wave-
length) can be selected independently by maximizing .
The geometry of the sample can be subsequently designed such
that the maximum value of responsivity is obtained.

The values of are plotted in Figs. 4 and 5 for a select
group of metals (Al, Ni, and Au) and wavelengths of the probing
laser irradiation in the visible spectrum. The values were either
taken from the open literature or measured by the authors in their
laboratory at SMU. As depicted in Figs. 4 and 5, the change
in with the wavelength does not exhibit a systematic be-
havior. Upon closer analysis of these data, one can draw two
important conclusions about the qualitative behavior of the ther-
moreflectance coefficient. First, the coefficient is highly

Fig. 4. Thermoreflectance spectra of aluminum [16].

Fig. 5. Thermoreflectance spectra of Ni [17] and Au [18] at 120 K.

dependent on the wavelength of the probing irradiation, as ex-
pected. Perhaps less anticipated, however, is the fact that the
magnitude of the variations is significant even for small changes
in the wavelength. Second, practically for all metals, ex-
hibits a change in sign for certain values of the wavelength. In
other words, the reflectance of the sample could either increase
or decrease when the temperature of the sample is increased,
depending on the wavelength of the light used for probing the
change in the reflectivity of the sample.

Measuring in ideal conditions (good sample surface,
vacuum, etc.) does not guarantee that the same value will be
obtained for a “real” sample. Of special concern are the op-
tical quality of the surface, the bulk and surface structure of the
deposited layer, the surface and near surface wafer contamina-
tion, etc. The values of for Ni and Au are shown in Fig. 5
for a temperature of 120 K. The most prominent features of the

curve for Au are the sine-like shape at around 2.5 eV (
500 nm). The width of this observed shape is around 0.1 eV and
corresponds to a wavelength range of 470 to 520 nm. The qual-
itative behavior of the for Au is not expected to vary much
at room temperature.

We measured the coefficient at room temperature
(295 K) at a wavelength of 488 nm, and obtained a value of 2.9

K , which is comparable to the values obtained by

Figure 1-3: The thermoreflectance spectrum for Al, taken from [39].

1.2.2 Thermal Interface Conductance and Transport in the

Substrate

The absorbed energy is transferred from the metal to the underlying substrate through

phonon-phonon interactions, and, for an electrically conductive substrates, also electron-

electron interactions. Both cases have been studied extensively and the topic is well

covered in reviews [40, 41]. When the spectral nature of the heat carriers is ignored,

thermal transport across the interface is modeled with a thermal interface conduc-

tance, G, and the heat flux across the interface is given by q = G�T , where �T is
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range of interest in this study !!"300–1000 nm or 1.24–
4.13 eV". However, there are other Fermi-surface transitions
in this wavelength range that do affect reflectance near the
2.4 eV transition as apparent by the shape of the Au reflec-
tivity at 300 K plotted in Fig. 1. Each inflection point in the
reflectance spectra roughly corresponds to an interband
Fermi-surface transition.33,39 These transitions appear as lo-
cal extrema in the thermoderivative of #̂2.18,39 Therefore, for
every inflection point in the reflectivity of Au, a new transi-
tion must be considered in the interband dielectric function
via Eq. !9". Three Fermi-surface transitions affect the reflec-
tance in the wavelength range of interest in this study, so the
interband dielectric function is given by #̂inter=# j=1

3 #̂inter,j.
The sum of Eqs. !7" and !9" gives #̂= #̂intra+ #̂inter which is

related to Eqs. !5" and !6" by #̂=#1+ i#2. To determine the
interband dielectric function in Au at 300 K, n1 and n2 were
calculated and best fit with tabulated data29 iterating $p, % f

−1,
and Ep,j, Ej, and % j

−1 for each of the three transitions. The
best-fit values used to calculate the complex dielectric func-
tion in Au listed in Table I. The plasma frequency fitted
result, $p=1.3&1016 rad s−1, is in excellent agreement with
literature values of the plasma frequency, 1.3–1.4

&1016 rad s−1.28,30 As seen in Fig. 1, the calculation of R for
bulk Au agrees well with R determined from the tabulated
data on bulk Au.29 Using Eq. !2", the reflectance for thin Au
films on Si at 300 K are also shown in Fig. 1 for film thick-
nesses of 10, 20, 30, 40, and 50 nm. Also shown is the bulk
reflectivity of Si at 300 K calculated from the tabulated val-
ues of n1 and n2 !Ref. 29" used to calculate the thin-film Au
on Si reflectivity.

III. THERMOREFLECTANCE IN INSULATED THIN
FILMS

To determine the thermoreflectance signal, or the change
in reflectance due to a temperature change, the temperature
dependency of the complex dielectric function must be
known. This is determined through the electron-scattering
rates. In bulk, clean metals, the primary scattering mecha-
nisms of the free electrons at the Fermi surface are ee and ep
scattering. Therefore, employing Matthiessen’s Rule, % f

−1

=%ee
−1+%ep

−1. The electron-electron and electron-phonon scat-
tering times are given by %ee

−1=ATe
2 and %ep

−1=BTp, respec-
tively, where A and B are scattering coefficients that are typi-
cally determined by resistivity experiments40 and Te and Tp
are the electron and phonon system temperatures. Literature
values of A and B in Au are 1.2&107 K−2 s−1 and 1.23
&1011 K−1 s−1,41 respectively, yielding % f

−1=3.8&1013 s−1

when the electrons and phonons are at 300 K, in good agree-
ment with the value for % f

−1 determined from the complex
dielectric function fit to data at 300 K, 2.0&1013 s−1. In this
work, electron temperatures from 300–3000 K are consid-
ered which ensures no d-band excitations due to Fermi
smearing in Au.42 In this temperature regime, Au has a con-
stant electron-phonon coupling constant,42 so A is taken as
the literature value for electron-electron scattering of free
electrons and B is determined from % f

−1=%ee
−1+%ep

−1 at 300 K
using the fitted value for % f

−1, which yields B=6.3
&1010 K−1 s−1. Note that the electron-electron and electron-
phonon scattering constants are relatively temperature inde-
pendent in Au.40 Therefore, the electron temperature depen-
dency of the intraband dielectric function takes a Te

2

dependence.26 The temperature dependency of the interband
dielectric function follows the temperature dependency of
the Fermi energy described by the Sommerfeld expansion.43

The electron-scattering rates in the interband dielectric func-
tion are assumed temperature independent, so the % j

−1 con-
stants in Eq. !9" are treated as dampening coefficients, simi-
lar to those in the Lorentz model for oscillators.33 For this

FIG. 1. !Color online" Reflectivity data as a function of wave-
length of bulk Au !red squares" and bulk Si !blue circles" along with
calculations for the reflectivity as a function of wavelength for bulk
Au !solid line" using the reflectivity model discussed in Sec. II. The
dotted and dashed lines show reflectivity calculations of Au films of
various thicknesses on a bulk Si substrate using the reflectivity
model taking into account reflections from the Au/Si interface via
Eq. !2".

TABLE I. Parameters used in reflectance model discussed in Sec. II.

Parameter B $p % f
−1 Ep,1 E1 %1

−1

Units 1010 K−1 s−1 1016 rad s−1 1014 s−1 eV eV 1014 s−1

Value used in model 6.3 1.3 0.20 1.5 −2.9 2.0

Parameter Ep,2 E2 %2
−1 Ep,3 E3 %3

−1

Units eV eV 1014 s−1 eV eV 1014 s−1

Value used in model 1.5 −2.0 4.0 5.0 −1.0 7.0
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study, a constant phonon temperature of 300 K is assumed
which is a valid assumption for thermoreflectance studies
using short pulses where the electron system rapidly changes
temperature from pulse absorption before any substantial en-
ergy is transferred to the lattice. By calculating the complex
dielectric function at various electron temperatures, the ther-
moreflectance signal, !R /R, is calculated via

!R!!Te"
R

=
R!Te" − R!300 K"

R!300 K"
. !12"

Figure 2 shows thermoreflectance calculations for thin Au
films on Si substrates. Figure 2!a" shows the thermoreflec-
tance signal on a 20 nm Au film for three different changes in
temperatures. The inset of Fig. 2!a" shows the thermoreflec-
tance signal for bulk Au for the same three changes in tem-
perature. The signals are drastically different. Figure 2!b"
shows how the thermoreflectance signal of an Au film on a Si
substrate changes with film thickness. Even at Au film thick-
ness of 50 nm, the thermoreflectance signal is still affected
by the underlying substrate. In addition, the thermoreflec-
tance signal is affected by the underlying signal differently at
different photon energies, which will be addressed in more
detail in the next section.

IV. EFFECTS OF ELECTRON-BOUNDARY SCATTERING
ON THERMOREFLECTANCE (NONINSULATED

THIN FILMS)

When the film thickness is less than the thermal penetra-
tion depth in the material, electron-boundary scattering can
affect the thermoreflectance signal.27 This arises due to an-
other scattering mechanism for the free electrons. In the case
of electron-boundary scattering, the electron relaxation time
of the free electrons is given by " f

−1="ee
−1+"ep

−1+"b
−1, where "b

−1

is the electron-boundary scattering rate. In this case, the di-

FIG. 3. !Color online" !a" 800 nm thermoreflectance signal for
Au films of varying thickness on a Si substrate assuming an insu-
lated !"b=0" Au/Si interface along with experimental thermoreflec-
tance data taking at 800 nm for thin Au films !film thicknesses are
20, 30, 40, and 50 nm" on Si substrates !Ref. 8". The predicted
thermoreflectance signal of Au/Si at 800 nm assuming no electron-
boundary scattering is much greater !absolute value" than the mea-
sured data, to the point where the measured data appear approxi-
mately zero compared to the predictions. !b" Calculations for !R /R
with varying values for "b

−1. As "b
−1 increases, the magnitude of the

800 nm thermoreflectance signal for 20 nm Au/Si decreases. !c"
!R /R for different Au film thicknesses for Au/Si compared to the
data from Hopkins et al. !Ref. 8" assuming "b

−1=2.0#1016 s−1.
Taking into account electron-boundary scattering drastically im-
proves the predictions of !R /R.

FIG. 2. !Color online" !a" Thermoreflectance signal on a 20 nm Au film on a bulk Si substrate for three different changes in electron
temperatures. The inset shows the thermoreflectance signal for bulk Au for the same three changes in electron temperature. !b" Thermore-
flectance signal of Au film of various thicknesses on a Si substrate.
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phonons in Bi2Te3 at elevated temperatures mainly involves
phonon–phonon processes, as evidenced by the 1/T depen-
dence of the thermal conductivity with temperature.8 The
explanation for the reduction of the thermal conductivity
with temperature within the framework of the Debye model
is the increased scattering rate for phonons of higher fre-
quencies which become increasingly populated as tempera-
ture increases. In this work, we present the results of thermal
conductivity measurements and suggest that the data for
small period superlattices can be explained by scattering at
the interfaces between the constituent layers in a superlattice
in addition to the intrinsic phonon–phonon scattering.

II. EXPERIMENTAL METHOD

Measurements of the effective thermal conductivity nor-
mal to Bi2Te3 /Sb2Te3 superlattices with periods ranging from
40 to 120 Å deposited on GaAs are performed using noncon-
tact pulsed laser heating and thermoreflectance
thermometry.9 The thermoreflectance technique, schemati-
cally depicted in Fig. 1, observes the temporal temperature
decay using a probe laser after a brief heating of the metal-
lized sample surface by the pump beam from a Nd:YAG
laser. Figure 1 is only intended to demonstrate the principle
of the measurement, while the details of the experimental
setup are shown in Fig. 2. The probe beam coupled into a
high-power optical microscope can be focused to the diffrac-
tion limit, while the pump beam has a diameter of around 1
mm at the sample surface to ensure one-dimensional heat
conduction at measurement timescales. Band-pass filters
block the radiation from the pump laser from leaking into the
photodetector. The output of the high-bandwidth silicon pho-
todetector is amplified and coupled into the 2 GHz band-
width signal analyzer, from which the data are acquired and
analyzed by a personal computer.

The laser heating and thermometry, used in this work,
offers advantages over methods based on Joule heating and
electrical-resistance thermometry in patterned bridges. Laser
heating and thermometry can be used to map the variation of

thermal properties in the plane of the layer. It also makes
possible measurements on electrically conducting layers,
such as films studied here, without the use of an insulating
layer, which complicates data interpretation and increases the
uncertainty for Joule-heating methods. Finally, the laser heat-
ing methods do not require patterning, which is an important
benefit for alternative films whose chemical and mechanical
stability may not be well understood for the purposes of
fabrication and processing of microstructures.

The data analysis is performed by solving the heat dif-
fusion equation in the frequency domain

i•!

"n
!
d2#n
dxn

2 , $1%

in a multilayer with boundary conditions given by

kn
d#n$xn!Ln%

dxn
!kn"1

d#n"1$xn"1!0 %

dxn"1
,

$2%
kn"1

d#n"1$xn"1!0 %

dxn"1
!

#n"1$xn"1!0 %##n$xn!Ln%
Rn

,

where #n , kn , and "n are temperature, thermal conductivity,
and diffusivity in nth layer and Rn is thermal resistance be-
tween the layers n and n"1. The output of the pump laser is
sampled and transformed to the frequency domain to obtain
the source term for the diffusion equation, which is then used
to construct the solution in time domain. The solution of the
equation and a least-squares algorithm for the fitting of the
experimental data are directly integrated into the data acqui-
sition software.

In contrast to some of the previous research,9 the present
measurements are performed on films with a much lower
thermal conductivity. This relatively low thermal conductiv-
ity of the films in the present study aids with the measure-
ment because of the long characteristic timescale of the tem-
perature decay, which is on the order of several
microseconds for films of thicknesses of around 1 &m. The
longer timescale of the temperature decay also renders the
details of the temporal shape of the pump beam unimportant
due to the negligible thermal diffusion in the superlattice film
during the heating pulse whose duration is around 8 ns.

FIG. 1. The thermoreflectance method for measuring the vertical thermal
resistance of Bi2Te3 /Sb2Te3 superlattice layers.

FIG. 2. Diagram describing the paths for radiation and electrical signals in
the experimental setup.
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phonons in Bi2Te3 at elevated temperatures mainly involves
phonon–phonon processes, as evidenced by the 1/T depen-
dence of the thermal conductivity with temperature.8 The
explanation for the reduction of the thermal conductivity
with temperature within the framework of the Debye model
is the increased scattering rate for phonons of higher fre-
quencies which become increasingly populated as tempera-
ture increases. In this work, we present the results of thermal
conductivity measurements and suggest that the data for
small period superlattices can be explained by scattering at
the interfaces between the constituent layers in a superlattice
in addition to the intrinsic phonon–phonon scattering.

II. EXPERIMENTAL METHOD

Measurements of the effective thermal conductivity nor-
mal to Bi2Te3 /Sb2Te3 superlattices with periods ranging from
40 to 120 Å deposited on GaAs are performed using noncon-
tact pulsed laser heating and thermoreflectance
thermometry.9 The thermoreflectance technique, schemati-
cally depicted in Fig. 1, observes the temporal temperature
decay using a probe laser after a brief heating of the metal-
lized sample surface by the pump beam from a Nd:YAG
laser. Figure 1 is only intended to demonstrate the principle
of the measurement, while the details of the experimental
setup are shown in Fig. 2. The probe beam coupled into a
high-power optical microscope can be focused to the diffrac-
tion limit, while the pump beam has a diameter of around 1
mm at the sample surface to ensure one-dimensional heat
conduction at measurement timescales. Band-pass filters
block the radiation from the pump laser from leaking into the
photodetector. The output of the high-bandwidth silicon pho-
todetector is amplified and coupled into the 2 GHz band-
width signal analyzer, from which the data are acquired and
analyzed by a personal computer.

The laser heating and thermometry, used in this work,
offers advantages over methods based on Joule heating and
electrical-resistance thermometry in patterned bridges. Laser
heating and thermometry can be used to map the variation of

thermal properties in the plane of the layer. It also makes
possible measurements on electrically conducting layers,
such as films studied here, without the use of an insulating
layer, which complicates data interpretation and increases the
uncertainty for Joule-heating methods. Finally, the laser heat-
ing methods do not require patterning, which is an important
benefit for alternative films whose chemical and mechanical
stability may not be well understood for the purposes of
fabrication and processing of microstructures.

The data analysis is performed by solving the heat dif-
fusion equation in the frequency domain
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where #n , kn , and "n are temperature, thermal conductivity,
and diffusivity in nth layer and Rn is thermal resistance be-
tween the layers n and n"1. The output of the pump laser is
sampled and transformed to the frequency domain to obtain
the source term for the diffusion equation, which is then used
to construct the solution in time domain. The solution of the
equation and a least-squares algorithm for the fitting of the
experimental data are directly integrated into the data acqui-
sition software.

In contrast to some of the previous research,9 the present
measurements are performed on films with a much lower
thermal conductivity. This relatively low thermal conductiv-
ity of the films in the present study aids with the measure-
ment because of the long characteristic timescale of the tem-
perature decay, which is on the order of several
microseconds for films of thicknesses of around 1 &m. The
longer timescale of the temperature decay also renders the
details of the temporal shape of the pump beam unimportant
due to the negligible thermal diffusion in the superlattice film
during the heating pulse whose duration is around 8 ns.

FIG. 1. The thermoreflectance method for measuring the vertical thermal
resistance of Bi2Te3 /Sb2Te3 superlattice layers.

FIG. 2. Diagram describing the paths for radiation and electrical signals in
the experimental setup.
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  Compared to mode-locked femtosecond lasers, also used for

the thermoreflectance measurements,10 a relatively long ti-
mescale of the pulse from Nd:YAG lasers is beneficial in
avoiding initial transients governed by the conduction in the
metal overlayer since the thermal diffusion length during the
pulse is on the order of a micron for high-thermal conduc-
tivity metals such as gold or aluminum. Additionally, the low
repetition rate of 10 Hz, compared to 76 MHz for mod-
elocked lasers, ensures the complete dissipation of thermal
energy between the pulses, which is important for the mea-
surement of low thermal conductivity Bi2Te3 /Sb2Te3 super-
lattices. A mismatch of three orders of magnitude between
the thermal resistances of the metal layer and the superlattice
for the layers of comparable thicknesses also reduces the
measurement uncertainty since the only thermal property of
the metal needed for the analysis is its thermal heat capacity.

Figure 3 shows the experimentally observed shape of the
temperature decay fitted with the exact solution to the heat
equation in the appropriate geometry. The measurement pre-
sented in Fig. 3 was performed on the 0.5 !m thick Bi2Te3
film and agrees with the published data6 for bulk samples in
the direction perpendicular to the cleavage plane, which is in
the range between 0.6 to 0.77 Wm!1 K!1.

III. PHONON TRANSPORT MODELING

The reduction of the thermal conductivity of superlat-
tices, coupled with the high mobility of charge carriers, may
have a significant effect on the thermoelectric figure of merit.
As discussed earlier, previous research used values of the
bulk thermal conductivity in predicting figures of merit, but
it is possible that optimization of the ZT may depend largely
on the decreased thermal conductivity of superlattices. This
effect gains more significance since the tunneling of charge
carriers and lifting of valley degeneracy in a strained quan-
tum well structure may reduce the benefits of the charge
carrier confinement.2,3 Therefore, it is important to under-
stand the physical mechanisms of the thermal conductivity
reduction in Bi2Te3 /Sb2Te3 superlattices.

The mass fraction difference between the constituent
layers in a superlattice structure leads to a formation of mini-
band gaps and augments the umklapp scattering by introduc-
ing additional reciprocal lattice vector.11 However, this scat-
tering mechanism alone cannot account for the observed
strong reduction of the thermal conductivity of the superlat-
tices compared to the bulk samples. The unexpectedly large
reduction of the thermal conductivity can be explained by the
longer than estimated value of 10 Å "Ref. 1# mean free path
of main heat carriers. Recently, Chen12 applied a semiclassi-
cal approach, based on particle transport formalism for
phonons, to investigate superlattice thermal conductivity. In
this work, we model thermal transport in superlattice struc-
tures using the Boltzmann transport equation with the ana-
lytical solutions obtained for the simplified boundary condi-
tions between constituent materials.

The Peierls–Boltzmann transport equation in the relax-
ation time approximation is written as13

V! "$! n#
n
%

"!V! •$! T
&N0
&T , "3#

where n is the departure from the equilibrium state N0 , given
by Bose–Einstein statistics, T is local temperature, V is pho-
non group velocity, and % is the relaxation time. Assuming
constant temperature gradient, a general solution of this
equation is obtained as13

n"!%V! •$! T
&N0
&T !1#F"V ,rB#exp" !

#r!!r!B#
%V $ % , "4#

where r!B is the location of the boundary intercepted along
direction ' as the particle is retraced back along its trajectory,
and F is an arbitrary function not depending on the current
coordinate z and can be suitably chosen to satisfy boundary
conditions.

The mismatch of acoustic properties leads to the thermal
boundary resistance even for perfect interfaces, which is es-
pecially evident for solid/liquid boundaries.14 As opposed to
that, the parameter governing transmission between two me-
dia, the acoustic impedance Z"(V , does not differ greatly
for many solids. While for cryogenic temperatures, the
acoustic mismatch theory correctly predicts the experimen-
tally observed thermal boundary resistance between the sol-
ids, it fails to explain the data at temperatures above around
50 K.14 The generally accepted explanation for this phenom-
enon is the effect of the imperfect interface, which becomes
important as the dominant phonon wavelength approaches
the scale of the interface roughness with increasing tempera-
ture. If any other boundary effects, such as dislocations and
surface contaminants, are ignored, then we can introduce the
transmission probability p to characterize phonon reflection
and transmission near the interface, which for the case of
superlattices, is similar to the specularity parameter for the
solution in a single layer.15

For a single layer, a function F in Eq. "5# is readily
obtained.15 This result can also be extended to include the
effects of additional boundaries apart from the immediately
surrounding layer under consideration. Once function F de-
scribing departure from equilibrium in the near scattering
boundaries is obtained, one can integrate over the contribu-

FIG. 3. The thermoreflectance signal and corresponding curvefit of the so-
lution to the heat equation for the thermal conductivity measurement of
Bi2Te3 thin film of a thickness of 525 nm deposited on GaAs.
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tions to transport from all available modes at a given energy
surface to obtain the next relation for the reduction of mean
free in a direction perpendicular to the boundary:

R!z*," ,p #!1"3!
1

$

F!" ,p #
exp!!z*#"#t ##exp!#"t #

t4 dt .

!5#
Counting the contribution of all phonon frequencies to heat
transport, we can write for the thermal conductivity

k!z*,p ,L #!
1
3 !0

%/T
C!x& ,T #V2'!x& ,T #

$R" z*, L
V'!x& ,T #

,p#d& , !6#

where x&!(&/(kBT) is the dimensionless phonon fre-
quency, V!1500m s#1 is the phonon velocity,8 averaged
over all polarization modes, and %!142K is the Debye
temperature.8 According to the Debye model for the density
of states, the frequency dependent phonon specific heat is13

C!x& ,T #!9nakB$ T% % 3 x&
4 exp!x&#

)exp!x&##1*2
. !7#

The relaxation time for umklapp phonon scattering at high
temperatures is modeled as13

'!& ,T #!!BUT3x&
2 ##1. !8#

Parameter BU is adjusted to give a value of 0.77 Wm#1 K#1

for the bulk thermal conductivity of Bi2Te3. The functional
dependence of phonon relaxation times at temperatures
above the Debye temperature, established by Eq. !8#, ex-
plains well the experimentally observed 1/T dependence of
the Bi2Te3 thermal conductivity.8

IV. RESULTS AND DISCUSSION

The data presented in Fig. 4 show a strong reduction of
the effective thermal conductivity of the Bi2Te3 /Sb2Te3 su-
perlattices compared to that of the bulk Bi2Te3. The thermal

conductivity of the superlattices was measured to be as low
as 0.3 Wm#1 K#1 in the direction perpendicular to the cleav-
age plane. This is more than a factor of two reduction from
the lowest reported bulk value of 0.6 Wm#1 K#1. This is a
remarkably low value considering the crystalline nature of
this material. Figure 5 shows a transmission electron micro-
graph of the 60 Å/60 Å Bi2Te3 /Sb2Te3 superlattice, grown
under conditions16,17 identical to the growth conditions of the
samples under study. The image reveals that good quality
interfaces were formed during the superlattice growth, espe-
cially if one considers the difficulty of sample preparation for
‘‘soft’’ materials, such as Bi2Te3.

Since the thermal conductivity of the bulk Bi2Te3 is low,
it is also of interest to calculate a limit for its value. A study
by Cahill et al.18 showed that for some mixed crystalline
solids, the thermal conductivity at room temperatures ap-
proaches values predicted using the Einstein limit for ther-
mal conductivity, given as18

k train!$ +

6 % 1/3kBn2/3,
i
Vi$ T% i%

2!
0

2 % i /T x3ex

!ex#1 #2
dx , !9#

where kb is Boltzmann constant, n is the atomic number
density, V is the phonon velocity, % is Debye temperature,
and the summation is over three polarization modes. In the
present analysis, the phonon velocities and Debye tempera-
tures for different polarization modes were replaced with the
already averaged values, given in the Sec. III. The observed
superlattice thermal conductivity is still significantly higher
than the estimates based on Eq. !9#.

Figure 4 shows predictions of the effective thermal con-
ductivity normal to layers based on the model developed in
the previous Sec. III, Eqs. !5# and !6#. Also shown is the
lower limit to the thermal conductivity calculated according
to Eq. !9#. The parameter p depends on the relative magni-
tude of the phonon wavelength compared to the mean rough-
ness of the interface and can be related to the interface
roughness and the wavelength of the incident wave as13

p!- ,.#!exp"#
16+3.2

-2 # , !10#

where - is the wavelength and . is the mean interface rough-
ness.

FIG. 4. Thermal conductivity of Bi2Te3 /Sb2Te3 superlattices of a function of
period.

FIG. 5. Transmission electron micrograph of a 60 Å/60 Å Bi2Te3/Sb2Te3
superlattice.
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than 2 lm of linear drift in the vertical and horizontal direction
along the length of the stage. The pump beam was modulated
using a Conoptics Electro-optic modulator at 125 kHz before
being passed through a frequency doubling BBO crystal to
improve signal-to-noise filtering. The pump and probe beam were
focused down using objective lenses to a spot size of 236 lm 6 2
lm and 26 lm 6 0.6 lm, respectively. For the data taken in this
study, the incident pump fluence was set to !2 J/m2.

Each of the prepared samples was thermally characterized via
TTR at temperatures ranging from 78 to 400 K. In order to explic-
itly determine hBD, the measured data are fit to a 1D two-layer
heat conduction model [12] and hBD is adjusted such that the
square of the difference between the raw data and the thermal
model is minimized. An inverse parabolic interpolation technique
is used during fitting to reduce the number of iterations required
for the system to converge. The data of each scan are individually

fit and a single “measured” value of hBD is determined per scan;
these fit values are subsequently averaged.

The temperature-dependent hBD data are presented in Fig. 3.
Each point in the figure represents the average of the ten measured
values at that particular temperature. Error bars represent the
standard deviation of the best fit hBD for the ten scans. As clearly
evident in Fig. 3, different HOPG surface preparations drastically
change the behavior of phonon transport across the Au-HOPG
interface. The as-cleaved sample exhibited the highest values of
hBD across the entire temperature range, followed by the electron
cleaned, and lastly, ion cleaned. The difference between measured
hBD for the as-cleaved and ion cleaned samples is in excess of
300%, demonstrating how greatly surface preparation, and hence,
the physical aspects of the interface, can impact interfacial ther-
mal transport.

4 Theoretical and Experimental Comparison

In addition to the experimental data, Fig. 3 also includes the
elastic and inelastic predictions of phononic thermal transport at
the Au-HOPG interface. From comparison of the experimental
data and the predictive modeling, several important features are
prominent. First, the electron cleaned data demonstrate good
agreement with the inelastic model. This can be explained in the
sense that the electron cleaning effectively removes contaminants
from the HOPG surface without inducing disorder. As a result,
this interface nearly mimics the ideal interface assumed by models
like the one presented above (it has been shown that freshly
cleaved graphite in air has a surface roughness of less than 1 nm
[53]). As a result, the model can accurately capture the behavior
of phonon transport across the Au-HOPG interface. The presence
of contaminants on the surface of the as-cleaved sample should
lead to increased reactivity between Au and HOPG [21], suggest-
ing increased adhesion strength, and hence, higher hBD [24].
Lastly, the ion cleaned HOPG substrate should be highly disor-
dered as a result of the heavy ion bombardment. As has been
shown by Hopkins et al. [13], increased atomic mixing and disor-
der at the interface has a detrimental effect on hBD. While these

Fig. 2 Schematic of transient thermoreflectance setup at University of Virginia.

Fig. 3 Measured thermal boundary conductance as a function
of temperature for various surface preparations of Au-HOPG
compared to the elastic and inelastic modified DMM models

Journal of Heat Transfer FEBRUARY 2012, Vol. 134 / 020910-5

Downloaded 23 Dec 2011 to 128.143.22.132. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

� =
p

⌧
C

� = 0.3 nm

� = 3.0 nm



Transient	
  ThermoReflectance	
  (TTR)	
  
measurements	
  (op1cal)	
  

Pump-­‐probe:	
  femtosecond	
  pump	
  

In	
  this	
  case,	
  spa7al	
  resolu7on	
  
limited	
  by	
  op7cal	
  penetra7on	
  

depth	
  of	
  metal	
  

FANTASTIC	
  temporal	
  
resolu7on	
  (limited	
  by	
  pulse	
  

width)	
  

�
optical

= �
4⇡k

Pulse	
  absorp1on	
  (~100	
  fs)	
  

Fermi	
  relaxa1on	
  and	
  
ballis1c	
  transport	
  (few	
  

hundred	
  fs)	
  

Electron-­‐phonon	
  coupling	
  
(a	
  few	
  ps)	
  

Thermal	
  diffusion	
  
(hundreds	
  of	
  ps	
  to	
  ns)	
  �

optical

I0
e

I

z



Transient	
  ThermoReflectance	
  (TTR)	
  
measurements	
  (op1cal)	
  

Pump-­‐probe:	
  femtosecond	
  pump	
  

CL
!TL

!t
= G!Te − TL" #3$

where ! is the linear coefficient to the electron heat capacity,
which for Au is 62.9 J m−3 K−2 !22", Te is the electron tempera-
ture, G is the electron-phonon coupling factor, which character-
izes the rate at which electrons lose energy to the vibrating lattice
!12", S is the laser source term, CL is the lattice heat capacity, and
t is the time. Equations #2$ and #3$ are subject to the initial con-
dition Te#t=0$=TL#t=0$=T0 where T0 is assumed as 300 K. The
traditional source term is given by

S#t$ =
0.94F#1 − R$

dtp
exp%− 2.77& t − 2tp

tp
'2( #4$

where F is the incident laser fluence, R is the reflectivity, d is the
film thickness, and tp is the pump pulse width #185 fs$. To quan-
tify the Fermi relaxation in the TTM formulation, we modify the
standard source term to account for a delayed electron thermali-
zation. The traditional source term in the TTM assumes that after
pulse absorption, the electron system is fully thermalized. This
would mean the peak reflectance would occur )185 fs after the
initial absorption process takes place. As apparent from Fig. 1,
this is clearly not the case as the rise time of the fast transient is
)2 ps. Therefore, we assume the source term in the TTM is
given by !23"

S#t$ =
0.94F#1 − R$

d#tp + tth$
exp%− 2.77& t − 2#tp + tth$

tp + tth
'2( #5$

where tth is the delay in the electron thermalization time after
pulse absorption #i.e., the Fermi relaxation time$. This expression
for the source term of the TTM assumes that there is a delay in
thermalization beyond the pulse width. This is typically true for
laser experiments using femtosecond pulses #on the order of 100
fs$ interrogating metals under relatively low energy perturbations.
Under energetic excitations that increase the electronic density
around the Fermi level or cause a large perturbation of the elec-
tron gas from the Fermi surface, the Fermi relaxation time will
decrease to that which is orders of magnitude less than the
electron-phonon thermalization time and much less than the pulse
width !16". In this case, tth will be negligible compared with tp. In
addition, in thicker films or bulk materials in which diffusion need
be accounted for in the temperature evolution of the system, bal-
listic transport of the electron system can occur during pulse ab-

sorption, stretching out the depth in which the electron system
equilibrates !24". Although in this work we limit this ballistic
transport phenomenon by studying Au films with thicknesses on
the order of the penetration depth, to apply this delayed thermal-
ization source term to thicker films, a correction to the depth of
electronic thermalization must be employed !8".

3.2 Thermoreflectance Model. To fit the TTM to the experi-
mental data, the change in temperature predicted by the TTM is
related to the change in reflectance through an appropriate ther-
moreflectance model !15". A thermoreflectance signal is a change
in the baseline reflectivity of a sample surface resulting from a
change in temperature of the sample. The reflectivity of a bulk
material #film$ at the air #vacuum$/film interface is given by

R =
#n − 1$2 + k2

#n + 1$2 + k2 #6$

where n and k are the real #refractive index$ and imaginary #ex-
tinction coefficient$ parts of the complex index of refraction n̂.
The key to relating Eq. #6$ to the thermoreflectance signal is
knowledge of the temperature dependency of n and k for the film
and substrate !25". The refractive index and extinction coefficient
are related to the complex optical dielectric function "̂="1+ i"2
through !26"

n =
1
*2

!#"1
2 + "2

2$1/2 + "1"1/2 #7$

and

k =
1
*2

!#"1
2 + "2

2$1/2 − "1"1/2. #8$

Now the complex dielectric function can also be expressed as "̂
= "̂intra+ "̂inter, which explicitly separates the contributions due to
intraband transitions #free electrons$ and interband transitions
#bound electrons$. Since we are examining Au with 785 nm
pulses, we only focus on the intraband part "̂intra, which is de-
scribed by the well known Drude model. This intraband model
and its dependency on temperature is discussed in detail in Refs.
!11,15".

The 20 nm thin films in this study have film thicknesses on the
order of the optical penetration depth, so reflection and absorption
at the film/substrate interface can cause a change in the measured
reflectivity of the sample surface due to multiple reflections
propagating in the film. From thin film optics, the reflectivity of a
thin film on a substrate where the incident medium is air is given
by !27"

Rf = r*r #9$

where

r =
#m11 + n̂sm12$ − #m21 + n̂sm22$
#m11 + n̂sm12$ + #m21 + n̂sm22$

#10$

with n̂s being the complex index of refraction of the substrate and
r! is the complex conjugate of Eq. #10$. In Eq. #10$, mi,j is the
component of the characteristic thin film matrix !28" defined as

M = + cos # −
i

n̂f
sin #

− in̂f sin # cos #
, #11$

where #=$dn̂f /c, $ is the angular frequency of the radiation, and
c is the speed of light. The temperature dependencies of the indi-
ces of refraction in this thin film reflectance model follow those of
the Drude model, as previously discussed. Once Eq. #9$ is deter-
mined, the intraband, thin film thermoreflectance model is given
by

Fig. 1 Transient thermoreflectance data taken on a 20 nm Au
film evaporated on a glass substrate fit with the TTM using two
different source terms: „dashed line… the traditional source
term „Eq. „4…… and „solid line… the source term that accounts for
a delay in electron thermalization „Eq. „5……. Accounting for a
delay in electron thermalization gives a much better fit of the
TTM to the experimental data and yields a best fit value for G
that is in much better agreement with previous measurements
of G on Au.
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!R

R
=

Rf!Te" − Rf!T0"
Rf!T0"

!12"

With the temperature predictions from the TTM, the predicted
temperature rise after short pulsed laser absorption is then con-
verted to a thermoreflectance signal via Eq. !12" to directly com-
pare the TTM to the experimental data.

4 Discussion
The best fit of the TTM using the thin film intraband thermore-

flectance model is shown in Fig. 1. Two fits are shown: one using
the TTM with the traditional source term !Eq. !4"" and the other
using the source term that accounts for a delay in Fermi relaxation
!Eq. !5"". The best fit electron-phonon coupling factors G using
the parameters described in the text are also presented in the fig-
ure. In the graphical representation of the data, we set the time of
the predicted maximum thermoreflectance signal equal to t=0.
Using the traditional source terms results in a poor fit of the TTM
to the experimental data and gives a value of G of 1.8
"1016 W m−3 K−1, which is low compared with previous mea-
surements of 20 nm Au films in the low fluence limit !2.2–4.0
"1016 W m−3 K−1 depending on film structure" #9,11,29,30$. Ac-
counting for a delay in Fermi relaxation of 1.08 ps after pump
pulse absorption gives a much better fit of the TTM to the experi-
mental data. Use of this Fermi relaxation time leads to a best fit G
of 2.6"1016 W m−3 K−1, in much better agreement with previ-
ously measured values of G in the low fluence limit. The Fermi
relaxation time was determined by fitting the TTM to the data
before the peak in the data at zero delay time using tth as the
fitting parameter. The best fit G from the data taken with
3.1 J m−2, 2.0 J m−2, and 0.7 J m−2 incident fluences was
2.6#0.3 W m−3 K−1, 2.4#0.1 W m−3 K−1, and 2.1#0.2
"1016 W m−3 K−1 for the Au/glass samples and
3.2#0.2 W m−3 K−1, 2.6#0.1 W m−3 K−1, and 2.3#0.2
"1016 W m−3 K−1 for the Au/Si samples, respectively. The slight
fluence and substrate dependency is expected due to electron scat-
tering at the film-substrate interface during the period of electron-
phonon nonequilibrium #9,10,15$. The electron thermalization
time tth showed no sample or fluence dependency. The average
value determined from the thermoreflectance data was
1.10#0.05 ps, in good agreement with the Fermi relaxation time
determined from the electron emission experiments reported by
Fann et al. #17,18$. However, this value for tth is higher than that
reported from previous thermoreflectance measurements on Au
#3,4$.

To understand the reason for the discrepancy between the Fermi
relaxation time measurements in this work and those determined
from previous thermoreflectance studies, we fit the TTM with Eq.
!5" to the thermoreflectance data to determine tth using the thin
film intraband thermoreflectance model !Eq. !12"" and the tradi-
tionally used thermoreflectance model !Eq. !1"" !note that a com-
parison between a intraband thermoreflectance model and the tra-
ditionally used thermoreflectance model on determining G has
been discussed previously" #11$. The Fermi relaxation time deter-
mined through the use of Eq. !12" does not exhibit a fluence
dependency, which is consistent with Fermi liquid theory of hot
electron relaxation; i.e., that a single particle lifetime above the
Fermi level is related to the energy above the Fermi level !tth
$ !E−EF"−2, where E is the electron energy and EF is the Fermi
energy" #31$. However, tth determined through the use of Eq. !1"
shows a strong fluence dependency, decreasing with increased flu-
ence with values ranging from 0.70 ps to 1.10 ps. This is shown in
Fig. 2, which plots the Fermi relaxation times as a function of
incident fluence determined from the fits of the thermoreflectance
data to the TTM with Eq. !5" using the traditionally used ther-
moreflectance model !!Eq. !1"" and the thin film intraband ther-
moreflectance model !Eq. !12"". In the low fluence case, Eq. !12"
can be approximated by Eq. !1" since the temperature rise in the

Au film is relatively small !i.e., for small temperature excursions,
the thermoreflectance of a metal is approximately linear with tem-
perature" #15$, explaining the agreement of the two approaches in
determining tth. This further supports our finding that Fermi relax-
ation in Au occurs %1.1 ps after excitation with a 785 nm !1.58
eV" laser pulse.

5 Summary
In conclusion, we have examined electron relaxation mecha-

nisms in 20 nm Au films with pump-probe themoreflectance using
a thin film, intraband thermoreflectance model. We show that not
accounting for the delayed Fermi relaxation can affect the value
determined for the electron-phonon coupling factor G. Our data
indicate that the Fermi relaxation of a perturbed electron system
occurs approximately 1.1 ps after absorption of a 785 nm, 185 fs
laser pulse. This is in good agreement with electron emission ex-
periments #17,18$ but is higher than the Fermi relaxation time
determined from previous pump-probe thermoreflectance mea-
surements on thin Au films #3,4$. This discrepancy arises due to
not properly accounting for the thermoreflectance response in Au
at high temperatures in the previous works, elucidating the impor-
tance of the use of a proper thermoreflectance model for thermo-
physical property determination in pump-probe experiments.

The relaxation and scattering mechanisms of hot electrons in
solids is a critical parameter in thermal management and design of
micro- and nanoscale devices. As length scales decrease and de-
vice power densities increase, the thermal resistances associated
with the electronic scattering mechanisms studied in this work
become increasingly dominant. For example, consider a 10 nm
gold contact. The thermal resistance associated with electron-
phonon scattering is described by the inverse of the electron-
phonon coupling factor. Therefore, the electron-phonon resistance
of the 10 nm gold contact is %5"10−9 m2 K W−1. This is the
equivalent resistance of 5 nm of SiO2. With Fermi relaxation
times on the same order as the electron-phonon thermalization
times, as shown in this work, there will be an additional resistance
due to electron thermalization mechanisms that is of the same
order as the electron-phonon resistance !i.e., a few nanometers of
SiO2". Therefore, this Fermi relaxation mechanism and subse-
quent thermal resistance must be accounted for in the design and
thermal management of next-generation devices.

Fig. 2 Fermi relaxation times as a function of incident fluence
determined from the fits of the thermoreflectance data to the
TTM with Eq. „4… using the traditionally used thermoreflectance
model „„Eq. „1…… and the thin film intraband thermoreflectance
model „Eq. „11……. The Fermi relaxation time determined through
the use of Eq. „11… does not exhibit a strong fluence depen-
dency, which is consistent with the Fermi liquid theory of hot
electron relaxation, compared with tth determined through the
use of Eq. „1….
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ness used in Eq. !5" was determined from the AES scans, and the
thickness of the film in this study is defined as the distance from
the film surface to the beginning of the mixing layer. The thick-
nesses used for each film are listed in Table 3.

To quantify the spatial change of the elements in the mixing
layer, the Si data points in the first #3 nm after the beginning of
the mixing layer were fitted with a linear trend. The slope of this
line represents the rate of change of the Si concentration during
the first few nanometers of Cr /Si mixing. Since the elemental
concentrations of Cr, C, and O2 all decrease as Si increases, moni-
toring the change in Si with distance into the mixing layer gives a
good indication of the spatial gradient in the mixing region. As
previously mentioned, a total of 50 nm of Cr was deposited during
the fabrication of each sample. The defined mixing layers all ter-
minate at or before 50 nm in the AES profiles, indicating that Si
diffusion into the deposited Cr is the primary diffusion element
causing the two-phase mixing layer. Again, examining the room
temperature depositions, Cr-1 and Cr-4 have similar Si gradients
and Cr-2 and Cr-3 have similar gradients. This is probably a result
of different interdiffusion rates of the Cr and Si during deposition,
resulting from O2 layers or various degrees of roughness on the
substrate surface. The higher O2 levels on the surface of Cr-1
limited interdiffusion, resulting in a slower diffusion of the Si into
the Cr. This is consistent with past studies indicating that Cr and
O2 form a diffusion barrier $36%. However, we see the same type
of gradient in Cr-4, indicating that the Si diffusion could be dic-
tated by the smoothness of the surface. Substrate roughening is
assumed in Cr-2 from the backsputter procedure, and perhaps a
similar degree of roughness is present in Cr-3 since the attempt to
anneal the substrate only lasted for 20 min, as opposed to Cr-4,
which maintained a high chamber temperature for 50 min. A sum-
mary of the mixing layer depth, O2 concentration at the beginning
of the interfacial mixing layer, and slopes of the Si in the AES
profiles is given in Table 3.

Samples Cr-5 and Cr-6 were subjected to higher deposition
temperatures. 50 nm of Cr was deposited on a backsputtered and
annealed substrate at 573 K in Cr-5. Notice that the Si diffusion is
much smoother throughout the mixing layer, and the defined mix-
ing layer is much thinner than the room temperature samples. The
higher temperature and smooth surface probably resulted in much
faster Si diffusion, which would lead to the thinner mixing layer.
This also explains the profile for Cr-6, which exhibits the same
thin mixing layer. This sample was only backsputtered before
10 nm of Cr was deposited; then, the chamber was heated above
the CrSi2 formation temperature. This explains the mixing layer
ending slightly after 50 nm from the Cr film surface !similar to
Cr-2". However, the chamber was heated and maintained above
the CrSi2 formation temperature for 5 min. So, theoretically, this
could have resulted in silicide formation that would not have been
detected in the AES depth profile presented in the Appendix. This
sample !Cr-6" was additionally characterized with XPS $50%, and
no evidence of Cr silicide formation was detected.

Thermal Boundary Conductance at Various Cr ÕSi In-
terfaces

Several TTR scans were taken on each sample, and the average
of the resulting hBD for these scans is reported in Table 3. A
consistent deviation of less than 7% from the mean was calculated
for all the data on each sample. The thermal boundary conduc-
tance of each was determined by scaling the model !Eqs. !5"–!10""
to the TTR data at 100 ps and fitting the model to the data $24%.
This method assumes that the reflectance varies linearly with tem-
perature $24,39,51%. At 100 ps, the temperature gradient in the
metal film is negligible, and the electrons and lattice are in ther-
mal equilibrium. The thermal boundary conductance was treated
as a free parameter and was adjusted to minimize the sum of
squares between the thermal model and the TTR data. Minimiza-
tion was performed using an inverse parabolic interpolation tech-
nique, which normally required less then ten iterations to con-
verge.

To ensure that the TTR data taken with the 10 J m−2 pump can
be linearly related to electron temperature, hBD of Cr-3 was mea-
sured at a variety of pump fluences ranging from
0.5 J m−2 to 10 J m−2. The average hBD measured with varying
pump fluence was 0.139 GW m−2 K−1, which is the same hBD
determined from the various measurements on Cr-3 with
10 J m−2. The deviation among the measurements was less than
4% from the mean, which is less than the #7% deviation among
the samples from repeated measurements at one fluence, as previ-
ously mentioned. This indicates that for the fluence used in this
study !10 J m−2", the assumption that the reflectance varies lin-
early with temperature is valid.

Figure 4 shows the normalized TTR data taken on Cr-1 and
Cr-2 and the best fit of the thermal model to the data using the
thermophysical constants listed in Table 1 and hBD as the fitting
parameter. A best fit hBD of 0.178 GW m−2 K−1 was found for
Cr-1, where Cr-2 showed a 40% reduction in hBD with
0.113 GW m−2 K−1. Examining the corresponding AES profiles of
Cr-1 and Cr-2 !Appendix", it is apparent that the thickness of the
mixing layer and spatial change of the Si content in the mixing
layer can both contribute to varying levels of hBD.

The thermal boundary conductance measured in Cr-1 is consis-
tent with the 0.2 GW m−2 K−1 hBD measurement of a 30 nm Cr
film deposited on a lightly backsputtered Si substrate by Stevens
et al. $24%. However, Cr-1 was not subject to backsputtering,
where Cr-2 was deposited after backsputtering at relatively high
powers for a long time. This is evidence of the extreme sensitivity

Table 3 Summary of results from the AES and TTR data

Sample
ID

Cr film
thickness

!nm"

Mixing
layer
!nm"

O2
!%"

Slope of Si in
mixing layer

!%/nm"
Av. hBD

!GW m−2 K−1"

Cr-1 38 9.5 19 9.7 0.178
Cr-2 37 14.8 14 16.4 0.113
Cr-3 35 11.5 14.2 16.6 0.139
Cr-4 35 10.1 14.6 7.4 0.15
Cr-5 39 5.8 21.5 24.1 0.134
Cr-6 45 7 12.3 28.1 0.124

Fig. 4 TTR data of Cr-1 and Cr-2 fits with the model described
with Eqs. „5…–„10…. A 40% decrease in the best fit hBD from Cr-1
to Cr-2 is observed, with the only change in the experiment
occurring in the deposition conditions „see Table 1….
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of hBD to interfacial conditions and is indicative of the variability
in the fabrication processes.

The sensitivity of the model to film thickness also needs to be
considered. Since the model assumes a lumped capacitance, a
change in film thickness would change the thermal mass of the
system, affecting the predicted change in temperature. For ex-
ample, assuming that the Cr film thicknesses were actually 50 nm,
the amount of Cr deposited onto the Si substrates during deposi-
tion, the values of hBD determined from the fitting routine could
increase as much as 50%. However, this increase would be com-
mon on all samples maintaining the same trends reported in this
study. As previously mentioned, the Cr film thicknesses were de-
termined from the AES profiles and are listed in Table 3. This
thickness sensitivity also gives more evidence of the effect of
fabrication variability and interfacial conditions on the measured
thermal boundary conductance since hBD measured by Stevens et
al. was slightly higher for a thinner film.

Figure 5 shows the measured hBD of the six Cr samples as a
function of mixing layer thickness. The thermal boundary conduc-
tance in the room temperature samples !Cr-1–Cr-4" decreased
with increasing mixing layer thickness. In these samples, the hBD
ranged from 0.178 GW m−2 K−1 in the sample with a 9.5 nm mix-
ing thickness to 0.113 GW m−2 K−1 in the sample with 14.8 nm of
mixing. In these room temperature samples, the smallest amount
of mixing occurred in Cr-1, which was not subject to any in situ
substrate cleaning. The other room temperature samples, Cr-2–
Cr-4, were subject to backsputter etching, which reduced the oxy-
gen on the Si surface from #19% to #14% !see Table 3" and also
roughened the substrate prior to Cr deposition. The largest mixing
layer thickness and lowest hBD were measured in Cr-2, which
could be a result of the Si substrate being rougher than the other
room temperature samples. When the substrate was heated after
etching, presumably smoothing the surface and reducing surface
defects before room temperature Cr deposition !Cr-3 and Cr-4",
the mixing layer thickness decreased, resulting in a linear increase
in hBD. The measured hBD in Cr-1 deviated from the linear trend
in Cr-2–Cr-4, which could be partly due to the increased O2 con-
centration.

The samples that were subject to non-room-temperature depo-
sitions, Cr-5 and Cr-6, did not demonstrate the same relationship
between hBD and mixing layer. Both samples had much smaller

mixing layer thicknesses. The elevated temperatures imposed on
the Cr during deposition could have introduced impurities or
changed the material structure around the interface or in the film
that was not detectable by AES, therefore introducing another
variable between the high temperature deposited samples and the
room temperature deposited samples.

Figure 6 shows the relationship between measured hBD and the
interface “abruptness” !the slope of the Si content changes with
depth, as previously described". Note that the slope of the spatial
increase of Si is quantified by only considering the first 3 nm in
the mixing layer defined in the AES data. In addition, a very
abrupt interface does not necessarily relate to a small mixing layer
thickness. The apparent trend is a decrease in hBD with an increas-
ingly abrupt interface. The highest hBD values in the room tem-
perature samples !Cr-1–Cr-4" are measured on the samples in
which the Cr was deposited on a smooth Si surface, which created
a more gradual increase in Si content near the interface compared
to the samples in which Cr was deposited at elevated temperatures
!Cr-5 and Cr-6". Chromium and Si represent acoustically matched
materials with nearly identical Debye temperatures !!D!Cr
=630 K and !D!Si=640 K" and, therefore, have similar Debye
cutoff frequencies $45%. By calculating the phonon radiation limit
!PRL" of the Cr /Si system, an upper limit of the hBD is estab-
lished as 1.38 GW m−2 K−1 $23,52%. Any contribution to thermal
boundary conductance by phonons resulting in a value above this
limit would indicate occurring inelastic phonon scattering pro-
cesses $25,26%. The calculated PRL is higher than the measured
hBD; so, elastic scattering is assumed in this analysis.

The DMM, which assumes elastic phonon scattering $9%, can
therefore be applied to the system. In its simplest form, the DMM
can be calculated with

hBD = h1→2 =
1
4&

j

"1,j'
0

#max

$1→2%#
!N1,j

!T
d# !11"

where "1,j is the speed of phonon mode j !longitudinal or trans-
verse" in side 1 !acoustically softer material—here, the Cr film",
$1→2 is the probability of phonon transmission from side 1 into
side 2, and N1,j is the product of the phonon occupation function
and density of states of mode j on side 1. Assuming that the
diffuse scattering from the rough boundary equilibrates the pho-
non system, the Bose-Einstein distribution function can be imple-
mented and hBD of 0.855 GW m−2 K−1 is calculated using a De-
bye approximation. The DMM, like the PRL, also overpredicts the
measured hBD. This has often been associated with poor interface
quality and substrate damage $9,23,24,33%. As shown in this study,

Fig. 5 Average of the measured hBD of each sample as a func-
tion of mixing layer thickness. The room temperature samples
display a linear decrease in hBD with increasing mixing layer
thickness. The samples deposited at higher temperatures „Cr-5
and Cr-6… do not follow this trend, which could be due to de-
fects of a change in the microstructure relative to the room
temperature deposited samples. The error bars represent the
7% deviation from the mean calculated from the data from each
sample, which are the calculated errors associated with the re-
peatability of the data from the experiment.

Fig. 6 Average of the measured hBD of each sample as a func-
tion of rate of Si increase at the beginning of the interfacial
layer. An increase in hBD is observed as the Si spatial change in
the film becomes more gradual. The error bars represent the
7% deviation from the mean calculated from the data from each
sample, which are the calculated errors associated with the re-
peatability of the data from the experiment.
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approximately 8–16 !m for both the pump and probe
beams, depending on the objective lens used.

Since the absorption length of polysilicon is "10 !m at
#!770 nm, we use sputtering to coat some of the cantilevers
with a "100 nm thick aluminum film to ensure that the laser
energy is absorbed at the surface. This aluminum film allows
picosecond acoustic measurements and also simplifies the
analysis of the thermoreflectance measurements that follow.
Additional measurements on adhered cantilevers that are not
coated yield essentially the same results for G . In fact, with
the proper laser wavelength, uncoated samples give a larger
signal with less noise. Except where explicitly stated other-
wise, all results are from aluminum coated cantilevers.

We conduct separate measurements in both the time do-
main and frequency domain. For the TDTR measurements
we use modulation frequencies of 9.8 and 0.58 MHz. At 9.8
MHz, the thermal wave is confined to the cantilever. This
frequency is used to extract the conductance across the Al/
polysilicon interface and the cross-plane thermal conductiv-
ity of the polysilicon. At 0.58 MHz, the thermal wave propa-
gates through the cantilever, enabling sensitivity to the
thermal conductance of the cantilever/substrate interface.
The polysilicon cross-plane thermal conductivity and the in-
terfacial thermal conductances are determined by comparing
the experimental data to thermal models where the property

of interest is a free parameter that is adjusted until the model
fits the data.12

For measurements in the frequency domain we use a
modified Ångström technique. The basic principles of the
Ångström technique are as follows. One end of a long beam
or rod of arbitrary, but uniform, cross section is heated peri-
odically while the other end is kept at a fixed temperature. As
the thermal wave travels along the length of the sample, the
temperature at each location also varies with the same pe-
riod, but with exponentially decaying amplitude. By measur-
ing the thermal decay and phase lag as a function of the
position one can extract the thermal diffusivity of the sample,
and the heat loss from the sample to the environment. This
basic technique has been adapted many times.17,18 We use the
pump beam from the modulated laser system described pre-
viously as the heat source and the probe beam is used to
measure the thermal decay along the length of the cantilever.

If we examine the low frequency limit,

$"
G
hC , %1&

where $ is the angular modulation frequency, G is the ther-
mal conductance from the cantilever, h is the cantilever
thickness, and C is the volumetric heat capacity of the can-
tilever, the one-dimensional heat equation gives

T̃%x &!
P

w!h'G
exp! #x

L " , %2&

where T̃ is temperature, P is the power absorbed from the
laser, w is the width of the cantilever, ' is the lateral thermal
conductivity of the cantilever, x is the distance from the heat
source, and L is the thermal decay length,

L!!h'

G . %3&

Therefore, by measuring the exponential thermal decay at
low frequency one can determine G if the thermal conduc-
tivity of the beam is known.

Here, the delay time between the pump and probe beams
is fixed at "12 ns and the modulation frequency is scanned
in the range of 0.1–100 kHz. The pump and probe beams are
separated along the length of the cantilever by a distance (x .
Again the experimental data are fit using a thermal model in
order to extract the cantilever/substrate thermal conductance
and the in-plane thermal conductivity of the polysilicon.

III. RESULTS
A. Picosecond acoustics

Picosecond acoustics are first used to examine the nature
of the interface on samples that are coated with Al and
samples that are bare. For the coated samples, the pump
pulse is used to heat the 115 nm thick Al film on the surface
of the sample. As a result of heating, the metal film expands
and launches a sound wave through the polysilicon film. The
sound wave is partially reflected when it encounters an inter-
face. When this reflection returns to the surface, it is detected
by the change in reflectivity measured with the probe beam.

FIG. 1. %a& Schematic diagram of the cross section of a free cantilever
fabricated by the Sandia SUMMiT IV™ process. The freestanding cantile-
ver structure is formed by selectively etching a sacrificial oxide layer %1.9
!m thick& out from beneath the beam. %b& SEM micrograph of a cantilever
array showing one ‘‘free’’ and one ‘‘adhered’’ beam. The adhered beam is S
shaped where the adhered region is parallel to the substrate. These beams
are 2.6 !m thick and 10 !m wide.
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The thermal contact conductance G for polycrystalline silicon cantilever beams that are adhered to
an underlying substrate is examined using two different optical techniques. Using time-domain
thermoreflectance, we measure G!9"2 MWm#2 K#1 at 25 °C and G!4"1 MWm#2 K#1 at
150 °C. The room temperature value is confirmed using a modified Ångström method, which
establishes a lower limit of G$5 MWm#2 K#1. This contact conductance is a factor of 10–105
greater than values reported for metal–metal and ceramic–ceramic interfaces. The large interfacial
conductance is consistent with the presence of a thin layer of water trapped between the cantilever
and the substrate. The thermal conductivity # of the phosphorus doped polysilicon cantilever is
nearly isotropic with #cross plane!65 Wm#1 K#1, and # in plane!70 Wm#1 K#1 at room
temperature. © 2004 American Institute of Physics. $DOI: 10.1063/1.1639146%

I. INTRODUCTION

A cantilever beam is a key component in many micro-
electromechanical systems !MEMS". The pliancy of these
structures and their close proximity to adjacent surfaces
make these microdevices prone to adhesion upon contact,
resulting in stiction related failure.1 While cantilevers have
been repaired by ultrasonic actuation,2 pulsed Lorentz
forces,3 and laser irradiation,4–8 the nature of the contact
remains unclear. In particular, the thermal contact conduc-
tance G between a cantilever and an underlying substrate has
yet to be examined and may provide insight into the adhe-
sion mechanism involved.

We describe an approach for measuring the cantilever–
substrate interfacial thermal conductance using a combina-
tion of picosecond acoustics,9 time-domain thermoreflec-
tance !TDTR",10–12 and a modified Ångström method.13,14
Picosecond acoustics are used to accurately measure film
thicknesses as well as to shed some light on the nature of the
adhesion between the cantilever and the substrate. The ther-
mal contact conductance across the cantilever/substrate inter-
face and the normal, or cross-plane, thermal conductivity of
the cantilever are extracted with TDTR. The modified Ång-
ström technique provides a secondary measurement of the
interfacial thermal conductance and is used to measure the
lateral, or in-plane, thermal conductivity of the cantilever.

II. EXPERIMENT

The cantilever beams used in this study are fabricated
using the SUMMiT IV™ process15 at Sandia National Labo-
ratories and are shown in Fig. 1. The cantilevers are a lami-

nate made from two polycrystalline silicon !polysilicon" lay-
ers that are deposited by low-pressure chemical vapor
deposition !LPCVD". The polysilicon layers are heavily
doped with phosphorus near solid solubility. The beams are
fabricated on a sacrificial oxide layer that is later etched
away with a 49% HF solution in order to ‘‘release’’ the can-
tilever. The cantilevers are then rinsed twice with de-ionized
water followed by a final rinse with isopropyl alcohol and
are dried on a hot plate at 110 °C.7 During this drying pro-
cess, some cantilevers become adhered to the underlying
substrate. Figure 1!b" is a scanning electron micrograph
!SEM" of the ends of two beams, one of which is adhered,
while the other beam is freestanding. The adhered cantilevers
studied in this work are 2.6 &m thick and are ‘‘S shaped’’
where the adhered region is parallel with the substrate. The
initial gap height for all of the cantilevers is 1.9 &m and
beams with lengths ranging from 500 to 1500 &m and widths
of 10 and 30 &m are examined.

Maboudian and Howe1 made an important distinction
between structures that become adhered during the release
and drying processes !‘‘release-related’’ adhesion" and those
that become permanently adhered during device operation
!‘‘in-use’’ adhesion". All of the cantilevers examined in this
work became adhered during the drying process.

The optical measurements are conducted using a modu-
lated laser system.11,12,16 We use a Ti:sapphire mode-locked
laser to produce a series of subpicosecond pulses with wave-
length '!770 nm at a repetition rate of 80.6 MHz. The laser
output is split into two beams, a ‘‘pump’’ beam and a
‘‘probe’’ beam. The intensity of the pump beam is modulated
with an electro-optic modulator. The optical path length of
the pump beam is then adjusted with a mechanical delay
stage to allow time-domain measurements. Changes in the
intensity of the reflected probe beam appear at the modula-
tion frequency of the pump beam and are measured with a
lock-in amplifier. The 1/e2 beam diameter at the sample is

a"Present address: Dept. of Mechanical Engineering, Virginia Polytechnic
Institute and State University, Blacksburg, VA 24061; electronic mail:
huxtable@vt.edu

b"Currently at Sandia National Laboratories, Albuquerque, NM 87185.
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frequency at a pump–probe separation of 58 !m in Fig. 4"b#.
In the range 0.5! f!5 kHz, the model is sensitive to both g!
and $poly . With the product g!$poly constrained from the
low frequency limit, we find the best fit occurs for $poly
"70 Wm#1 K#1 and g!"1.1 !m. As a check of these fit-
ting parameters, we also examine the frequency dependence
at %x"116 !m in Fig. 4"c# and find that the same values for
$poly and g! again fit the data. This measurement of the
in-plane thermal conductivity is nearly identical to the cross-
plane value extracted from TDTR measurements.

With the in-plane thermal conductivity of the polysilicon
film established, we examine a 10 !m wide cantilever that is
adhered to the substrate. We first look at the exponential
decay of V in at low frequency, shown in Fig. 5"a#. Now the
only fitting parameter in the model is the interfacial thermal
conductance, G int , between the cantilever and the underlying
substrate. However, the exponential decay of V in is con-
trolled by the total thermal conductance from the cantilever,
which includes the conductance through the two low conduc-
tivity dielectric layers. Since the conductances of the oxide,
Goxide"2.2 MWm#2 K#1, and the nitride, Gnitride
"4.1 MWm#2 K#1, are small, the model is not sensitive to
values of G int above &5 MWm#2 K#1 and we are unable to
extract an exact value for the interfacial thermal conduc-
tance. Nevertheless, we are able to establish a lower limit of
G int$5 MWm#2 K#1, which is consistent with the TDTR
measurements. To verify the value of G int obtained from the
low frequency data, we examine the frequency dependence
at a pump–probe separation of 17.4 !m in Fig. 5"b#. Again,
we find that the fit is reasonable.

There is little discernable variation of G int between can-
tilevers. We measure the thermal decay at %x"17.4 !m and
f"4 kHz for 35 cantilevers on two separate samples and all
have G int$5 MWm#2 K#1. These measurements are also
done under vacuum (P&1 Torr), with no distinguishable
difference in the exponential decay length or G .

IV. DISCUSSION

These values for G are large in comparison with previ-
ous measurements on metal–metal25 and ceramic–ceramic26
pressed contacts where the upper limit on G is
&0.01 MWm#2 K#1 for pressures up to several MPa, and
typical values are often up to two orders of magnitude
smaller. However, much of the previous work dealt with
samples that had surface roughness on the order of microns.
Measurements on the current samples with an atomic force
microscope give root mean square "rms# roughness values of
3.4 nm for the bottom surface of the cantilevers and 4.7 nm
for the top surface of the underlying polysilicon layer.

Two recent measurements investigated the conductance
through interfaces where at least one of the samples had
nanometer scale roughness. Ohsone et al.27 examined the
conductance between wafer-like samples of aluminum and Si
and reported values of G approaching 2 MWm#2 K#1 at 10
MPa. Perhaps the work most related to the present study was
conducted recently by Song et al.28 They measured the con-
ductance for polysilicon/silicon nitride microstructures
brought into contact by electrostatic actuation and found G

FIG. 4. Modulated thermoreflectance data for a 30 !m wide free cantilever.
"a# Normalized in-phase voltage as a function of the distance between the
pump and probe beams at a modulation frequency of 200 Hz. These data are
used to fix the product of the effective gap height, g!, and the in-plane
thermal conductivity of the polysilicon, $poly . "b# Frequency dependence of
the in- and out-of-phase signals for a pump/probe separation distance of 58
!m. With $polyg! fixed from the low frequency data in "a# the frequency
dependence is used to extract $poly"70 Wm#1 K#1 in the in- plane direc-
tion. "c# Frequency dependence of the in- and out-of-phase signals for a
pump/probe separation of 116 !m. These data are fit using the value of $poly
determined in "b# in order to confirm the result. The laser beam diameter is
16 !m for all three measurements.
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that may exist between the sample and external test hardware
!19". Finally, since 3! is a nondestructive technique, certain de-
vice geometries and material systems used in the high-powered
microelectronic device systems of interest can be examined in
their as-used conditions or with minimal post processing.

In this study, the thermal conductivity of polycrystalline silicon
suspended bridge structures are measured with the 3! technique.
To the knowledge of the authors, this represents the first measure-
ments of polysilicon bridges with the 3! technique. The thermal
conductivity of these same structures is also measured with a
steady state resistance method, which allows for comparisons
among the thermal conductivity measurement techniques. The
suspended structures are fabricated using the Sandia Ultraplanar
Multilevel MEMS Technology #SUMMiT V™$ process !22,23".
In Sec. 2, the SUMMiT V™ process is described along with the
test samples. The specific 3! setup, analysis method, and assump-
tions are explained in Sec. 3. Section 4 presents the temperature
dependent 3! thermal conductivity results and compares them to
the steady state measurements. The differences between the two
measurements can be ascribed to contact and bond pad effects, for
which steady state techniques must carefully account but which
the 3! technique is insensitive in the frequency domain. There-
fore, these effects can be treated as an offset in 3! analysis !16".

2 Suspended Test Structures
The SUMMiT V™ process !22" involves four structural n-type

#phosphorous-doped$ polysilicon layers with a fifth layer as a
ground plane. The polysilicon layers are separated by sacrificial
oxide layers that are etched away during the final release step. The
two topmost layers, Poly3 and Poly4, are nominally 2.25 "m in
thickness, while the bottom two, Poly1 and Poly2, are nominally
1.0 "m and 1.25 "m in thickness, respectively. The ground
plane, Poly0, is 300 nm in thickness and lies above an 800 nm
layer of silicon nitride and a 630 nm layer of silicon dioxide. The
sacrificial oxide layers between the structural layers are each
roughly 2.0 "m thick.

The thermal conductivity test structures are fabricated from the
Poly4 layer and are nominally 2.25 "m thick. Test structures
were designed with a width of 10 "m and four lengths: 200 "m,
300 "m, 400 "m, and 500 "m. The fixed-fixed bridge ends at
bond pads, which are layered structures that mechanically anchor
the beam to the substrate and provide a location for wire bonding
to the package. The wires are bonded to a 700 nm layer of Al that
is deposited on top of the bond pad. Figure 1 is an image of a
10 "m wide and 200 "m long suspended bridge test structure
used in this study with the bond pads and bond wires visible.

3 3! Experimental Considerations
As previously mentioned, the thermal conductivity of the Poly4

SUMMiT V™ bridge structures were measured with both steady
state and 3! techniques. Details of the steady state experimental
setup, analysis, assumptions, and possible errors are described in

Refs. !11,24". A description of the 3! setup used for measure-
ments on the Poly4 SUMMiT V™ bridge structure follows. Fig-
ure 2 shows a schematic of the electrical circuit with the data
acquisition components of the experimental setup. This is essen-
tially the same setup as Cahill’s original experiment !14,15" only
the use of a SR830 digital signal processing #DSP$ lock-in ampli-
fier with higher harmonic detection removes the need for a fre-
quency tripling circuit. This lock-in greatly simplifies the circuit
since it was used for the input current, reference signal, and mea-
surement of the third harmonic #3!$ voltage. The ac sinusoidal
input current, which was supplied by the lock-in amplifier, was
passed through the sample and resistor of fixed resistance. Passing
the resulting voltage drops through AD534 differential amplifiers
reduces unwanted noise by producing a signal equal to the voltage
drop across the sample and fixed resistor, respectively. The result-
ing signals were then differenced by the lock-in amplifier. Differ-
encing the two resulting voltages across the sample and fixed
resistor removed the majority of unwanted noise. The differenced
voltage signal contains both ! and 3! components. The lock-in
amplifier was used to detect the small resulting 3! component by
comparing the differenced voltage signal with the input current
#supplied by the lock-in amplifier$.

The temperature dependent data were obtained while slowly
heating and cooling the test structures in a liquid nitrogen cooled
Henriksen cryostat that was pumped down to less than 1 mTorr.
Only the sample is in the temperature controlled vacuum; the
fixed resistor is wired in the circuit in ambient so that it experi-
ences minimal temperature fluctuations. The voltage dissipated

Fig. 1 Optical microscope image of a 10 "m wideÃ200 "m
long test structure fabricated using the SUMMiT V™ process.
The bond pads are 100 "m wide and 300 "m long. Two wires
bonded to bond pad are visible in the image. The connections
to the package are outside of the image.

Fig. 2 Schematic representing circuit and data acquisition
equipment in the 3! measurements. The sample is the polysili-
con microbridge structure, and the fixed resistance varied de-
pending on the sample. The value of the fixed resistance was
chosen to be slightly higher than the maximum resistance
across the sample †14‡. During testing, this value was set to be
slightly higher than the room temperature resistance of the
sample.
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across the sample and fixed resistor was determined with Agilent
34401A multimeters, and then the resistance across the test sec-
tion was determined at each temperature. Since the majority of the
resistance between the voltage probes on the bond pads lies in the
bridge structure, the 3! data were analyzed with the relationship
between 3! voltage and thermal conductivity derived by Lu et al.
!21" for one-dimensional conduction along rodlike structures,
given by

V3! #
4V3L

"4kAR2$1 + %2!#&2

dR

dT
%1&

where V and V3! are the voltage dissipated across the bridge
structure and the third harmonic of the voltage detected across the
bridge structure, respectively; L is the length of the bridge struc-
ture %the additional length from the bridge-bond pad connection
was neglected since the lateral resistance in the bond pad is con-
sidered negligible compared with the resistance along the bridge
structure&; k is the thermal conductivity of the bridge structure; A
is the cross-sectional area of the bridge structure; R is the electri-
cal resistance measured across the bridge structure; ! is the an-
gular frequency of the ac supplied to the circuit; and # is the
characteristic thermal time constant for the axial thermal process,
which for this one-dimensional thermal process is defined as #
=L2C /"2k !21", where C is the heat capacity of the structure, and
dR /dT is the change in the electrical resistance over the tempera-
ture range for the measurements. The electrical resistance as a
function of temperature was determined from the voltage drop
across the test section %ts& and fixed resistor %fr& and the resistance
of the fixed resistor by Rts=RfrVts /Vfr. The measured dR /dT of the
200 $m, 300 $m, 400 $m, and 500 $m long bridges were
0.226 % /K, 0.328 % /K, 0.443 % /K, and 0.554 % /K, respec-
tively. The temperature dependent resistance values measured us-
ing the steady state experimental technique were similar:
0.224 % /K, 0.334 % /K, 0.454 % /K, and 0.553 % /K, respec-
tively. The electrical resistance of the test section exhibited a lin-
ear trend with temperature over the entire temperature range of
interest; therefore dR /dT was constant. 3! data were taken over a
wide range of frequencies. At relatively low frequencies, where
the thermal wavelength is much larger than the length of the struc-
ture, !# approaches zero and the resulting 3! voltage is fre-
quency independent. In this limit, Eq. %1& becomes

V3! #
4V3L

"4kAR2

dR

dT
%2&

and the thermal conductivity can be easily determined from the
in-phase portion of V3!.

Figure 3 shows the V3! response on a 200 $m microbridge test
structure at 294 K along with the best fit of Eq. %1& using k and #
as fitting parameters. The thermal conductivity is determined from
the low frequency data, where the 3! response is frequency inde-
pendent. The time constant # then determines the curvature of the
3! response at higher frequencies. The best fit thermal conductiv-
ity of this structure is 66 W m−1 K−1. The thermal time constant
# of this structure is 1.199 ms, as shown from the best fit of Eq. 1
in Fig. 3. Equation %1&, solved with two other time constants of
#=0 s and #=10 ms, is also shown in this figure.

During testing, the frequency range was swept from 5 rad s−1

to 10,000 rad s−1 during data collection at room temperature and
low temperature %85 K&. This identified the region of frequency
independent V3! and also determined the maximum and minimum
time constants of the structure over the temperature range. Data
were taken at temperatures ranging from 85 K to 294 K. The
temperature of the cryostat was ramped at 1.0 K/min and only a
few selected frequencies in the frequency independent V3! range
%low frequencies& were applied to the circuit so that the frequency
range was swept approximately three times before the chamber
changed 1 K.

4 Results
Figure 4 shows Eq. %1& fit to 3! data on the different length

bridge structures taken at 85 K and 294 K. The thermal conduc-
tivity k and time constant #, determined from Eq. %1&, are also
shown in this figure. The data and Eq. %1& fit are normalized for
clarity since the value of V3! is different for each bridge structure.
As the bridge length decreases, the thermal time constant also
decreases. This is expected since a shorter bridge structure will
take less time to equilibrate. In addition, the time constant in each
structure decreases as the temperature decreases. This causes the
region of frequency independent V3! response to span a longer
frequency range. Figure 5 summarizes the thermal time constant
results from the data shown in Fig. 4. The time constant, which
increases at higher temperatures, is related to the phonon mean
free path and equilibration time. At lower temperatures, the pho-
non mean free path is longer than at higher temperatures, and the
bridge structures take less time to equilibrate. The longer bridge
structures also take more time to equilibrate than the shorter
bridge structures since the longer bridge structures create more
scattering events along the length of the bridge, which in turn
leads to longer equilibration time.

Figure 6 compares the thermal conductivity of the four bridge
structures taken with the 3! technique to the thermal conductivity
determined with the steady state method. The thermal conductiv-
ity 3! data are reported in increments of 1.0 K. As previously
motioned, there were approximately three frequency sweeps taken
before the sample changed 1 K, so each data point in the 3!
represents the statistical average of three measurements. The stan-
dard deviation among the three measurements at each temperature
increment is less than 2% for all temperatures; the sizes of the
data points are greater than the uncertainty among the three mea-
surements at each temperature.

Notice there is a length dependency in the thermal conductivity
measurements, which could arise from the contact resistance at
the bridge/bond pad junction !24". This dependency is far less
apparent in the 3! data taken at lower temperatures, but at higher
temperatures, the same dependency exists between the 3! and the
steady state measurements. Some of the length dependency error
has been considered in the steady state analysis by examining
bond pad heating !24". Some length dependency error could also
result from the geometry of the test structure; for example, the
electrical connections are placed on the bond pads and not on the
suspended test structure. This could add to the measured electrical

Fig. 3 Sensitivity of Eq. „1… to the thermal time constant !. A
best fit thermal conductivity k is 66 W m−1 K−1. The thermal
conductivity of the test structures is easily determined by iden-
tifying the region of frequency independent V3" and fitting Eq.
„2… to the data.
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rion value based on the thermal conductivity measurements given
by

8!"!d + w"T0
3L2

#2dwk
$ 1 !6"

Taking the 500 %m bridge at 294 K with a measured k of
67 W m−1 K−1 yields a criterion value of 2.35&10−3, using Eq.

!6", which is certainly low enough to neglect radiation heat loss
#7$.

As previously mentioned, electrical and thermal resistances in
the bond pads not associated with the test structure for which the
3' measurements are insensitive in the frequency domain can be
treated as an offset to the measured thermal conductivity #16$.
Electrical resistance and bond pad offsets were neglected in the

Fig. 6 Thermal conductivity measured with the 3! „filled squares… and
steady state „empty circles… †11‡ techniques as a function of bridge length at
four different temperatures. The dependency of the data on bridge length is
shown by the slope of the best fit line to the data. The bridge length depen-
dency is essentially nonexistent in the lower temperature 3! data, which is
apparent by comparing the thermal conductivity trends with bridge length
represented by the slopes of the best fit line to the data that are listed in the
figures.

Fig. 7 Temperature dependent thermal conductivity data on the polysilicon
bridge test structures. The 3! and steady state measurements are both
presented for comparison. The differences between the two sets of data
determined from the different measurement techniques can be explained by
the effects of bond pad heating and thermal boundary resistance between
the Al wire bonded film and the bond pad.
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sponse and the phase lag between the pump and the temperature
response depend on thermal conductivity, as previously demon-
strated !17–20". In this work, we monitor phase lag because it is
less sensitive than amplitude to intensity instabilities that plague
diode lasers.

Frequency dependent phase data from FAFDTR is fitted to a
conduction model using the sample’s thermal conductivity as the
lone fitting parameter. The sample thermal conductivity is identi-
fied as the thermal conductivity providing the best match between
model and experiment. Validation of FAFDTR is herein reported
for both bulk and thin film samples with thermal conductivities
spanning three orders of magnitude. A detailed error analysis is
provided.

2 Experimental Setup
The experimental setup for FAFDTR is shown in Fig. 1#a$. The

pump is a high powered #%1 W max$ 660 nm fiber coupled diode
laser #Jenoptik$. Its power is periodically modulated using an ex-
ternal laser diode controller #ILX Lightwave$ driven by a wave-
form generator #National Instruments$. The probe beam is a low
powered #%5 mW max$ 635 nm fiber coupled diode laser #Thor-
labs$, which emits a constant power beam. Both pump and probe
beams are coupled into multimode fibers at the sources, and then
merged into a single multimode fiber by a fused fiber coupler #OZ
Optics$. An in-line 635 nm bandpass filter is inserted between the

probe laser and the fiber coupler to eliminate back reflection of the
pump beam into the probe laser diode. The pump and probe
beams exit into freespace through a collimator, as perfectly
aligned parallel beams with Gaussian intensity profiles.

Once in free space, a beam-splitter samples 1% of the com-
bined beams for presample noise measurement by photodiode
#PD$ B #Thorlabs PDA36A$. The remaining 99% is directed
through a microscope objective lens to the sample surface. Objec-
tives of 10!, 20!, and 50! magnifications were used in the
current study. In order to identify the spot size, reference samples
patterned with regularly spaced grids were fabricated. The re-
flected image of the focused spot on the patterned surface is
shown in Fig. 1#b$.These images, taken by a CCD camera, were
fitted using the Gaussian intensity distributions "#r$#e−#r2/rspot

2 $.
Our fits indicate that the spot radii are 56$3 %m, 26$1.3 %m,
and 9.6$0.5 %m for 10!, 20!, and 50! objectives, respec-
tively. The error represents the 95% confidence interval of the spot
radius, accounting for deviations that may result when focusing
onto unpatterned samples.

The focused pump beam imparts a periodic heat flux on the
sample surface that results in a periodic temperature change
within the sample. The phase and amplitude of temperature, rela-
tive to the heat flux, at the sample surface are related to the sam-
ple’s thermal properties #thermal conductivity k, heat capacity cp,
and density &$. The periodic temperature variation in the top layer
T1,' results in a periodic change in the reflectivity of the surface
R' due to the temperature dependence of reflectivity. The coeffi-
cient of thermoreflectance, (#)probe$, defined as (#)probe$
= !1 /R0#)probe$"!dR#)probe$ /dT", quantifies the change in reflectiv-
ity as a function of temperature, where R0#)probe$ is the nominal
reflectivity of the surface at the probe wavelength. Note that
(#)probe$ depends strongly on both the choice of sample material
and the probe wavelength.

Hence, the periodic reflectivity variation is written in terms of
the periodic temperature variation T1,' as

R' = (#)probe$R0#)probe$T1,' #1$
When the probe beam is reflected from the surface, it will pick up
a small periodic signal due to R'.

Isignal,' = IprobeR' #2$
The amplitude of Isignal,' is sensitive to instabilities in the probe
laser power so we instead monitor the phase of Isignal,' relative to
the pump Ipump,'; this phase difference is directly related to the
thermal conductivity of the sample. The postsample beams are
reflected back through the beam-splitter and then through a
635 nm bandpass filter so that only the probe beam reaches pho-
todiode A. The phase of the voltage signal from photodiode
A is measured using a lock-in amplifier #SR830 Stanford
Research Systems$ and is mathematically defined as *signal
= tan−1!Im#Isignal,'$ /Re#Isignal,'$".

The local steady state temperature rise of the sample can be
estimated as +Tavg=Qavg / #2&2,rspotk$, where Qavg is the time-
averaged laser power absorbed by the sample !10", for example,
for a typical Si sample with k=137 W /m K, rspot=9.6 %m, and
Qavg=50 mW, and has +Tavg=7.6 K. Caution should be taken to
minimize +Tavg for low thermal conductivity samples by using
low pump laser power or low duty-cycle periodic modulation that
result in low Qavg. For the room temperature validation results
presented here, +Tavg was maintained below 10 K.

3 Signal to Noise Ratio Considerations
Although the exact amplitude of Isignal,' is not used by

FAFDTR, its order of magnitude is important for achieving ad-
equate SNRs. Favorable SNRs result from optimizing FAFDTR’s
signal strength and rejecting noise. Higher magnification lenses
give FAFDTR higher SNRs because the same power focused into
a smaller spot that generates higher heat flux and increased am-

Fig. 1 Experimental setup and spot radius calibration. „a…
FAFDTR uses fiber coupled diode lasers to produce pump
„shown in red… and probe „shown in blue… beams of that are
subsequently merged into a single fiber, leading to perfect
pump-probe alignment at the sample surface. The pump power
is periodically modulated „dashed line…, resulting in a periodic
temperature change of the sample surface. Due to the tempera-
ture dependant reflectivity of the sample, when the probe beam
is reflected, it too becomes modulated. The phase lag between
the periodic signals of the pump beam and reflected probe
beam varies with modulation frequency and is used to evaluate
the sample’s thermal conductivity. Details of the setup are ex-
plained in the text. „b… CCD images of the pump beam reflected
from patterned samples were used to determine the spot radius
of our beam at the sample surface for 10!, 20!, and 50!
lenses. Arrays of dots, with known dot-dot pitch „10 "m…, were
used for calibration. „Color online only.…
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5 Validation of FAFDTR with Bulk and Thin Film
Reference Samples

Bulk samples !i.e., having thicknesses much greater than Lp" of
amorphous silicon dioxide SiO2, Sr0.03La0.97TiO3 !SLTO", and
single-crystal silicon !Si" coated with 100 nm thick Nb films were
measured. Data and fits of phase lag, based on Eq. !6" with best
matched ksub, are shown in Fig. 2!a". As anticipated, the phase lag
increases asymptotically to 45 deg as frequency is increased. The
extracted values of ksub are compared with reference values in
Table 1; the reported uncertainties are discussed in the uncertainty
analysis section. Measured values of rspot and literature values of
the specific heat and density of our samples #26$ were assumed as
fixed inputs to the model, and are listed in Table 1. In most cases,
the interface resistance between the Nb film and the bulk sample
is expected to be negligibly small. One exception is the Si sub-
strate; the thin native SiO2 layer !%1 nm" between the Nb film
and our Si reference samples resulted in a well studied thermal
resistance at the interface between Si and SiO2 #27–29$. For ther-
mally grown SiO2, an interface conductance of hint
%30 MW /m2 K has been recently reported #28,29$ and was as-
sumed here.

FAFDTR was also validated against four thin films on Si sub-
strates. Samples included thermally grown SiO2 films of 40n m
and 100 nm, a 600 nm parylene film, and a 1.6 !m poly-3-
hexylthiophene !P3HT" film. The SiO2 films were measured using
a NanoSpec film thickness measurement system. The parylene
was deposited using a PDS 2010 Labcoter 2 made by Specialty
Coating Systems. The deposition process evaporates a precursor
that is pyrolized leaving parylene-n deposited on the surface. The
P3HT was purchased from Sigma Aldrich, dissolved in chloro-
form, and dropcast onto the sample surface following the prepa-
ration from #30$. The thicknesses of parylene and P3HT films
were measured directly using a contact profilometer with experi-
mental error of %1 nm.

FAFDTR data and fits of phase lag, based on Eq. !6" with best
matched kfilm, are shown in Fig. 2!b" for all films. The extracted
values of kfilm are compared with reference values in Table 1. For
the SiO2 films, an interface conductance of hint%30 MW /m2 K
was again used. For the polymer films, the interface conductance
is much higher than the film conductance and hence did not sen-
sitively influence evaluation of the film properties.

For k spanning three orders of magnitude, FAFDTR’s estimate

Fig. 2 FAFDTR data, fits, and comparison to reference samples. „a… Measured phase lag between the surface temperature
and the applied heat flux for bulk samples; solid lines show the best fit of the model to the experimental data. „b… Phase lag
data and best fit for thin film samples. „c… Comparison between thermal conductivity measured by FAFDTR „kFAFDTR… and the
reference thermal conductivity of our samples „kref…. A linear fit to these points has a slope of 1.02, indicating that FAFDTR
is accurate for measurement of kÈ0.1–100 W/m K. „d… FAFDTR’s ability to measure high thermal conductance thin film
samples is demonstrated by comparing the reference thermal conductance „href=kref /Lfilm… to the FAFDTR prediction of
thermal conductance „hFAFDTR=kFAFDTR/Lfilm…. A linear fit to these points has a slope of 1.02, indicating that FAFDTR is
accurate for measurement of hfilmÈ0.1–35 W/m K.
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frequency-dependent phase shift into the measured signal. In
order to determine the true phase of the pump laser imping-
ing on the sample, a portion of the pump light after the EOM
can be split off and sent to a reference photodetector that is
identical to the primary photodetector. The reference photo-
detector serves as the reference for the lock-in amplifier. The
optical path length between the reference detector and the
EOM should be made equal to the sum of the path length
between the EOM and the sample and the path length be-
tween the sample and the probe detector. The error intro-
duced by path mismatch scales linearly with frequency; at 10
MHz modulation, a 1 cm difference in optical paths trans-
lates to a phase error of roughly 0.1°.

The second setup, shown in Fig. 1!b", is based on a
pulsed laser and is similar to setups commonly used for
TDTR. This is the arrangement we have used to generate all
the data presented in this work. A Ti-sapphire laser emits a
train of 150 fs long pulses at a repetition rate of 80 MHz. The
center wavelength is 815 nm and the power per pulse is
roughly 15 nJ. Each pulse is split into pump and probe
pulses, and the probe pulses are delayed relative to the pump
pulses with a mechanical stage. The pump beam passes
through an EOM and bismuth triborate crystal that doubles
the pump light frequency. Dielectric mirrors and color filters

isolate the pump beam from the detector, allowing us to mea-
sure relatively rough samples since the filters are not affected
by scattering of the pump beam into different polarizations
and angles. More details on our setup are given elsewhere.14

Due to the high pulse repetition rate of the Ti-sapphire
laser, in thermal measurements there is not sufficient time for
the sample to return to equilibrium between laser pulses, and
this ultimately introduces a thermal wave into the sample at
the EOM modulation frequency.12,15,16 Like in the cw sys-
tem, a lock-in amplifier records the amplitude and phase re-
sponse of this thermal wave, and these quantities are related
to the properties of the sample. In this setup, the reference
detector approach can also be used to determine the pump
beam phase, although a sharp low-pass filter would be
needed to remove the harmonic response at the laser pulsing
frequency. An alternative method is to adjust the phase of the
lock-in at each frequency until the out-of-phase component
of the signal is constant as the stage moves across the zero-
delay time.12 This is the approach we employ in our system.
The phase correction can be determined once over the range
of modulation frequencies and then automatically added dur-
ing subsequent measurements.

III. ANALYSIS

A. Theory

The ideal lock-in amplifier measures the fundamental
harmonic component of the probe signal at the modulation
frequency !0 and rejects all other components. The output is
the amplitude A and phase " of the fundamental component
of the probe signal with respect to the reference wave. Math-
ematically, the solution can be expressed as a complex num-
ber Z!!0" such that the output of the lock-in amplifier for a
reference wave ei!0t is given by

Aei!!0t+"" = Z!!0"ei!0t. !1"
In the case of pulsed pump and probe beams12,15

Z!!0" = # #
k=−$

$

H!!0 + k!s"eik!s%, !2"

where % is the delay time between pump and probe pulses, !s
is the laser pulsing frequency, H!!0" is the thermal frequency
response of the sample weighted by the intensity of the probe
beam, and # is a factor including the thermoreflectance co-
efficient of the sample and the power in the pump and probe
beams. This result assumes the sample responds as a linear
system and behaves as a continuum; these conditions are
usually met for small temperature excursions and delay times
greater than $100 ps.

The weighted sample frequency response, H!!0", is ob-
tained by solving the heat diffusion equation for a Gaussian
heat source !the pump beam" impinging on a multilayer stack
of materials and weighting the resulting temperature distri-
bution at the top surface by the Gaussian intensity distribu-
tion of the probe beam. A full treatment of this problem can
be found elsewhere.12,15 Here we repeat the essential ele-
ments necessary to understand our results.

(a)

(b) E.O.M.
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FIG. 1. !Color online" Two possible experimental arrangements for FDTR.
!a" A system based on cw lasers. Laser 1 !the pump laser" is passed through
an EOM and provides the modulated heat source, while laser 2 !the probe
laser" measures the thermoreflectance signal. Both beams are directed co-
axially through a single objective lens onto the sample. A matched reference
detector is used to determine the true phase of laser 1 at the sample. !b" A
system based on a pulsed laser. Each pulse is split into pump and probe
pulses. Probe pulses are delayed relative to the pump pulses with a mechani-
cal stage. The pump beam passes through an EOM and a second harmonic
generation crystal before being directed onto the sample.
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For a single slab of material in the frequency domain,
the temperature !t and heat flux f t on the top side of the slab
are related to the temperature !b and heat flux fb on the
bottom side through

!!b

fb
" = # cosh$qd%

− 1
"zq

sinh$qd%

− "zq sinh$qd% cosh$qd%
&!!t

f t
" . $3%

Here d is the layer thickness, "z the cross-plane thermal con-
ductivity and

q2 =
"rk

2 + #ci$

"z
, $4%

where # is the density, c is the specific heat capacity, and "r
and "z are the radial and cross-plane thermal conductivities,
respectively. The heat flux boundary condition at the top
layer f t is given by the Hankel transform of a Gaussian spot
with power A0 and 1 /e2 radius w0

f t =
A0

2%
exp'− k2w0

2

8
( . $5%

Multiple layers are handled by multiplying the matrices
for individual layers together

!!b

fb
" = MnMn−1 ¯ M1 = !A B

C D
"!!t

f t
" , $6%

where Mn is the matrix for the bottom layer. An interface
conductance G is treated by taking the limit as the heat ca-
pacity of a layer approaches zero and choosing "z and d such
that G="z /d. If the bottom surface of the nth layer is as-
sumed to be adiabatic, or if the nth layer is treated as semi-
infinite, then in both cases Eq. $6% reduces to C!t+Dft=0 and
the surface temperature will be given by

!t =
− D

C
ft. $7%

If the thickness of the bottom layer is greater than the ther-
mal penetration depth at the lowest frequency )2& /$0,
where & is the thermal diffusivity of the layer; then the semi-
infinite boundary condition is an accurate description of the
physical situation. Otherwise a finite thickness for the final
layer must be used in the solution.

The final frequency response H$$% in real space is
found by taking the inverse Hankel transform of Eq. $7%
and weighting the result by the probe intensity distribu-
tion, which is taken as a Gaussian spot with 1 /e2 radius w1
$Ref. 12%

H$$% =
A0

2%
*

0

'

k'− D

C
(exp!− k2$w0

2 + w1
2%

8
"dk . $8%

This result is inserted into Eq. $2%. The measurement of
individual materials physical properties is performed as an
inverse problem, minimizing the error between the lock-in
phase data and the phase of Eq. $2% via a nonlinear least-
squares algorithm. When cw lasers are used instead of a
pulsed laser, the thermal analysis is identical but instead of
Eq. $2% we have

Z$$0% = (H$$0% . $9%

B. Sensitivity analysis

We consider the basic system of a bulk homogenous
material coated with 100 nm of Al for sensitivity analysis.
Figure 2 shows the calculated phase for an FDTR measure-
ment with sapphire as the substrate. Solutions are shown
over a frequency range of 50 kHz–20 MHz for both a pulsed
laser system with delay time fixed at )=500 ps and the cw
solution. We obtain similar results to Fig. 2 for materials
over a wide range of thermal diffusivities. The curves have
sufficient structure to potentially extract three parameters
from the data. Heat transfer in the sample dictates when this
is actually possible and is explored later in this section.

We quantify the sensitivity of the phase signal to a pa-
rameter x in a manner similar to that of Gundrum et al.,17

Sx =
d*

d ln x
, $10%

where the phase * is in radians. Equation $10% is evaluated
for the following substrate parameters: thermal conductivity
k, volumetric heat capacity C, and the metal-substrate ther-
mal interface conductance G. All subsequent sensitivity
analysis is done for the case of a pulsed FDTR system at a
time delay of 500 ps. Similar results are obtained for differ-
ent delay times and also for the case of the cw system. The
pump and probe laser spot radii are both 6 +m 1 /e2 unless
otherwise stated. The results are shown in Fig. 3 for $a% sili-
con with a thermal diffusivity of 8.9,10−5 m2 /s, $b% sap-
phire with a thermal diffusivity of 1.5,10−5 m2 /s, and $c%
Pyrex glass with a thermal diffusivity of 7.8,10−7 m2 /s.

In the cases of silicon and sapphire, all three sensitivities
vary differently over most of the frequency range and it is
possible to extract all three of these parameters from a data
set. For the case of Pyrex glass, however, the sensitivity to
the boundary conductance is low and the sensitivity to the
thermal conductivity and heat capacity are very similar over
most of the frequency range. The measurement will be in-
sensitive to boundary conductance and only one of the pa-
rameters, thermal conductivity or heat capacity can be deter-
mined in this case.
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FIG. 2. $Color online% The calculated phase response for cw and pulsed
FDTR measurements of 100 nm of Al on sapphire over the range 50 kHz–20
MHz.
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This latter result is explained by the fact that a different
sensitivity to substrate thermal conductivity and heat capac-
ity arises solely from radial heat transport. In the one-
dimensional limit, the periodic thermal response depends
only on the thermal effusivity of the substrate, !kC.12 This is
true for any multilayer system where the substrate layer is
semi-infinite. When the thermal penetration depth is much
smaller than the laser spot sizes, the periodic response ap-
proaches the one-dimensional limit and we cannot determine
both k and C of the substrate. This effect is visible in Fig. 3,
where at high frequencies, the sensitivities to k and C ap-
proach each other. The frequency where they begin to come
together depends on the laser spot sizes and thermal penetra-
tion depth, which in turn depends on the thermal diffusivity
of the substrate and the modulation frequency. We have
found that we can reliably determine both substrate thermal
conductivity and heat capacity if the difference in sensitivi-
ties is !0.05 at the bottom of the frequency range. For a
frequency range of 25 kHz–20 MHz and laser spot radii on
the order of 10 "m, this corresponds to a substrate thermal
diffusivity !3#10−6 m2 /s. Also, because separation of the
sensitivities arises from radial transport, we can only accu-
rately determine both k and C if the substrate is nearly iso-
tropic or has a known anisotropy.

Other modulated photothermal methods have been used

to determine both the diffusivity and thermal conductivity
of an absorbing film on a known substrate, either by varying
the modulation frequency and assuming one-dimensional
transport4 or by scanning the probe spot over the heated re-
gion and observing the phase change with probe spot
position.9 Our approach works for an unknown substrate and
does not require that the probe spot be scanned across the
heated region. We have found that it is also possible to ex-
tract both k and C from a single TDTR measurement if the
modulation frequency is sufficiently low. However, FDTR is
significantly more robust for this purpose because changing
frequency regimes has a stronger effect on the sensitivities
than changing the delay time between laser pulses at a single
frequency. We have found, however, that we can achieve
similar results to FDTR by simultaneously fitting TDTR
scans from two or more widely spaced frequencies "for ex-
ample, 0.1, 1, and 10 MHz#. This “hybrid” approach may in
some cases be more convenient and offers the additional pos-
sibility of fitting TDTR measurements at successively lower
frequencies to determine the properties of a layered or inho-
mogenous material at different depths.

We now focus on the sensitivity of the measurement to
radial thermal transport. As discussed above, at low frequen-
cies, the thermal penetration depth is comparable to the fo-
cused laser spots sizes, typically $10 "m and radial trans-
port becomes a factor. At high frequencies, the measurement
approaches a one-dimensional solution and only cross-plane
thermal conductivity matters. Previously, it was shown how
multiple TDTR measurements at different frequencies could
be used to measure anisotropic thermal conductivity.15 Here,
we consider the sensitivity of a single FDTR measurement to
anisotropic thermal conductivity.

Figure 4 shows the sensitivity parameter Sx for x=$z, the
cross-plane thermal conductivity $r, the radial or in-plane
thermal conductivity, and G, the metal-substrate thermal
boundary conductance, calculated for single-crystal quartz, a
material with a thermal conductivity of 10.8 W/mK parallel
to the c-axis, taken here as the cross-plane direction, and 6.2
W/mK perpendicular to the c-axis. As expected, sensitivity
to the cross-plane thermal conductivity remains significant
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FIG. 3. "Color online# Sensitivity parameter Sx for x=k, the substrate ther-
mal conductivity; C, the substrate volumetric heat capacity; and G, the
metal-substrate thermal boundary conductance calculated for three sub-
strates: "a# silicon, "b# sapphire, and "c# Pyrex.
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quartz.
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Frequency-domain thermoreflectance is extended to the characterization of thin metals films on low
thermal diffusivity substrates. We show how a single noncontact measurement can yield both the
thickness and thermal conductivity of a thin metal film with high accuracy. Results are presented
from measurements of gold and aluminum films 20–100 nm thick on fused silica substrate. The
thickness measurements are verified independently with atomic force microscope cross sections, and
the thermal conductivity measurements are verified through electrical conductivity measurements
via the Wiedemann–Franz law. The thermoreflectance thermal conductivity values are in good
agreement with the Wiedemann–Franz results for all the films at least 30 nm thick, indicating that
our method can be used to estimate electrical conductivity along with thermal conductivity for
sufficiently thick films. © 2010 American Institute of Physics. #doi:10.1063/1.3289907$

I. INTRODUCTION

Thin metal films are essential for a vast array of tech-
nologies in optics and microelectronics. The thickness, den-
sity, thermal conductivity, and electrical conductivity of
these films are all critical parameters affecting their perfor-
mance in a given application. As a result, numerous tech-
niques have been developed to characterize these properties.
Of particular interest are noncontact methods, due to their
nondestructive nature and the ease with which they can be
incorporated into manufacturing processes.

Many of the methods that have been developed are
based on photothermal phenomena. These fall into the cat-
egories of frequency-domain methods based on a modulated
laser heating source,1–8 and time-domain methods based on
the sample response to a short laser pulse, such as time-
domain thermoreflectance !TDTR".9–12 Recently, the authors
have introduced a frequency-domain thermoreflectance
!FDTR" method13 that combines some of the advantages of
TDTR, such as good sensitivity for submicron thin films and
a straightforward coaxial laser spot geometry, with the ad-
vantages of modulated photothermal methods, such as rela-
tive experimental simplicity due to lack of a moving delay
stage and the ability to explore a range of thermal penetra-
tion depths with a single measurement.

In this work, we show how FDTR can be applied to thin
metal films on low thermal diffusivity substrates such as
glass or quartz. We simultaneously determine the thickness
or density of a metal film, and the film thermal conductivity.
From the thermal conductivity, we can obtain the electrical
conductivity through the well-known Wiedemann–Franz
!WF" law.14

Separately, each of these topics has been addressed with
various methods. Film thickness, for example, can be deter-
mined by profilometry, by picosecond acoustics provided the

sample has a strong thermoelastic response,15 or with a
modulated thermal wave approach.5 Techniques for measur-
ing the thermal conductivity in thin metal films are less com-
mon. These include scanning probe techniques such as scan-
ning Joule microscopy,16 and photothermal methods where a
probe laser spot is moved over a pump laser spot and a
three-dimensional thermal model is used to determine film
conductivity based on the signal phase as a function of the
spot separation.3,8,17

Our FDTR approach has several advantages. The mea-
surement geometry—coaxial laser spots passed through a
single objective lens—allows for simple alignment and a
straightforward two-dimensional analytical thermal model.
Additionally, because the measurement covers a wide fre-
quency range, the sensitivity to film thermal mass and ther-
mal conductivity separate into different transport regimes,
allowing both properties to be determined simultaneously.
Thus, from a single noncontact measurement we obtain the
critical structural and transport properties of the metal film.

II. BACKGROUND

A complete description of the FDTR method can be
found in.13 The essential features are that a modulated laser
heating source, called the pump beam, impinges on a sample,
while a second, unmodulated beam is reflected off the
sample and directed into a photodetector. Both pump and
probe beams are coaxially directed through a single micro-
scope objective and focused to spots 10–20 !m in diameter.
The laser beams can be pulsed or continuous-wave !cw". In
the case of pulsed beams, the pump and probe beams typi-
cally originate from the same laser and are divided with a
beamsplitter. An optical delay separates the pump and probe
pulses by a time ".

If the sample is a metal film on a substrate, the incoming
pump light is absorbed by the film and converted into heat.
The reflectivity is in turn proportional to the film surface
temperature. The phase and amplitude response of the probea"Electronic mail: aarons@.mit.edu.
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conductivity is varied !25%. In this case the solutions con-
verge at high frequency where lateral transport is negligible.
Finally in Fig. 1!c" data and fits from 22, 64, and 102 nm Au
films are shown. We obtained similarly good fits for 30–100
nm Al films on fused silica.

At least five measurements were made on several Al and
Au films 20–100 nm thick, and the values for film thermal
conductivity and thickness were obtained simultaneously. In
our calculations, we assumed typical thermal interface con-
ductances of 150 and 75 MW /m2 K for the Al/fused silica
boundary and Au/fused silica boundary, respectively, al-
though as we explain later, sensitivity analysis shows that
changing these has a negligible impact on the result.

Film thicknesses were independently determined using
multiple atomic force microscope !AFM" cross sections of
scratched regions !Asylum Research, MFP-3D system". A
sample of the cross-sectional images are shown in Fig. 2.
The 22 nm thick Au film showed signs of agglomeration and
the films was not smooth; in this case the mean value was
taken as the thickness. In Fig. 3, the thickness values deter-
mined via FDTR are plotted against the AFM values and the
two sets are in good agreement. We have assumed the den-
sity of the bulk metals in determining film thickness; as we
discuss later, if the film properties deviate from bulk proper-
ties, this will lead to an error.

Two sets of room-temperature film thermal conductivity
data are shown in Fig. 4 for !a" gold and !b" aluminum. The
first set !circles" was obtained via FDTR simultaneously with
the thickness data shown in Fig. 3. The error bars indicate
two standard deviations based on five to six measurements at
different locations on the sample. The generally larger error
bars for the thinner films reflect the fact that thinner films
transport less heat and therefore make the measurement less
sensitive. The second set of measurements !squares" are ob-
tained from electrical conductivity measurements via the WF
law, which states

k/" = LT , !4"

where k is the thermal conductivity, " is the electrical con-
ductivity, T is the temperature, and L is the Lorenz number.
Electrical conductivity measurements were obtained via the
van der Pauw method using a Hall effect measurement sys-
tem !Lakeshore model 7604", and the thermal conductivity
was then determined using the experimentally determined
Lorenz numbers for Al and Au.14

The thermal conductivities obtained directly from FDTR
and indirectly via the electrical conductivity are in good
agreement, with a discrepancy of 1%–5%. The notable ex-
ception is the 22 nm Au film, where the measured thermal
conductivity is 40% higher than the value predicted by the
WF law. Similar findings at room temperature have been
reported in films of platinum20 and gold21 thinner than 30
nm, where it is believed that grain boundary scattering ef-
fects reduce the electrical conductivity more than the thermal
conductivity. At low temperatures the effect is amplified,
since the carrier wavelengths become longer compared to
grain size.

There are other plausible explanations for the deviation
from the WF law. As is clear from Fig. 2, the morphology of
the 22 nm gold film is not smooth, and there are multiple
heat paths through the film. These include near field radiation
in the gaps, electron tunneling, and molecular air conduction
through gaps. There are also multiple electron and phonon
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FIG. 2. !Color online" AFM cross sections for the gold films in this study.
The thinnest film exhibited agglomeration and was much less smooth than
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0 20 40 60 80 100

0

20

40

60

80

100

AFM (nm)

FD
TR

(n
m
)

Al
Au

FIG. 3. !Color online" Film thickness data obtained for Au and Al films on
fused silica substrates. The ordinate is the thickness determined from AFM
cross sections while the abscissa is the FDTR value. Error bars based on two
standard deviations are approximately the size of the symbols used.

100

150

200

250

20 30 40 50 60 70 80 90 100 110

40

60

80

100

120

Film thickness (nm)
Th
er
m
al
co
nd
uc
tiv
ity

(W
/m
K)

W-F Law
FDTR

Gold (a)

Aluminum (b)

FIG. 4. !Color online" Thermal conductivity data obtained for !a" Au and !b"
Al films on fused silica substrates. Circles are values obtained with the
FDTR method, while the squares are values computed from electrical con-
ductivity measurements using the WF law.
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conductivity is varied !25%. In this case the solutions con-
verge at high frequency where lateral transport is negligible.
Finally in Fig. 1!c" data and fits from 22, 64, and 102 nm Au
films are shown. We obtained similarly good fits for 30–100
nm Al films on fused silica.

At least five measurements were made on several Al and
Au films 20–100 nm thick, and the values for film thermal
conductivity and thickness were obtained simultaneously. In
our calculations, we assumed typical thermal interface con-
ductances of 150 and 75 MW /m2 K for the Al/fused silica
boundary and Au/fused silica boundary, respectively, al-
though as we explain later, sensitivity analysis shows that
changing these has a negligible impact on the result.

Film thicknesses were independently determined using
multiple atomic force microscope !AFM" cross sections of
scratched regions !Asylum Research, MFP-3D system". A
sample of the cross-sectional images are shown in Fig. 2.
The 22 nm thick Au film showed signs of agglomeration and
the films was not smooth; in this case the mean value was
taken as the thickness. In Fig. 3, the thickness values deter-
mined via FDTR are plotted against the AFM values and the
two sets are in good agreement. We have assumed the den-
sity of the bulk metals in determining film thickness; as we
discuss later, if the film properties deviate from bulk proper-
ties, this will lead to an error.

Two sets of room-temperature film thermal conductivity
data are shown in Fig. 4 for !a" gold and !b" aluminum. The
first set !circles" was obtained via FDTR simultaneously with
the thickness data shown in Fig. 3. The error bars indicate
two standard deviations based on five to six measurements at
different locations on the sample. The generally larger error
bars for the thinner films reflect the fact that thinner films
transport less heat and therefore make the measurement less
sensitive. The second set of measurements !squares" are ob-
tained from electrical conductivity measurements via the WF
law, which states

k/" = LT , !4"

where k is the thermal conductivity, " is the electrical con-
ductivity, T is the temperature, and L is the Lorenz number.
Electrical conductivity measurements were obtained via the
van der Pauw method using a Hall effect measurement sys-
tem !Lakeshore model 7604", and the thermal conductivity
was then determined using the experimentally determined
Lorenz numbers for Al and Au.14

The thermal conductivities obtained directly from FDTR
and indirectly via the electrical conductivity are in good
agreement, with a discrepancy of 1%–5%. The notable ex-
ception is the 22 nm Au film, where the measured thermal
conductivity is 40% higher than the value predicted by the
WF law. Similar findings at room temperature have been
reported in films of platinum20 and gold21 thinner than 30
nm, where it is believed that grain boundary scattering ef-
fects reduce the electrical conductivity more than the thermal
conductivity. At low temperatures the effect is amplified,
since the carrier wavelengths become longer compared to
grain size.

There are other plausible explanations for the deviation
from the WF law. As is clear from Fig. 2, the morphology of
the 22 nm gold film is not smooth, and there are multiple
heat paths through the film. These include near field radiation
in the gaps, electron tunneling, and molecular air conduction
through gaps. There are also multiple electron and phonon
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scattering mechanisms. All these effects will depend on the
detailed morphology of the film. In addition, because the Au
film was both soft and very thin, making contact for the
electrical measurements was challenging, and despite our
careful attempts it is possible that poor contact is causing the
lower apparent electrical conductivity.

Because our FDTR approach measures the total in-plane
thermal conductivity while electrical measurements give
only the electronic contribution, we believe that combining
FDTR with electrical measurements in carefully designed
experiments could isolate some of the transport mechanisms
and shed light on the details of the transport physics in very
thin metal films. We are planning on addressing some of
these issues in a future work.

It is useful to consider the sensitivity of the measurement
to various parameters of interest. We define the sensitivity of
the measurement to a property x as

Sx = d!/d ln x , !5"

where we take the phase in radians. We consider an 80 nm
film of Au deposited on a fused silica substrate, Fig. 5!a",
and sapphire substrate, Fig. 5!b", and plot the sensitivity to
film thickness, lateral thermal conductivity, and the metal-
substrate boundary conductance.

At high frequencies, the thermal penetration depth, given
by #2" /#0 where " is the substrate thermal diffusivity and
#0 is the modulation frequency, is small compared to the
spot radii, and transport approaches the one-dimensional
situation. In this case, sensitivity to in-plane thermal conduc-
tivity is low. Sensitivity to cross-plane thermal conductivity,
not shown, is essentially zero because there is no significant
temperature gradient across the film thickness due to the high
metal thermal diffusivity. Sensitivity to film thickness is
strong at high frequency and falls off at lower frequencies.
The different behavior of the sensitivities in different ranges

is what allows the lateral thermal conductivity and film
thickness to be determined simultaneously. For the fused
silica substrate !thermal diffusivity=8.46$10−7 m2 /s", sen-
sitivity to the interface conductance is very low, since the
low substrate thermal diffusivity is the primary barrier to
cross-plane heat flow. For the sapphire substrate !thermal
diffusivity=1.5$10−5 m2 /s" the sensitivity to the interface
is greater, and the sensitivity to the in-plane thermal conduc-
tivity is also reduced because a larger portion of heat is con-
ducted in the substrate. This effect limits this method to the
study of films on low-diffusivity substrates.

Although the sensitivity to film thickness is shown in
Fig. 5, it is the thermal mass of the metal film !%cpd where %
is the density, cp is the specific heat capacity, and d is the
film thickness" that is actually affecting the heat flow. This is
because there is essentially no temperature gradient across
the film. Therefore, from the film thermal mass, if two of the
three properties %, cp, and d are known from an independent
measurement or are assumed to have the same values as
those of bulk solids, the remaining property can be deter-
mined. For example, if film thickness is know from picosec-
ond acoustics or profilometry, and assuming cp is the same as
for the bulk metal, we have a way to determine the density of
thin metal films. On the other hand, if the film thickness is
unknown but the density is close to that of the bulk, film
thickness can be determined.

IV. SUMMARY

The FDTR method was applied to the analysis of thin
metal films on low thermal diffusivity substrates. Both the
thermal mass and thermal conductivity of Au and Al films in
the range of 20–100 nm were determined simultaneously
from a single measurement. If the film thickness is measured
independently, the thermal mass yields the metal film den-
sity; if bulk density is assumed then an estimate of film
thickness is obtained. From the thermal conductivity and the
WF law, the electrical conductivity of the films can be esti-
mated in temperature and size regimes where the law is
valid. Outside these regimes, the FDTR technique can be
used in conjunction with electrical measurements to explore
size effects on thermal and electrical transport in thin films.

ACKNOWLEDGMENTS

The authors would like to thank Ms. Kimberlee Collins
for her assistance preparing our samples, and Mr. Austin
Minnich for performing the electrical conductivity measure-
ments.

1A. Mandelis, Rev. Sci. Instrum. 57, 617 !1986".
2A. Rosencwaig, J. Opsal, W. L. Smith, and D. L. Willenborg, Appl. Phys.
Lett. 46, 1013 !1985".

3G. Langer, J. Hartmann, and M. Reichling, Rev. Sci. Instrum. 68, 1510
!1997".

4A. Yarai and T. Nakanishi, Rev. Sci. Instrum. 78, 054903 !2007".
5J. Opsal, A. Rosencwaig, and D. L. Willenborg, Appl. Opt. 22, 3169
!1983".

6E. Ogawa, C. Hu, and P. Ho, J. Appl. Phys. 86, 6018 !1999".
7B. Li, J. Roger, L. Pottier, and D. Fournier, J. Appl. Phys. 86, 5314 !1999".
8B. Li, L. Pottier, J. P. Roger, D. Fournier, and E. Welsch, Rev. Sci. In-
strum. 71, 2154 !2000".

9C. A. Paddock and G. L. Eesley, J. Appl. Phys. 60, 285 !1986".

−0.2

−0.1

0

0.1

10
5

10
6

10
7

−0.2

−0.1

0

0.1

In-plane conductivity

Interface conductance

Thickness

In-plane conductivity

Interface conductance

Thickness

Frequency (Hz)

Se
ns
itiv
ity (a)

(b)

Fused silica substrate

Sapphire substrate

FIG. 5. !Color online" !a" The sensitivity parameter, Eq. !5", for in-plane
thermal conductivity, metal-substrate boundary conductance, and metal
thickness, for a sample consisting of an 80 nm film of Au deposited on a
fused silica substrate. !b" The same sensitivities, calculated for a sapphire
substrate. The phase angle in Eq. !5" is taken in radians.

024908-4 Schmidt, Cheaito, and Chiesa J. Appl. Phys. 107, 024908 !2010"

Downloaded 28 Jan 2010 to 134.253.26.12. Redistribution subject to AIP license or copyright; see http://jap.aip.org/jap/copyright.jsp



Can	
  we	
  achieve	
  transient	
  AND	
  periodic	
  
thermometry?	
  

Time	
  domain	
  thermoreflectance	
  

Use	
  both	
  the	
  transient	
  AND	
  
periodic	
  response	
  from	
  the	
  short	
  

pulsed	
  hea7ng	
  event.	
  	
  Use	
  high	
  rep.	
  
rate	
  laser	
  and	
  modulate	
  at	
  some	
  
frequency	
  with	
  moderate	
  to	
  high	
  

Duty	
  cycle.	
  

Probe	
  TDTR	
  

Probe	
  TDTR	
  (moderate	
  Duty	
  cycle)	
  

Probe	
  TTR	
  

Pump	
  TTR	
  (low	
  Duty	
  cycle)	
  



TDTR	
  

The lock-in amplifier measures the fundamental compo-
nent of the probe signal at the modulation frequency, !0, and
rejects all other harmonic components. This is shown in Fig.
2!d". The output will be the amplitude, A, and phase, ", of
the fundamental component of the probe signal with respect
to the reference wave at every delay time #. Mathematically,
the solution takes the form of a “transfer function,” a com-
plex number Z!!0" such that the output of the lock-in ampli-
fier for a reference wave ei!0t is given by

Aei!!0t+"" = Z!!0"ei!0t. !3"

The transfer function can be represented in two ways. The
first, given by Capinski and Maris10 is in terms of the im-
pulse response of the sample, h!t",

Z!!0" =
$QQprobe

T #
q=0

%

h!qT + #"e−i!0!qT+#", !4"

where Q is the power per pump pulse, Qprobe is the power per
probe pulse, and $ is a constant that includes the thermore-
flectance coefficient and gain of the electronics. A math-
ematically equivalent form was later given by Cahill11 in
terms of the sample frequency response, H!!",

Z!!0" =
$QQprobe

T2 #
k=−%

%

H!!0 + k!s"eik!s#, !5"

where again !0 is the reference frequency and !s$2& /T.
The equivalence of Eqs. !4" and !5" stems from the fact that,
in a LTI system, the impulse response and frequency re-
sponse are Fourier transform pairs. In practice, Eq. !4" may
be more convenient for numerical simulations, while Eq. !5"
is more convenient for cases where an analytical heat trans-
fer solution is more easily obtained in the frequency domain.

In the limit that the time between pulses, T, becomes
infinite, both expressions reduce to the impulse response as a
function of delay time, #,

lim
T→%

$QQprobe

T #
q=0

%

e−i!0#h!qT + #" =
$QQprobe

T
h!#"e−i!0#

!6"

since at very long times, h!qT+#" decays to zero for all
terms where q!0. In this limiting case, the phase shift is
simply the delay between the pump and probe pulses divided
by the modulation frequency, as expected, and the amplitude
of the signal can be directly interpreted as the response of
the sample to a single pulse. In this case, the relevant time
and length scales are those associated with the single-pulse
response.

In the other limit, as T approaches zero, the expression
approaches the frequency response !i.e., the steady periodic
response at !0",

lim
T→0

$QQprobe

T2 #
q=0

%

e−i!0#h!qT + #"T =
$QQprobe

T2 H!!0" . !7"

In this case, the relevant time and length scales are those
associated with the steady periodic response.

In the intermediate range, where the decay time of the
system is not much longer or shorter than the pulse period T,
the signal has elements of both the impulse response and the
steady frequency response and the two effects cannot be eas-
ily separated.

To examine this further, we take a simple exponential
system as a model and see how the measured signal changes
as the decay rate and laser pulse period are varied. Although
the thermal response of a sample is more complex, the basic
features of the accumulation effects will be the same. The
impulse response and frequency response of the simple sys-
tem are given by

h!t" = e−at, !8"
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FIG. 2. !Color online" !a" The pump beam input to the sample modulated by
the fundamental component of the EOM. !b" The surface temperature of the
sample in response to the pump input. !c" The probe pulses arrive at the
sample delayed by a time, #, and are reflected back to a detector with an
intensity proportional to the surface temperature. !d" The fundamental har-
monic components of the reference wave and measured probe wave. The
amplitude and phase difference between these two waves is recorded by the
lock-in amplifier at every delay time.
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transform of a Gaussian spot with power A0 and 1 /e2 radius
w0. The surface temperature from Eq. !12" then becomes

f = #− D

C
$ A0

2!
exp#− k2w0

2

8
$ . !14"

The frequency response H in real space is found by taking
the inverse Hankel transform and then weighing the result by
the probe intensity distribution, which is taken as a Gaussian
spot with 1 /e2 radius w1,11

H!"" =
A0

2!
%

0

#

k#− D

C
$exp#− k2!w0

2 + w1
2"

8
$dk , !15"

where w0 and w1 are the pump and probe 1 /e2 radii, respec-
tively. This solution for the frequency response is inserted
into Eq. !5", which is solved numerically. In practice, an
upper limit of integration in Eq. !15" on the order of
10 /&w0

2+w1
2 is sufficient for the integral to converge, al-

though if both radii become less than '5 $m this value may
need to be increased.

The case where the two beam spots are offset may also
be used to study thermal transport. Li et al.17 used this ge-
ometry and a numerical simulation to determine the thermal
properties of multilayer thin films by varying the frequency
of modulated continuous-wave beams. Here we extend Eq.
!15" to obtain an analytical solution for the case where the
pump spot is separated by a distance x0 from the probe spot
in the Cartesian plain. In this case, some of the symmetry is
lost and H!"" is given by

H!"" = # 2

!w1
2$%

−#

# %
0

#

%!&!x − x0"2 + y2"

&exp#− 2!x2 + y2"
w1

2 $dydx , !16"

where %!&!x−x0"2+y2"=%!r" is given by

%!r" = %
0

#

kJ0!kr"#− D

C
$# A0

2!
$exp#− k2w0

2

8
$dk , !17"

and J0 is a zero-order Bessel function of the first kind. While
Eq. !16" is not as convenient to evaluate as Eq. !15", it is still
tractable numerically. In our TTR implementation, we have
found that sensitivity to radial transport is of similar order
for offset spots compared to aligned spots. However, align-
ment of offset beam spots is somewhat more challenging
than coaxial spots because the offset, which is typically on
the order of microns, must be accurately determined. In the
case of aligned spots, optimal overlap is indicated when the
signal is maximized.

IV. SENSITIVITY TO RADIAL TRANSPORT

The one-dimensional, single-pulse solutions for a 100
nm layer of Al on two substrates, Si and SiO2, are plotted in
Fig. 4 over 12.5 ns, the time between pulses from the Ti:sap-
phire oscillator. Silicon has a relatively high thermal conduc-
tivity, 148 W /m K at room temperature, while the conduc-
tivity of SiO2 is two orders of magnitude lower,
'1.4 W /m K. In both cases, but especially for SiO2, the
response clearly does not decay to zero before the next pulse

arrives. Therefore, accumulation effects will be important.
The solution will take on aspects of the steady periodic re-
sponse, and the associated thermal length scale, L
'&2' /"0, compared to the spot size will determine the sen-
sitivity of the solution to radial transport.

We use a multidimensional least-squares minimization
routine to vary the physical parameters of interest to match
the output of the lock-in amplifier to Eq. !5". Either the am-
plitude or phase data can be compared to Eq. !5" for fitting.
In practice, we find that fitting to the phase produces more
reliable results because it is slightly less noisy and removes
any difficulties associated with normalization. This approach
is similar to fitting to the ratio of in-phase and out-of-phase
components of the lock-in signal.18 Fitting the phase does
introduce the problem of determining the true phase of the
thermal signal with respect to the lock-in reference wave.
The signal cables, EOM, and photodiode all have their own
response, which collectively can be represented by the trans-
fer function Zinst, such that for a given input exp!i"t" the
output will be given by

Ainst exp!i"t + (inst" = Zinst exp!i"t" , !18"

where (inst is the phase delay introduced by the instrumen-
tation. Thus to fit the phase data, we need a way to determine
(inst and subtract it from the measured phase. One way to do
this is to split off a small fraction of the modulated pump
beam and measure its phase directly with the detector. A
second method, which we employ, is to make use of the fact
that the out-of-phase, or imaginary, part of Eq. !5" should be
constant as the delay time crosses )=0.11 After the data are
collected, the change in the out-of-phase signal, *Y0, and
in-phase signal, *X0, are noted as the delay time crosses
)=0. From this the phase introduced by the instrumentation
is computed from *(=tan−1!*Y0 /*X0" and is subtracted
from the measured signal.18

To quantify the sensitivity of the signal to radial conduc-
tion, we define the phase sensitivity to a parameter x in a
manner similar to that of Gundrum et al.:7
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FIG. 4. !Color online" The one-dimensional single-pulse solutions for a 100
nm layer of Al on two substrates, Si and SiO2, over 12.5 ns, the time
between pulses from the Ti:sapphire oscillator.
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Effect of dislocation density on thermal boundary conductance across
GaSb/GaAs interfaces
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We report on the thermal boundary conductance across structurally-variant GaSb/GaAs interfaces
characterized by different dislocations densities, as well as variably-rough Al/GaSb interfaces. The
GaSb/GaAs structures are epitaxially grown using both interfacial misfit !IMF" and non-IMF
techniques. We measure the thermal boundary conductance from 100 to 450 K with time-domain
thermoreflectance. The thermal boundary conductance across the GaSb/GaAs interfaces decreases
with increasing strain dislocation density. We develop a model for interfacial transport at
structurally-variant interfaces in which phonon propagation and scattering parallels photon
attenuation. We find that this model describes the measured thermal boundary conductances well.
© 2011 American Institute of Physics. #doi:10.1063/1.3581041$

Thermal transport across solid interfaces, which is a ma-
jor inhibitor of heat flow in nanosystems,1 is quantified by
the thermal boundary conductance, hK. This quantity is the
proportionality constant that relates the heat flux across an
interface, qint, to the temperature drop associated with the
interfacial region, !T, i.e., hK=qint /!T. Although a tremen-
dous amount of work has focused on measurements and
theory of thermal transmission across solid interfaces assum-
ing a perfectly abrupt or “flat” junction between two materi-
als !see Refs. 1 and 2 for extensive reviews", measurements
of thermal transport across nonideal interfaces are much less
frequently studied. Recently, Hopkins et al.3 found that RMS
roughness at Al/Si interfaces and elemental mixing at Cr/Si
interfaces4,5 causes variations in hK at room temperature.
Collins and Chen6 found that the surface chemistry at dia-
mond surfaces can affect hK across Al/diamond interfaces
over a wide temperature range. Understanding the role of
imperfect structure at solid interfaces and its role in hK is of
utmost importance to further engineer thermal conduction in
nanostructures.

In this work, we measure hK across GaSb/GaAs inter-
faces with time-domain thermoreflectance !TDTR". We grow
GaSb films on GaAs substrates via two different epitaxial
techniques leading to different dislocation densities around
the GaSb/GaAs boundary. In addition, these different growth
techniques cause the dislocation densities of the GaSb films
to vary, thus changing the surface morphology of the films.
Therefore, we also study the effect of dislocation density and
interface roughness on hK at Al/GaSb interfaces, as a thin
100 nm Al film is deposited on the GaSb surface for TDTR
measurements. We quantify the phonon scattering with a
variation in the diffuse mismatch model !DMM" !Ref. 7" in
which phonon propagation and scattering parallels photon
attenuation. These thermal results have implications for the

design, growth, and selection of materials in laser diodes and
other gallium-based optoelectronics.

We grow 500 nm of GaSb on GaAs substrates using
solid-source molecular beam epitaxy. The lattice mismatch
between the two Ga-based binaries is 7.78%. This highly
mismatched system reaches its critical thickness within the
first monolayer and has the tendency to form islands with
interfacial arrays of 90° lomer misfit dislocations.8 The is-
lands coalesce with further growth and eventually tend to
become a planar surface. However, the process of coales-
cence leads to 60° misfit dislocations that can very easily
turn into threading dislocations.9 We grow one GaSb film via
the interfacial-misfit array !IMF" growth mode, a particular
growth mode that allows us to achieve large scale IMF dis-
location array networks through the use of Sb-rich surface
reconstructions resulting in GaSb grown on GaAs with sig-
nificantly reduced threading dislocations.10 The threading
dislocations for a non-IMF growth of GaSb on GaAs is typi-
cally 109–1011 dislocations per square centimeter, while in
the case of the IMF growth mode the threading dislocation
density ranges between 5"106–5"108 dislocations per
cm2. The threading dislocations were measured using plan-
view and cross-section transmission electron microscopy.11,12

Along with the threading dislocations in the material, we
also observe that the screw type dislocations are significantly
reduced in the IMF sample compared to non-IMF samples.
Figure 1 shows atomic force microscopy !AFM" images of
the GaSb film surface for the non-IMF #!a" and !b"$ and IMF
#!c" and !d"$ samples. The effect of the high density of screw
dislocations is apparent on the surface of the non-IMF
sample #Fig. 1!b"$. The rms roughnesses on the GaSb sur-
faces are 1.7 nm and 2.3 nm for the IMF and non-IMF
growth techniques, respectively.

We measure hK at the Al/GaSb and GaSb/GaAs inter-
faces with TDTR; typical experimental descriptions of
TDTR and details of the thermal and lock-in analyses for
thin-film systems are described elsewhere.13–15 We collecta"Electronic mail: pehopki@sandia.gov.
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cannot be fitted by a single value of the thermal effusivity.
When a thermal conductivity of !=3 W m−1 K−1 is chosen
to fit the data for Vout /"Vin in the high-frequency limit, the
data at low f fall below the predictions of the thermal model
by a factor of !0.7 implying that thermal conductivity is a
factor of !2 larger at lower f .

We analyze the data quantitatively by fitting the calcula-
tions of a diffusive model to our measurements. Since we do
not expect that the thermal conductance of the interface be-
tween the Al film and the samples depends on heating fre-
quency, we fix the thermal conductance and vary the thermal
conductivity of the samples as the only free parameter. Typi-
cal examples of this fitting procedure are shown in Fig. 1. We
summarize the thermal conductivity ! measured in this way
as a function of the modulation frequency f in Fig. 3. As
already indicated by the data shown in Fig. 2, the thermal
conductivity for all materials we have studied except thick
layers of semiconductor alloys is constant throughout the
frequency range, 0.1# f #10 MHz. For InGaP, InGaAs, and
SiGe, however, ! increases monotonically as the frequency
decreases from 10 to 0.6 MHz and remains approximately
constant for frequency less than 0.6 MHz. The thermal con-
ductivity of InGaAs measured at low frequencies
"!6.2 W m−1 K−1# is comparable to the thermal conductivity
of a 1600 nm InGaAs thin film "!5.5 W m−1 K−1# measured
using the 3$ method5 and thermal conductivity of a bulk
sample "!6.4 W m−1 K−1# derived from a thermal diffusivity
measurement.20 We note that an early study reported thermal
conductivity of bulk InGaAs as !4.8 W m−1 K−1 measured
by steady-state heating.21

We have also measured the thermal conductivity of sev-
eral samples of InGaP and InGaAs where the thickness h of
epitaxial alloy layers are much thinner than the h=2010 nm
InGaP and h=3330 nm InGaAs layers discussed above. Data
for thinner layers are compared to the frequency dependence
of thick layers in Fig. 4. To create a common x axis for this
plot, we convert the modulation frequency to a thermal pen-

etration depth d, defined as the depth from the sample sur-
face where the temperature is e−1 of surface temperature, d
=$! /%Cf . The dependence of ! on h and d is remarkably
similar, see Fig. 4.

To gain qualitative insight into the mechanisms that un-
derlie our experimental findings, we construct a simple iso-
tropic continuum model describing lattice thermal conductiv-
ity, following the work of Morelli et al.22 In this model, the
phonon dispersion is isotropic and linear. We treat the longi-
tudinal and transverse modes separately, and as explained in
Ref. 22, we set the cutoff frequencies by the acoustic phonon
frequencies at the zone boundary14 to take into account only
acoustic phonons up to the maximum frequencies at zone
boundary. The speed of sound and cutoff frequencies used in
the model are derived from the phonon dispersion in the
%100& direction. We assume the Grüneisen constants, &L and
&T, to be 1.0 and 0.7 for all crystals and alloys, and obtain
the longitudinal and transverse phonon velocities, vL and vT
of the crystals from Refs. 14, and use the average values for
the alloys. As we have done previously,23 we deviate from
the approach of Ref. 22 and substitute a high temperature
form for the N-process relaxation rate 'N

−1=BN$2T. We fix
the relative anharmonic scattering strengths of umklapp and
normal processes, BU and BN, by Eqs. 11"b#, 12"b#, and "25#
of Ref. 22, and obtain absolute values of the anharmonic
scattering strengths from fits to the thermal conductivities14

of the crystals and virtual crystals "for alloys#. This analysis
yields BU

L =1.7 for GaAs, 1.0 for InP, 2.1 for InGaAs, and 0.8
for InGaP, in units of 10−19 s K−1. We calculate the strength
of Rayleigh scattering in InGaP and InGaAs alloys using the
dimensionless parameter (, see Eq. "16# of Ref. 22, that
describes the strength of phonon scattering by mass disorder.
We do not consider Rayleigh scattering by the differences in
atomic size or bond strength because these contributions to (
are not well known and, in any case, should oppose each
other so that the total correction to ( is relatively small.23 We

FIG. 3. Room temperature thermal conductivity of single crys-
tals of Si, InP, and GaAs; a 1 )m thick layer of amorphous SiO2;
and epitaxial layers of semiconductor alloys as a function of the
modulation frequency used in the measurement. Data for 2010 nm
thick InGaP, 3330 nm thick InGaAs, and 6000 nm thick Si0.4Ge0.6
are shown as open circles, filled circles, and open triangles,
respectively.

FIG. 4. Comparison of the frequency and thickness dependences
of the room temperature thermal conductivity of III-V semiconduc-
tor alloys. Data for 2010 nm InGaP "triangles# and 3330 nm
InGaAs "circles# acquired at different frequencies "open symbols#
are plotted as a function of penetration depth, d=$! /%Cf , where !
is thermal conductivity of thick layers at low frequency, C is the
heat capacity per unit volume, and f is the modulation frequency.
Also included are data for epitaxial layers of different thicknesses
measured at low f with d*h "filled symbols# plotted as a function
of the layer thickness h. The dashed line is the calculated thermal
conductivity using the isotropic continuum model described in the
text for InGaAs that limits the mean free path of the phonons to the
layer thickness.
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!!!" =
d"

d!
#

"n+1 − "n

dn+1 − dn
, !2"

where "n+1 and "n are the thermal conductivities measured
at two adjacent modulation frequencies, and dn+1 and dn are

the corresponding penetration depths. The thermal conduc-
tivity distribution of InGaAs and InGaP derived using this
approach is plotted in Fig. 6 using !!!" from Eq. !2" and !
= !dn+1+dn" /2.

IV. SUMMARY

In summary, we report in this paper experimental evi-
dence of frequency dependence of thermal conductivity in
epitaxial semiconductor alloys. We demonstrate that the fre-
quency dependence is fundamentally related to the thickness
dependence of the epitaxial layers, as phonons of mean free
paths longer than the penetration depth traverse the tempera-
ture gradient ballistically and do not contribute to the thermal
conductivity measured by the experiment. Hence, frequency
dependent measurements can be a convenient method for
probing the phonon distributions of materials.
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FIG. 6. Thermal conductivity distribution !!!" as a function of
mean free path, !. !!!" is defined by "=$!!!"d!. The open sym-
bols are !!!" converted from frequency dependent measurements.
The dashed lines are calculations from the isotropic continuum
model described in the text. Error bars on the data points reflect the
experimental uncertainties in the determination of !!!". The major
source of experimental uncertainty is the setting of the absolute
value of the phase of the reference channel of the rf lock-in ampli-
fier and, at the lowest modulation frequencies, the correction
needed to account for the optical pulses that leak through the pulse
picker. The precision of the thermal conductivity measurements is
approximately 1% at modulation frequencies of 10 MHz, 7% at
0.6 MHz, and 10% at 350 kHz.
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  cannot be fitted by a single value of the thermal effusivity.

When a thermal conductivity of !=3 W m−1 K−1 is chosen
to fit the data for Vout /"Vin in the high-frequency limit, the
data at low f fall below the predictions of the thermal model
by a factor of !0.7 implying that thermal conductivity is a
factor of !2 larger at lower f .

We analyze the data quantitatively by fitting the calcula-
tions of a diffusive model to our measurements. Since we do
not expect that the thermal conductance of the interface be-
tween the Al film and the samples depends on heating fre-
quency, we fix the thermal conductance and vary the thermal
conductivity of the samples as the only free parameter. Typi-
cal examples of this fitting procedure are shown in Fig. 1. We
summarize the thermal conductivity ! measured in this way
as a function of the modulation frequency f in Fig. 3. As
already indicated by the data shown in Fig. 2, the thermal
conductivity for all materials we have studied except thick
layers of semiconductor alloys is constant throughout the
frequency range, 0.1# f #10 MHz. For InGaP, InGaAs, and
SiGe, however, ! increases monotonically as the frequency
decreases from 10 to 0.6 MHz and remains approximately
constant for frequency less than 0.6 MHz. The thermal con-
ductivity of InGaAs measured at low frequencies
"!6.2 W m−1 K−1# is comparable to the thermal conductivity
of a 1600 nm InGaAs thin film "!5.5 W m−1 K−1# measured
using the 3$ method5 and thermal conductivity of a bulk
sample "!6.4 W m−1 K−1# derived from a thermal diffusivity
measurement.20 We note that an early study reported thermal
conductivity of bulk InGaAs as !4.8 W m−1 K−1 measured
by steady-state heating.21

We have also measured the thermal conductivity of sev-
eral samples of InGaP and InGaAs where the thickness h of
epitaxial alloy layers are much thinner than the h=2010 nm
InGaP and h=3330 nm InGaAs layers discussed above. Data
for thinner layers are compared to the frequency dependence
of thick layers in Fig. 4. To create a common x axis for this
plot, we convert the modulation frequency to a thermal pen-

etration depth d, defined as the depth from the sample sur-
face where the temperature is e−1 of surface temperature, d
=$! /%Cf . The dependence of ! on h and d is remarkably
similar, see Fig. 4.

To gain qualitative insight into the mechanisms that un-
derlie our experimental findings, we construct a simple iso-
tropic continuum model describing lattice thermal conductiv-
ity, following the work of Morelli et al.22 In this model, the
phonon dispersion is isotropic and linear. We treat the longi-
tudinal and transverse modes separately, and as explained in
Ref. 22, we set the cutoff frequencies by the acoustic phonon
frequencies at the zone boundary14 to take into account only
acoustic phonons up to the maximum frequencies at zone
boundary. The speed of sound and cutoff frequencies used in
the model are derived from the phonon dispersion in the
%100& direction. We assume the Grüneisen constants, &L and
&T, to be 1.0 and 0.7 for all crystals and alloys, and obtain
the longitudinal and transverse phonon velocities, vL and vT
of the crystals from Refs. 14, and use the average values for
the alloys. As we have done previously,23 we deviate from
the approach of Ref. 22 and substitute a high temperature
form for the N-process relaxation rate 'N

−1=BN$2T. We fix
the relative anharmonic scattering strengths of umklapp and
normal processes, BU and BN, by Eqs. 11"b#, 12"b#, and "25#
of Ref. 22, and obtain absolute values of the anharmonic
scattering strengths from fits to the thermal conductivities14

of the crystals and virtual crystals "for alloys#. This analysis
yields BU

L =1.7 for GaAs, 1.0 for InP, 2.1 for InGaAs, and 0.8
for InGaP, in units of 10−19 s K−1. We calculate the strength
of Rayleigh scattering in InGaP and InGaAs alloys using the
dimensionless parameter (, see Eq. "16# of Ref. 22, that
describes the strength of phonon scattering by mass disorder.
We do not consider Rayleigh scattering by the differences in
atomic size or bond strength because these contributions to (
are not well known and, in any case, should oppose each
other so that the total correction to ( is relatively small.23 We

FIG. 3. Room temperature thermal conductivity of single crys-
tals of Si, InP, and GaAs; a 1 )m thick layer of amorphous SiO2;
and epitaxial layers of semiconductor alloys as a function of the
modulation frequency used in the measurement. Data for 2010 nm
thick InGaP, 3330 nm thick InGaAs, and 6000 nm thick Si0.4Ge0.6
are shown as open circles, filled circles, and open triangles,
respectively.

FIG. 4. Comparison of the frequency and thickness dependences
of the room temperature thermal conductivity of III-V semiconduc-
tor alloys. Data for 2010 nm InGaP "triangles# and 3330 nm
InGaAs "circles# acquired at different frequencies "open symbols#
are plotted as a function of penetration depth, d=$! /%Cf , where !
is thermal conductivity of thick layers at low frequency, C is the
heat capacity per unit volume, and f is the modulation frequency.
Also included are data for epitaxial layers of different thicknesses
measured at low f with d*h "filled symbols# plotted as a function
of the layer thickness h. The dashed line is the calculated thermal
conductivity using the isotropic continuum model described in the
text for InGaAs that limits the mean free path of the phonons to the
layer thickness.
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